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Abstract
Motivated by the achieved high intensities of novel extreme ultraviolet (XUV) radiation sources, such as free electron
lasers and laser-driven high harmonic generation beamlines, we elaborate on their perspective in inducing observable
strong field effects. The feasibility of extending such effects from the infrared and visible spectral regimes in the XUV
domain is supported through numerically calculated models of near-future experiments. We highlight the advancement
of performing studies in the time domain, using ultra-short XUV pulses, which allows for the temporal evolution of such
effects to be followed. Experimental and theoretical obstacles and limitations are further discussed.
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1. Introduction

The interaction of intense femtosecond (fs) laser radiation
with atoms/molecules may lead to a substantial distortion
of the atomic/molecular potentials and intrinsic dynamics.
A well-known result of such a distortion is the so-called
tunneling ionization that underlies processes such as high
harmonic generation (HHG)[1] and above-threshold ioniza-
tion (ATI)[2]. Tunneling ionization occurs when an infrared
(IR) pulse is distorting the Coulomb potential of the system,
forming potential barriers that oscillate with the laser period,
through which an electron can tunnel out into the continuum.
Whether tunneling or multiphoton is the main mechanism
of photoionization depends on the interplay between the
radiation’s field strength, frequency, pulse duration as well as
the ionization energy of the atom/molecule. The key param-
eter that defines the mechanism underlying a photoionization
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process is the Keldysh or adiabatic parameter[3]

γ =
√

Eion

2Up
, (1)

with Eion being the ionization energy and Up the pon-
deromotive potential[4], i.e., the mean kinetic energy of the
oscillation of a free electron interacting with the radiation
field

Up =
〈

1
2

mẋ2
〉
= e2E2

0

4mω2 , (2)

where m and e are the mass and charge of the electron,
respectively, x is its position, and E0 and ω are the electric
field amplitude and the angular frequency of the radiation,
respectively. A practical form of Equation (2) is

Up (eV) = 9.3×10−14 λ2 (
µm2) I

(
W

cm2

)
. (3)

If γ � 1, favored by long wavelengths, tunnel ionization
prevails. When γ � 1, favored by short wavelengths, ion-
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ization has a multiphoton character. It is well established
that in the extreme ultraviolet (XUV) spectral range, owing
to the short wavelength of the radiation, ionization is a
multiphoton process, as tunneling would require intensities
higher than the ionization saturation intensity of the system,
i.e., intensities at which the atom no longer exists having
been practically fully ionized during the rising of the laser
pulse. While tunneling ionization is a process that by its
nature is excluded in the XUV spectral region, other strong
field effects, affecting the intrinsic system potentials, start
becoming feasible at the high intensities that XUV and X-
ray sources can reach today. Thus, in resonant coupling
schemes with a free electron laser (FEL) source, strong-
field dressing of an autoionizing state[5], as well as ac-Stark
shifts of resonances[6] has been demonstrated recently. In
the present work, we describe perspectives in observing
and utilizing off-resonance strong field effects that can be
induced by an attosecond pulse train (APT) generated in
an intense laser-driven table-top XUV source. We further
discuss other, potentially feasible, coherent resonant strong
XUV field effects that have so far only been investigated in
the visible spectral region.

2. Nonresonant strong XUV field effects

In order to induce nonlinear effects in the XUV region a
powerful source is required[7]. Recently, a 20 GW XUV
attosecond (as) beamline has been demonstrated at Foun-
dation for Research and Technology - Hellas (FORTH), a
detailed description of which can be found in the work of
Nayak et al.[8] and Makos et al.[9]. In this beamline ≈ 200 µJ
of XUV radiation, in the spectral region of 15–35 eV, is emit-
ted per pulse at the source when two xenon jets are used for
the harmonic generation[8] or APTs of ≈ 100 µJ train energy,
∼10 fs envelope duration and τxuv = 650±80 as pulse dura-
tion are emitted when one xenon jet is used[9]. In this source,
after generation, the XUV radiation is separated from the
driving IR field through reflection of the XUV radiation by
a silicon plate placed at the Brewster angle (∼75o) of the IR
radiation. In addition, a Sn filter of 150 µm thickness absorbs
any residual IR radiation and transmits 11th–15th harmonics,
i.e., XUV photon energies between 17 and 24 eV. The XUV
beam is subsequently impinging at almost normal incidence
to a gold coated spherical mirror of 5 cm foal length focusing
the beam in a 2 µm spot measured by imaging the focal area
using an ion microscope[8]. At such conditions, intensities
of the order of 4 × 1015 W/cm2 can be achieved at the
focus of the XUV radiation[8,9]. Such intensities, according to
Equation (3), result in ponderomotive shifts larger than 1 eV,
for the previously mentioned photon energies. This is a rough
estimation of the energy shifts that one would observe in the
photoelectron spectrum of the multiphoton ionization of an
atom due to the ponderomotive potential[10]. Given that the
spectral bandwidth of the harmonics that synthesize the APT

is less than 1 eV and the resolution of detecting methods
(e.g., common magnetic bottle time of flight electron energy
analyzers) is of the order of 100 meV, such shifts should in
principle be observable.

A more accurate evaluation of the shifts due to the XUV
radiation field strength is obtained by solving the helium
time-dependent Schrödinger equation (TDSE). The radiation
field used in the calculation modeled the temporal profile of
the electric field with a Gaussian envelope,

E(t) =
∑

q=11−15

Eqe−2ln2 t2

τ2 cos
(
ωqt + cqt2 +φq

)
, (4)

where τ is the envelope duration and cq,φq parameters deter-
mine the chirp and the phase of each harmonic, respectively.
In the present case only three harmonics were considered
with amplitude ratio |E11|2 : |E13|2 : |E15|2 = 0.19 : 0.4 : 0.41.
These field characteristics simulate those of the harmonic
spectra generated in the attosecond S&T Laboratory of
FORTH[8,9]. The calculated photoelectron energy spectra
(PES) of the two photon ionization of He by the comb of
11th–15th harmonics at different XUV intensities, ranging
from 4 × 1014 W/cm2 to 3 × 1015 W/cm2 are shown in the
top graph of Figure 1. The first two peaks are attributed to
three-photon, Raman-type, processes. Note also the double
peak structures showing up in the spectrum for the higher
intensity.

The lower plot in Figure 1 summarizes the PES peak shifts
as a function of the XUV intensity. Shifts close to ∼1.5 eV
can be observed, which can be clearly resolved in a relevant
experiment. At about 1015 W/cm2 a change in the slope of the
curves is visible, indicative for saturation of ionization. For
intensities above the ionization saturation intensity a shift
continues being observable, but its increment with intensity
reduces substantially. Such saturation effects can be used
in determining the two photon ionization cross-section if
the XUV intensity is known or the XUV intensity of the
two photon ionization cross-section is known[11]. At present,
a more elaborate theoretical study is required in order to
thoroughly explore the helium PES and to establish the shift
values at intensities close to the saturation regime.

3. Resonant strong XUV field effects

Several coherent strong field effects have been studied in the
1980s and 1990s utilizing bichromatic fields of nanosecond
laser pulses in the visible spectral region. One of these
is the so-called electromagnetically induced transparency
(EIT)[12,13]. This is an effect where a system becomes trans-
parent on a probe laser field owing to its dressing by a second
laser field. EIT has been demonstrated using visible radiation
in ‘ladder,’ ‘lambda,’ or ‘v’ coupling schemes, where three
states of a system (one of those being the ground state) are
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Figure 1. PES of the two-photon He ionization by a pulse train of an
envelope ∼ 10 fs, pulse duration ∼ 600 as, synthesized by the 11th–15th
harmonics with relative intensities 0.19:0.4:0.41, respectively, for different
total XUV intensities ranging from 4×1014 W/cm2 to 3×1015 W/cm2 (top
plot); PES peak shifts as a function of the total XUV intensity in the interval
ranging from 0 to 3×1015 W/cm2 (bottom plot).

resonantly coupled through a bichromatic field. Although
this effect is well established in the visible, involving either
bound or autoionizing states, it is of increased importance
for the XUV spectral region where all materials are by
nature opaque. A related coherent effect is the so-called
laser induced continuum structure (LICS)[14–17] with several
implementations in atomic[18–22], molecular[23], and solid-
state systems[24]. In LICS, two bound states are coupled
to each other and to the same continuum via two laser
fields, a scheme that resembles autoionization. It is a typical
quantum interference effect in which different excitation
channels are coupled to the same initial and final states of the
system. Depending on the field parameters, i.e., wavelengths
and field strengths, the interference can be constructive or
destructive and thus ionization can be enhanced or dimin-
ished respectively, leading to spectral features close to Fano
profiles[25]. To give an example relevant to EIT, motivated
by the perspective of the attosecond beamlines of Extreme
Light Infrastructure – Attosecond Light Pulse Source (ELI-
ALPS), driven by the SYLOS laser chain, having a central
wavelength of 910 nm and a pulse duration of 7 fs, let us
consider the excitation scheme of He shown in Figure 2(a).
The energy difference between the 1s3p 1P bound and the

He(2p2 1S)

He+(1s)

1s3p 1P

He(1s2 1S)

H29

H17

(a)

He(25sp+ 1P)

He+(1s)

He(2s2 1S)

He(1s2 1S)

H5

H48

(b)

Figure 2. XUV EIT schemes in He through coupling of a bound with (a)
an AIS or (b) two AISs.

2p2 1S autoionizing state (AIS) is 39.7 eV and thus the two
states can be resonantly coupled through the 29th harmonic
of the SYLOS laser. The 1s3p 1P state can be resonantly
excited from (coupled to) the ground state through the 17th
harmonic of the SYLOS laser. The induced transparency in
this ‘ladder’ system can be probed measuring the absorption
of the 17th harmonic with and without the dressing 29th
harmonic field and as a function of the 29th harmonic field
strength. A similar study has been performed earlier in a
‘lambda’ coupling scheme in Ca using visible radiation[26].

In an alternative ionization scheme, in order to better
match the pulse duration with the width of the coupled
states, the 5th harmonic of the SYLOS laser is resonantly
coupling the 2s2 1S AIS with the 25sp+ 1P AIS[27]. The
2s2 1S AIS is near resonant with the 48th or even better
harmonic in case surface plasma harmonics are used. The
induced transparency can be investigated measuring either
(a) the ion yield upon excitation of the 2s2 1S and 25sp+ 1P
AIS as a function of the 5th harmonic intensity or (b)
the transmitted 48th harmonic as a function of the 5th
harmonic intensity. A similar scheme has been investigated
in Mg using visible laser radiation[28]. It should be noted
that in this previous work it was shown that under appro-
priate conditions ionization can be diminished to a large
percentage. This is an excellent perspective for the XUV
spectral region where propagation in media is prohibited
due to absorption that ionizes the medium. Switching off or,
more realistically strongly suppressing ionization, opens up a
possibility for the XUV radiation to propagate with strongly
reduced intensity losses. Similar perspectives are opened up
using all other coupling schemes discussed in this work.
Similar EIT coupling schemes at lower photon energies can
be implemented using other than He rare gases. To give an
example, a scheme such as that shown in Figure 2(a) can be
implemented in argon, where the 11th harmonic couples the
3s23p5(2P1/2)4s state with the 3s3p64p 1P1 AIS.

An LICS type of experiment requires a combination of odd
and even harmonics and thus is a perfect candidate for appli-
cations of surface plasma harmonics. A possible scheme
could be that depicted in Figure 3. A strong 7th harmonic
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Figure 3. A VUV LICS scheme in He probed by an XUV field.

field is coupling the 1s2s 1S state of He to the continuum.
The dressed continuum is probed by the 22nd harmonic
that couples the ground state with it. Again, ionization yield
or absorption of the 22nd harmonic is the quantities to be
measured. The probing of the LICS from the ground state
can be down scaled in photon energy if heavier rare gas
targets are used. Thus, probing by the 19th or 17th harmonic
is possible using neon or argon targets, respectively, coupling
the state with 2s22p5(2Po

3/2)3s configuration, term 2[3/2] of
neon or the state with 3s23p5(2Po

3/2)3d configuration, term
2[1/2] of argon with the corresponding continua.

In all of the coupling schemes described previously, detun-
ing is well within the bandwidth of the harmonics considered
for the parameters of the ELI-ALPS SYLOS laser. The exam-
ples described previously can be implemented using variable
delays between the two radiation fields, thus examining the
dynamics of the effects and controlling the intensities used.
From the technical point of view, the required two colors
can be selected using either filters or multilayer mirrors.
It is common practice in XUV delay lines that bisected
reflecting optics are used. Different filtering coatings or
different multilayer mirrors used in the two parts of the
optics allow for selection of the required harmonics, while
maintaining their pulse duration.

Such types of experiments can of course be implemented
in other laser laboratories as well, provided that the required
XUV intensities and bandwidths are available and for cer-
tainty in FEL infrastructures. In fact, EIT-related experi-
ments dealing with core resonant Auger decays have been
modeled theoretically[29,30].

4. Experimental considerations

Successful implementation of the kind of experiments
described in the previous sections is subject to bypassing
a number of obstacles. Availability of high intensities is the
first prerequisite. For FEL sources this is less of an issue.
For laser-driven harmonic sources, high enough intensities

are available in the low photon energy XUV spectral region,
i.e., up to 25–30 eV. At higher photon energies there is
a potential, but no experimental demonstrations exist at
present.

In the resonant strong field effects discussed previously,
bichromatic fields are required. In some FEL infrastruc-
tures tunable two-color beams with phase locked colors
are available[31,32], thus overcoming this obstacle. In laser-
driven harmonic sources tunability is essentially not avail-
able. The two wavelength bands required can be selected
using wavelength selective optical elements such as multi-
layer mirrors and/or filters. Selection is straightforward for
several wavelength regions and technologically demanding
for some other regions. Mirror coatings can be used as filters.
When using bisected optics[8,9], the two parts of the optics
can be coated with different filter materials, providing the
two-color beams with the possibility of a variable delay
between them. Similarly, when bisected optics are used, each
of the two parts can be a multilayer mirror reflecting dif-
ferent wavelengths. An important obstacle to implementing
photoelectron spectroscopy using XUV radiation is the space
charge generated by scattered or direct XUV radiation hitting
parts of the setup. An example of this occurs when mirrors
with metal coatings are used for focusing the XUV radiation.
As high intensities are required, short focal lengths are used
and, thus, such reflecting surfaces are close to the interaction
region and the detecting device. Space charge caused on the
metal coating when the XUV radiation is impinging the mir-
ror may produce distorting E-fields that may introduce shifts
in the photoelectron spectra. This effect is clearly demon-
strated in the photoelectron spectra of Figure 4, obtained at
the 20 GW XUV beam line of FORTH[8,9]. The main peaks
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Figure 4. Photoelectron peak shifts observed with ionizing XUV intensity
in single-photon ionization of Ar. Xe gas was utilized as the generating
medium and a Sn filter was used for spectral selection. The spectra are
obtained at two different XUV energies, measured by a calibrated XUV
photodiode: 1.8 µJ/pulse (upper black line, shifted in y-axis for clarity),
0.5 µJ/pulse (lower blue line). The blueshifts are attributed to transient
space charge induced on surfaces the direct or scattered XUV light is
impinging.
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in the spectra are due to single-photon ionization of argon
by the 13th and 15th harmonics. The small peak at about
1 eV electron energy comes from the ionization by the 11th
harmonic. A shift towards higher energies is observed with
increased XUV intensity. Theoretical modeling shows that
in single-photon ionization no ponderomotive or ac-Stark
shifts are observable. The observed shift is attributed to
transient space charge accumulated on surfaces on which
the XUV radiation is impinging. Such shifts would distort
the actual shifts one wants to measure (ponderomotive or
ac-Stark shifts). Special care must be taken to ensure that
no space charge is induced or when it is induced, that the
interaction area is well shielded.

An additional effect that has to be taken into account and
the measured shifts have to be corrected for accordingly is
the blueshift of the energy of the harmonics either with
increased driving IR intensity[33,34] or generating peak gas
density[33–35]. Harmonic spectra obtained at different peak
gas densities using Xe gas as target at the 20 GW XUV
beam line of FORTH[8,9] and recorded by a flat-field XUV
spectrometer are shown in Figure 5. For a peak gas den-
sity variation from 3.3 × 1017 cm−3 to 2.6 × 1017 cm−3 a
blueshift of the harmonic peaks of the order of 0.1 eV is
observed. The gas density is estimated by considering ideal
gas and that the maximum harmonic yield is obtained at
25 mbar gas pressure (i.e., 6.2 × 1017 cm−3 gas density), as
calculated in Ref. [8]. Taking this into account, the quadratic
dependence of the harmonic yield on the generating pres-
sure in Ref. [36] and the measured drop of the harmonic
yield by a factor of 5.6 in the recorded spectrum (red line
in Figure 5), the gas density variation can be estimated.
This is a small effect, which, however, once measured,
can be used to correct the photoelectron peak position
accordingly.
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Figure 5. Harmonic spectra recorded by a flat-field XUV spectrometer
(FFS) varying the peak gas density of Xe at the harmonic generation region:
6.2 × 1017 cm−3 (upper black line, shifted in y-axis for clarity), 2.6 ×
1017 cm−3 (lower red line). The observed blueshift is of the order
of ∼0.1 eV.

5. Theoretical challenges for ionization processes in XUV
intense fields

Following the introduction of the chirped-pulse amplifica-
tion technique in the mid-1980s, the nonlinear interaction
of atomic systems with visible laser fields has been studied
extensively in great detail, both experimentally and theoreti-
cally. These studies resulted in the observation of a number
of novel physical processes, such as ATI, HHG, and tunnel-
ing ionization. With the laser’s photon frequency relatively
restricted to the long-wavelength scale (e.g., Ti:sapphire)
the central factors allowing for these processes to show up
experimentally are the strength and the ultrashort duration
of the radiation field. In fact, ATI measurements require
both intense (> 1013 W/cm2) and ultrashort pulses (fem-
tosecond scale); fortunately, these characteristics go hand
in hand. During the past two decades these studies have
been extended to the UV/XUV regime in the wake of
technological breakthroughs in producing intense, ultrashort
and coherent radiation in this regime either using HHG or
FEL generated radiation[37–39].

Although the fundamental principles for the interaction
of radiation and atomic/molecular systems remain the same
as in the visible/IR regime, the relatively high-frequency
(or shorter wavelength) of the XUV fields entails qualita-
tively and quantitatively distinct observations; some of them
are so essential that they present certain experimental and
theoretical challenges. An exclusive physical feature of the
atomic interactions with fields of shorter wavelength is the
possibility of excitation of inner-shell electrons (in the X-
ray regime these are the prominent ionization channels); in
contrast to the optical radiation where the excitation involves
exclusively the valence electrons. In other words, the outer
shell effectively constitutes an opaque shield for the inner-
shell electrons against the visible/IR radiation. In contrast,
the short-wavelength radiation at the higher-energy XUV
regime, causes (with high probability) inner-shell or double-
electron excitations to unstable continuum resonances, even-
tually leading to the system’s autoionization. Such a type of
continuum excitation transitions can also be seen as ioniza-
tion via an intermediate state (short-lived), which, depending
on the atomic system and the radiation properties, perhaps
competes with direct photoionization. It is also observed that
for short-wavelength radiation, tunneling, ATI ionization and
harmonic generation radiation are significantly suppressed.

From a theoretical standpoint this wavelength regime
necessitates a more detailed knowledge of the atomic
structure, but on the other hand standard nonperturbative
features of these interactions require very high intensities,
not easily reached except in FEL facilities; for example, for
the UV radiation (ω > 10 eV) it appears that non-resonant
processes can be rather adequately described by a time-
dependent perturbation theory of the appropriate order for
intensities lower than 5 × 1014 W/cm2 or, more generally,
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as long as the rate of ionization does not approach the
field’s frequency. For higher intensities, ionization yield
saturation, ac-Stark shifts, and the widths of the bound
states start to play a noticeable role in the ionization
process; such features may or may not be observable in
the experimental data. Ultrashort pulses give a prominent
role to the radiation’s detailed temporal profile owing
to the extended power spectrum. The pulse may excite,
resonantly and coherently, a number of bound or continuum
atomic states that may cause the excitation dynamics
to have a dominant role in the ionization process. The
theoretical description of ionization dynamics with such
ultrashort pulses requires a very cumbersome formulation
when standard approximations are employed (i.e., time-
independent/dependent perturbation theory, Floquet theory,
etc.). Accordingly, relevant observations can be made for
the radiation’s spatial distribution; for higher intensities,
atoms in the laser focus experience ionization in shorter
time scales than the atoms located in an extended region
(where the intensity is lower). In addition, the experienced
ac-Stark shifts can bring states on- and off-resonance in
a highly complicated manner, resulting in analogously
highly intricate ionization yields. In conclusion, one may
argue that either due to the intensity or to the radiation’s
temporal and spatial profile, observables of experimental
interest are more reliably studied by direct employment
of the TDSE. In the following we give an account
of the TDSE description of atomic systems in XUV
fields, followed by a brief adaptation of time-dependent
perturbation equations of motion (EOMs) for potential XUV
ionization schemes. For simplicity, for the presentation of
the formulation we use the atomic system of units, where
� = m = e = 1.

5.1. TDSE

In this context, the theoretical description (and the associated
numerical algorithms and computational implementation)
of nonlinear UV/XUV processes is a demanding problem.
To date, such calculations using a broad range of radia-
tion parameters, have been thoroughly performed only for
hydrogen- and helium-like systems and with a lesser degree
for the light noble gases, Ar and Ne.

For the current purposes of UV/XUV fields, we briefly
present the main expressions for the TDSE of an N-electron
atomic system in a laser field, described by an electric
field of a spatiotemporal profile, E(R,t), in the Coulomb
gauge (E(R,t) = −∂tA(R,t), ∇RA(R,t) = 0). Provided that
a numerical representation of the atomic structure is avail-
able (in terms of the eigenenergies and the corresponding
dipole matrix elements) and following a well-established
calculation procedure[40–44] the TDSE is a partial differen-
tial equation that is second order in space and first order

in time:

i
∂

∂t
Ψ (R,X;t) =

[
Ĥ0 (X)+ V̂

(
R,X;t

)]
Ψ (R,X;t), (5)

where H0 is the field-free N-electron Hamiltonian,
Ψ (R,X;t) is the time-dependent wavefunction, and
V̂ (R,X;t) = ∑

i A(R,t) · pi describes the time-dependent
potential experienced by the system at the position R.
The electronic coordinates are defined relative to the
system’s center-of-mass and denoted collectively by X =
(r1,r2, · · · ,rN) with the conjugate momenta defined by
pi = −ι[Ĥ0,ri]. The separation of the atom/field Hamiltonian
(right-hand-side of the TDSE) proves not only convenient
for the numerical propagation of Ψ (R,X;t) in time but
also sets the prerequisites to developing a time-dependent
perturbation theory; where the absolute value of the
magnitude of the field-free part, H0 =| Ĥ0 | has to be larger
than that of the time-dependent potential V0 =| V̂ |∼| A ·p |∼
A0 | [Ĥ0,r] |∼ A0H0r0. To see this more clearly consider the
expectation value of r0 in the ground state of an atomic
system, generally related to its energy by r0 ∼ 1/

√
2IP. Then

a perturbative method can be established as long as the
following ratio is larger than unity:

H0

V0
∼ H0

A0H0r0
=

√
2Eion

E0/ω
=

√
Eion

2Up
= γ > 1. (6)

Here E0 = A0ω is the maximum value of the electric field
amplitude. Therefore, this ratio, is nothing else than the
Keldysh parameter from Equation (1), which seen from an
energy-domain aspect, serves as a parameter to establish the
onset of a perturbative viewpoint.

One method to calculate the solution of Equation (5)
requires the expansion of the system’s time-dependent wave-
function on its eigenstates,

Ψ (R,X;t) =
∑

K

CK (R,t)ΦK (X) . (7)

The eigenstates ΦK are characterized by the collective
index, K, to represent appropriate quantum numbers, i.e.,
the energy, angular, and spin quantum observables. The
square amplitude of the time-dependent expansion coeffi-
cients, |CK (R,t)|2, represents the probability of observing
an atom (placed in an elementary volume at the tip of R) in
state ΦK (X) at time t (state populations). The differential
equations for the coefficients are obtained by substituting
Equation (7) into the TDSE (Equation (5)):

i
d
dt

CK (R,t) = EKCK (R,t)+
∑
K′

VKK′ (R,t)CK (R,t), (8)
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where VKK′ (R,t) are the dipole matrix elements between
the states ΦK and ΦK′ . As can be seen, the TDSE depends
on the system’s energies and the dipole matrix elements
via its coefficients, with the former being constants and
the latter being time-varying. Following this procedure,
one is able to calculate experimental observables such as
ionization yields, photoelectron kinetic and angular distri-
butions, and harmonic yields. For example, the ionization
yield at a given intensity, I, is calculated at the end of
the pulse by Y(I) = ∑

EK>0|CK |2 with EK > 0 used to
select the system’s continuum states. The ionization yield
originating from atoms inside the elementary volume VR is
expressed as

dP(R) = dVRρ (R)Y[I (R)], (9)

where ρ (R) is the gas density and Y[I(R)] is the yield
from an atom placed at R, experiencing intensity I (R).
Obviously, a major part of solving the TDSE is in calculating
the system’s electronic structure, a task which is not trivial
going beyond the hydrogen, helium, and possibly lithium-
like systems.

A major simplification for the solution of Equation (8) is
possible, because the wavelength of the UV/XUV pulse is
much larger than the atomic scale. In this case one may solve
the TDSE by dividing the interaction region into subregions
of constant intensity, by setting fixed conditions on the
R and then repeating the independent calculations for the
individual volumes, dVR. For example, for a Gaussian field
in TEM00 mode, ignoring the variation along the propagation
axis, the intensity may be modeled by I(r) = I0e−r2/w2

0 , where
w0 is the waist radius and r the radial distance from the
beam axis (z-axis). Then for dV (r,z = 0)/dI = −w2

0/I and
constant gas density, ρ0, we obtain an expression for the
yield:

Y = w2
0ρ0

∫ I0

0
dI

Y(I)
I

. (10)

Calculations that take into account the spatial distribution
of the radiation beam are usually required when ionization
saturation is starting to set in, as resonance conditions
could be satisfied at various beam positions and time inter-
vals. Accordingly, the time profile of the pulse (or, equiva-
lently, the frequency spectrum) may cause time-dependent
resonance conditions. The calculations shown in Figure 1
provide the photoelectron energy distributions for various
intensities by solving the TDSE of helium in the pulse train
discussed in Section 2. In these calculations no volume
integration (in the sense of Equation (10)) has taken place.
Thus, they represent the ionization yield produced at the
pulse focus.

5.2. Time-dependent perturbation theory

Depending on the experimental conditions that include the
setup, the radiation field, and the atomic system, simplifica-
tions of the TDSEs may be possible, namely by employing
a perturbative formulation. Apart from the relative strength
between the interaction potential and the atomic energies
(see discussion around Equation (6)), another prerequisite
for a time-dependent perturbative approach is a slow and fast
time-varying factorized time profile for the field, the slow
factor being the field’s envelope and the fast factor oscillating
with the carrier-envelope frequency, ω:

E(t) = E0(t)cos[ωt +φ(t)]. (11)

The condition for slow and fast variation is mathematically
expressed by Ė0(t) � ωE0(t). A linear combination of such
pulses as the train forms in Equation (4) is less convenient
to develop a perturbation theory as the number of terms
increases.

To demonstrate in what way the TDSEs are simplified
we apply a perturbative treatment in the ionization scheme
depicted in Figure 2(a). One can have as its starting point the
EOMs of Equation (8) and develop a time-dependent pertur-
bation resonant ionization theory by isolating the equations
for the ground state |g〉, the excited bound state, | i〉, the
AIS state, |a〉, Eg < Ei < 0 < Ea and the continuum states
|K〉, EK > 0. In this particular case of helium, |g

〉=|1s2 1S
〉
,

|i 〉=|1s3p 1P
〉
, |a 〉=|2p2 1S

〉
, and |K 〉=|1sEKp 1P

〉
. To exploit

experimental data for AISs, one can develop the EOMs
in a Fano-representation picture where the AIS param-
eters are compactly described by their qa-Fano parame-
ter and autoionization decay width, Γa (see Ref. [25]).
One can also choose a formulation where a system of
ordinary differential equations (ODEs) for the amplitudes
is derived for the associated density matrix element of
the system’s time-dependent state, defined by σKK′(t) =
ei(EK+ω−EK′)CK(t)C∗

K′(t). Although this is not the place to
elaborate on the details of the derivation of the equations, it
suffices to say that one arrives at a system of low number
of ODEs for the states in question by effectively eliminating
the time evolution of the continuum states; the interaction
of the radiation with the continuum states is represented
in the EOMs implicitly via the induced ionization widths
and the ac-Stark shifts that are directly related to the field’s
intensity[45,46]. It is worth noting here that the density-matrix
formulation can be applied to a more diverse range of
ionization schemes which include strongly fluctuating (i.e.,
FELs) and/or unpolarized radiation, florescence transitions,
etc. In the case of ionization as described in Figure 2(a) we
have

σ̇gg(t) = −2 Im
[
Ω∗

1 σgi
]
, (12a)
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σ̇ii(t) = −γiσii +2 Im
[
Ω1σgi

]+2 Im
[
Ω̃2σai

]
, (12b)

σ̇aa(t) = −Γaσaa −2 Im
[
Ω̃∗

2 σai

]
, (12c)

iσ̇ig(t) =
(
Δig − i

γi

2

)
σgi +Ω1σgg −Ω∗

1 σii, (12d)

iσ̇ai(t) =
(

Δai − i
γi +Γa

2

)
σai + Ω̃2σii − Ω̃∗

2 σaa. (12e)

In these equations, γi(t) is the total ionization width
of the state | i〉 due to both fields, Ω1(t) = µgaE1(t)/2 is
the time-dependent Rabi transition amplitude, and Ω̃2(t) =
µia (1− i/qa)E2(t)/2 is the complex Rabi transition ampli-
tude between the first excited state |i〉 and the AIS |a〉. Here
E1(t), E2(t) are the field’s envelopes and µgi, µia represent
the dipole matrix elements between the respective Fano
states. In these equations, Δai = Ea − (

Ei +ω2
)

and Δig =
Ei − (

Eg +ω1
)

are the detuning of the laser field where
Ea = Ea + Sa and Ei = Ei + Si are the effective energies
which include the ac-Stark shifts Sa and Si of the states. More
generally, the induced ac-Stark shift for a bound state, |i〉,
in the presence of a radiation field of central frequency, ω,
and envelope, E(t), coupled with the states | f 〉 (bound or
continuum), is given by

Si(t) = |E(t)|2
2

∑∫
f

dεf
ωif

∣∣µif
∣∣2

ω2
if −ω2

, (13)

where ωif = Ei − Ef . The energy associated with a state
inside the radiation field is proportional to the field’s inten-
sity; with its actual value strongly dependent on the partic-
ular system and state via the µif and ωif parameters. From
the structure of this expression we see that, generally, for
transitions leading deep into the continuum, the ac-Stark
shift, compared with the ionization width (which is the
other quantity and includes information about the ionization
process), takes a relatively small value. This is not the
case when the transitions lead close to resonant states (i.e.,
doubly excited, Auger states) or to the respective ionization
threshold. Thus, we see that the ionization dynamics of the
system are governed by these dynamical parameters, which
need to be determined beforehand in order to solve the
perturbative EOMs.

Note that at this level of approximation, further tran-
sitions from the AIS to higher continuum states are not
included because they are expected to only become sig-
nificant at higher intensities. One therefore succeeds in
reducing a highly demanding computational problem to a
very manageable set of equations which, it is worth noting, is
expressed through experimentally measured quantities (ener-
gies, shifts, q-parameters, widths). Following the solutions
of the perturbative EOMs one may calculate the ionization

yield as

σff (t) = 1−σgg −σii −σaa. (14)

The perturbative method also applies in the case where the
first resonant state is not a bound state of the system but an
AIS as well. A proper, slight generalization of the EOMs
(Equation (12)) leads to an adequate description of such
an AIS-coupled scheme, provided that all of the relevant
parameters are known. Equation (12a) is augmented by a
term −γg and the Rabi transition amplitude Ω1 obtains an
imaginary part, Ω1 → Ω̃1(t) = µgi (1− i/qi)E1(t)/2. Here γi

represents the ionization width of |g〉 in the respective Fano
continuum states and qi, Γi represent the q-Fano and autoion-
ization width of the state |i〉. As an example, consider the
ionization of lithium with a radiation or around 73.1 eV (FEL
or H47 of Ti:sapphire) as shown in the simplified sketch of
Figure 6.

The lithium in its ground state |g〉 = Li
(
1s2,2s; 2S

)
is

radiated by an XUV field. With an XUV photon energy
and the highest peak intensity currently available, one can
make the assumption that the two-photon ionization pro-
cess has significantly less importance relative to single-
photon ionization. The single-photon ionization will lead to
the continuum state of Li+

(
1s2; 1S

)
and Li+

(
1s,2s; 1,3S

)
only, owing to restrictions imposed by the dipole selection
rules. The ground state is also strongly coupled to the AIS
| i〉 = Li

({
1s; 3P(3)

}+{
1s,3s; 1S,4p

})
(see Refs. [47,48]).

The latter AIS state |i〉 is also resonantly coupled to a higher
AIS, |a〉 = Li

(
2s,2p2; 2S

)
. A similar double resonance in res-

onantly enhanced multiphoton ionization (REMPI) scheme

Li(2s2p2 2S) 146.47 eV

Li2+ 81.032 eV

Li(1s3s4p 1P) 73.129 eV

Li+(1s2) 5.392 eV

Li(1s22s 2S)

H47

H47

Figure 6. Ionization of lithium with a radiation field around 73.1 eV
(∼H47) couples two AIS states. The lower state decays to Li+ whereas the
higher state decays to Li2+.
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involving the ground, an excited bound and an autoionizing
state of Xe has been investigated previously using optical
frequencies[49].

This is a particularly interesting scheme because the reso-
nant coupling between the ground state, |g〉 and the first AIS,
| i〉, and also with the second AIS, |a〉 (double resonance), is
possible with the same photon frequency, as Ef − Ei � Ei −
Eg. Two-photon sequential ionization from the Li ground
state to the Li2+ is not considered as the step from Li+

to Li2+ proceeds only via two-photon absorption, E(Li2+)–
E(Li+) ∼ 75.1 eV < ω.

It is also worth exploring the effects of Rabi coupling
between the AIS on the ionization yield. As autoionization
via the AISs competes with direct photoionization it is
expected that the pulse duration relative to the half-life of
the AISs plays a role here. These lifetimes are approxi-
mately Γ −1

i ≈ 34 fs and Γ −1
f ≈ 10 fs for the first and the

second AIS, respectively. Recalling that the resonances are
∼ 73.129 eV for |g 〉↔| i〉 and ∼73.351 eV for |i 〉↔| f 〉 (note
that the two-photon ionization resonance occurs for ∼73.24
eV photon energy, |g 〉→→|b〉).

For demonstration purposes (and excluding any two-
photon processes), in Figure 7 we plot the ratio of the singly
ionized continuum populations Li+

(
1s2; 1S

)
/Li+

(
1s,2s; 1,3S

)
for a pulse intensity of 1014 W/cm2 and a pulse duration
of 15 fs for different values of the AISs coupling, µif . A
noticeable difference can be seen when comparing a low
value of the Rabi-coupling (red curve) with the highest
(violet curve). The ratio decreases by almost a factor of
two near the resonance for these two values of the Rabi
oscillation.

72.9 73 73.1 73.2 73.3 73.4 73.5
Photon energy (eV)

0

2

4

6

8

Po
pu

la
tio

n 
ra

tio

x 0
x 0.1
x 0.2
x 0.5
x 1
x 2
x 5
x 10

Figure 7. Ionization of lithium with a radiation field around 73.1 eV
(∼H47) coupling two AIS states. We plot the population ratios of
Li+

(
1s2)/Li+(1s2s) for various coupling strengths of µif and for peak

intensity 1014 W/cm2. The multiplication factor for the µif coupling is
shown in the inset. Values for qa, qb and γg,µgi,µif can be found in Ref.
[48].

6. Conclusions

The high intensities, achieved recently, in both FEL and
laser-driven attosecond facilities, in the XUV spectral region
opened up the era of strong field effects in this short-
wavelength part of the electromagnetic radiation spectrum.
In this work, we addressed near-future perspectives of inves-
tigations in this area. Several effects, well found in the visible
spectral regime, are extendable to the XUV range under the
experimental conditions that exist today. Examples of such
experiments, enabling control of processes and dynamics
during the interaction of the radiation with matter as well as
modifying the propagation properties of the XUV radiation
in matter have been presented. Ab initio numerical modeling
of some of these effects has demonstrated the observability
of the effects at hand. At the same time, experimental obsta-
cles and potential artifacts along with mitigation strategies
have been elaborated. It is expected that the presented per-
spectives will motivate numerous near-future experimental
campaigns in FEL and attosecond infrastructures.
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