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## Correction

We report an error in Theorem 4.1 of our paper [F. Y. Kuo, Ch. Schwab and I. H. Sloan, "Quasi Monte-Carlo methods for high-dimensional integration: The standard (weighted Hilbert space) setting and beyond", ANZIAM J. 53 (2011) 1-37]. This error does not affect the case of product weights, and is not relevant to the unanchored variant of the Sobolev space, but requires a modification of the CBC construction of lattice rules for the case of the anchored Sobolev space and general weights. We provide the necessary correction to Theorem 4.1, and to a related error in Theorem 4.3. The error bounds are unaffected by this correction, but the CBC construction in the anchored Sobolev space becomes more costly than in the unanchored case, and the resulting lattice rule is no longer extensible in dimension. For these reasons, we recommend the unanchored Sobolev space for the practical construction of lattice rules.

Equation (4.5) of our paper is invalid for the anchored Sobolev space ( $m=$ $a^{2}-a+1 / 3$ with $a$ denoting the anchor) because the auxiliary weights defined by equation (4.3) implicitly depend on the dimension $s$. The unanchored case ( $m=0$ ) is unaffected because the auxiliary weights are the same as the original weights. We state a revised version of Theorem 4.1 and outline a correction to its proof. We also state a revised version of Theorem 4.3.

[^0]Revised Theorem 4.1. A generating vector $z$ can be constructed by a CBC algorithm such that, for any $\lambda \in(1 / 2,1]$,

$$
e_{N, s, \gamma}^{2}(z) \leq\left(\sum_{\emptyset \neq \sharp \subseteq \subseteq 1: s\}} \gamma_{\mathrm{u}}^{\lambda}(\rho(\lambda))^{\mid \mathrm{pl}}\right)^{1 / \lambda}[\phi(N)]^{-1 / \lambda},
$$

with

$$
\rho(\lambda):=\frac{2 \zeta(2 \lambda)}{\left(2 \pi^{2}\right)^{\lambda}}+m^{\lambda},
$$

where $m=0$ in the unanchored case and $m=a^{2}-a+1 / 3$ in the anchored case with anchor $a, \zeta(x)$ is the Riemann zeta function as in Section 1.5, and $\phi(N)$ is the Euler totient function given by equation (4.2).
(i) For product weights $\left(\gamma_{\mathfrak{u}}=\prod_{j \in \mathfrak{u}} \gamma_{j}\right)$, the CBC algorithm minimizes

$$
e_{N, d, \gamma}^{2}\left(z_{1}, \ldots, z_{d}\right)=-\prod_{j=1}^{d}\left(1+m \gamma_{j}\right)+\frac{1}{N} \sum_{k=0}^{N-1} \prod_{j=1}^{d}\left(1+\gamma_{j}\left[B_{2}\left(\left\{\frac{k z_{j}}{N}\right\}\right)+m\right]\right),
$$

step by step for each $d=2,3, \ldots$, s. In this case, the CBC algorithm is extensible in $s$.
(ii) In the unanchored case with general nonproduct weights, the CBC algorithm minimizes

$$
e_{N, d, \gamma}^{2}\left(z_{1}, \ldots, z_{d}\right)=\sum_{\emptyset \neq u \subseteq\{1: d\}} \gamma_{u}\left(\frac{1}{N} \sum_{k=0}^{N-1} \prod_{j \in u} B_{2}\left(\left\{\frac{k z_{j}}{N}\right\}\right)\right),
$$

step by step for each $d=2,3, \ldots$, s. In this case, the CBC algorithm is extensible in $s$.
(iii) In the anchored case with general nonproduct weights, the CBC algorithm minimizes an auxiliary quantity depending on $s$,

$$
\widetilde{e}_{N, d, \widetilde{\gamma}_{s}}^{2}\left(z_{1}, \ldots, z_{d}\right):=\sum_{\emptyset \neq \mathfrak{v} \subseteq\{1: d\}} \widetilde{\gamma}_{s, v}\left(\frac{1}{N} \sum_{k=0}^{N-1} \prod_{j \in \mathfrak{v}} B_{2}\left(\left\{\frac{k z_{j}}{N}\right\}\right)\right),
$$

step by step for each $d=2,3, \ldots, s$, with auxiliary weights defined by

$$
\widetilde{\gamma}_{s, \mathfrak{v}}:=\sum_{\mathfrak{v} \subseteq \mathfrak{u} \subseteq\{1: s\}} \gamma_{\mathfrak{u}} m^{|\mathfrak{u}|-|\mathfrak{p}|}, \quad \mathfrak{v} \subseteq\{1: s\} .
$$

In this case, the CBC algorithm is not extensible in $s$.
Outline of the proof. The CBC error bound with product weights is proved in the references [5,30]. The original proof for Theorem 4.1 remains valid for the unanchored case (with product weights or general nonproduct weights), since in this
case the introduction of auxiliary weights is unnecessary. For the anchored case with general nonproduct weights, we proceed as in the original proof to obtain

$$
e_{N, s, \gamma}^{2}(z)=\widetilde{e}_{N, s, \tilde{\gamma}_{s}}^{2}(z)
$$

Then we prove by induction that the CBC construction based on the auxiliary quantity yields, for each $d=1,2, \ldots, s$,

$$
\widetilde{e}_{N, d, \widetilde{\gamma}_{s}}^{2}\left(z_{1}, \ldots, z_{d}\right) \leq\left(\sum_{\emptyset \neq \mathrm{v} \subseteq\{1: d\}} \widetilde{\gamma}_{s, \mathrm{v}}^{\lambda}\left(\frac{2 \zeta(2 \lambda)}{\left(2 \pi^{2}\right)^{\lambda}}\right)^{|p|}\right)^{1 / \lambda}[\phi(N)]^{-1 / \lambda}
$$

for all $\lambda \in(1 / 2,1]$. Since the auxiliary weights depend only on the maximal dimension $s$ and do not change with the induction index $d$, we now indeed have the recursive expression

$$
\widetilde{e}_{N, d, \widetilde{\gamma}_{s}}^{2}\left(z_{1}, \ldots, z_{d-1}, z_{d}\right)=\widetilde{e}_{N, d-1, \widetilde{\gamma}_{s}}^{2}\left(z_{1}, \ldots, z_{d-1}\right)+\theta\left(z_{d}\right)
$$

where (suppressing the dependence of $\theta$ on $z_{1}, \ldots, z_{d-1}$ )

The proof can then be completed following the argument in the original proof.
Revised Theorem 4.3. A generating vector $z$ can be constructed by a CBC algorithm such that

$$
R_{N, s, \gamma}(z) \leq \frac{2}{N} \sum_{\emptyset \neq u \subseteq\{1: s\}} \gamma_{\mathfrak{u}}^{1 / 2}\left(c_{\mathrm{lat}} \ln N\right)^{|\mathrm{lu}|}
$$

where

$$
c_{\text {lat }}:=\sup _{N \geq 2}\left\{\frac{1}{\ln N}+2+\frac{2 \pi^{2}(N-1)}{3 \phi(N) \ln N}\right\} .
$$

The CBC algorithm minimizes an auxiliary quantity depending on $s$,

$$
\widetilde{R}_{N, d, \widetilde{\gamma}_{s}}\left(z_{1}, \ldots, z_{d}\right):=\sum_{\emptyset \neq \mathrm{v} \subseteq\{1: d\}} \widetilde{\gamma}_{s, v}^{1 / 2} \widetilde{R}_{N}\left(z_{\mathfrak{v}}\right),
$$

step by step for each $d=2,3, \ldots, s$, with auxiliary weights defined by

$$
\widetilde{\gamma}_{s, \mathfrak{v}}^{1 / 2}:=\sum_{\mathfrak{v} \subseteq u \subseteq\{1: s\}} \gamma_{\mathfrak{u}}^{1 / 2}, \quad \mathfrak{v} \subseteq\{1: s\} .
$$

In this case, the CBC algorithm is not extensible in $s$.

## Remark

The discussion in Section 5 on the fast CBC construction for product and order dependent (POD) weights is valid for the given generic criterion with POD weights, including the unanchored Sobolev space with POD weights. However, for the anchored Sobolev space with POD weights, the CBC algorithm minimizes an auxiliary quantity that depends on auxiliary weights, but the POD form for the original weights is not preserved in the auxiliary weights. In this sense, Section 5 does not apply to the anchored Sobolev space. Similarly, Section 5 does not apply to the CBC construction based on weighted $R$. It is therefore our recommendation to work with the unanchored Sobolev space whenever possible.

We now address the computational cost of the fast CBC construction for POD weights. In each step of the construction, there is a "search" cost of $O(N \log N)$ operations which corresponds to the use of fast Fourier transforms for a matrix-vector multiplication, and there is an "update" cost of $O(d N)$ operations at step $d$ which is needed for recursively accumulating a required sum. The construction cost is therefore

$$
O\left(\sum_{d=1}^{s}(N \log N+d N)\right)=O\left(s N \log N+s^{2} N\right)
$$

operations, with $O(s N)$ storage requirement. If the POD weights are of finite order $q \ll s$, then the cost is reduced to $O(s N \log N+q s N)$ operations, with $O(q N)$ storage requirement.
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