
ON SOME METHODS FOR CONSTRUCTION 
OF B.I.B. DESIGNS 

KULENDRA N. MAJINDAR 

1. S u m m a r y . In this paper some methods for the construction of balanced 
incomplete block (b.i.b. for conciseness) designs are given. In the last section 
it is established that the existence of an affine resolvable b.i.b. design implies 
the existence of two other b.i.b. designs; §§ 6 and 7 are independent of §§ 3, 
4, and 5. 

2. Preliminaries and terminology. If i f is a module with v elements 
and if there exist n blocks (or subsets) of elements of M, viz.: 

(2.1) [a a, ai2, . . . , aik], i — 1, 2, . . . , ft, atj G M, 

where no block is a rearrangement of the elements of another block and such 
that the set of nk{k — 1) differences of the form 

(2.2) atJ - atJ>9 j 9* j ' , 1 g j,f ^ k, i = 1, 2, . . . , n, 

contain all the non-zero elements of M, each repeated X times, we will say 
that (2.1) is an n-block difference system of strength X and block size k for 
the module M. In case n = 1, the difference system is called a difference set 
for M. Obviously, we have 

(2.3) \(v - 1) = nk(k - 1). 

For each prime p and each positive integer ô, GF(pô) denotes a Galois 
field with pd elements. Let pi*1, p2

82
y . . . , pm

8m be powers of distinct primes. 
Consider the set 5 of all m-vectors of the form 

? = (ai, a2, . . . , am) with at 6 GF(£/0> i = 1, 2, . , . , m. 

Define an addition of these vectors in the usual manner. Thus, if 

V = (6i, 62, . . . , bm), 
then 

£ + V = V + £ = (ai + b1,a2 + b2 + ...+am + bm). 

Obviously under this addition, 5 is an abelian additive group with 

Pl8lp282. • • Pm8m 

elements. We may also define a multiplication for these vectors by the rule 
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£rj = r}% = (tiibi, a2b2, . . . , ambm)> Under addit ion and multiplication as 
denned above, S is an abelian ring. 

If pu P2, • • • , Pm are all odd primes, we can break up 5 disjointly as 
S = Sr KJ S" yj (0, 0, . . . , 0) such t h a t if a vector (xi, x2, . . . , xm) of 5 
belongs to 5 ' , then the vector ( — X\, — x2, . . . , — xm) belongs to S". Each of 
S' and S" then contains (v — l ) / 2 vectors where v = pi01 p2

02 . . . pm
8m. 

Of course this decomposition is not unique. We will henceforth assume 
tha t the vector (1, 1, 1, . . . , 1) of S is in S'. 

T h e definition of a b.i.b. design with parameters v, b, r, k, X is well known. 
A b.i.b. design has an incidence matr ix constructed in the following way. List 
the varieties in a column and the blocks in a row. Const ruct a v X b matr ix 
by inserting 1 in the (?, j) position of the matr ix if the ith var iety occurs in 
the j t h block and 0 if it does not, i = 1, 2, . . . , v; j = 1, 2, . . . , b. All the 
row sums of this matr ix are r, the column sums k} and the scalar product 
of any two rows of the matr ix is X. Conversely, existence of such a (0 — 1)-
matr ix implies the existence of a b.i .b. design with the above parameters . 

A b.i.b. design with parameters v = nk, b = nr, r, k, X (n a positive in­
teger) , is called resolvable if the blocks can be divided into r disjoint classes, 
each class containing n blocks such tha t the blocks of each class contain a 
complete replication of the v varieties (i.e., the n blocks of a class contain 
in between them each variety once and only once). A resolvable b.i .b. design 
with parameters v = nk, b = nr = v + r— 1, r = k + X, k, X i s called an 
affine resolvable b.i .b. design. 

An interesting intersection proper ty of blocks of an affine resolvable b.i .b. 
design, due to Bose (2), s ta tes t h a t any two blocks belonging to two different 
replications have k/n varieties in common. (Of course, two blocks belonging 
to the same replication have no common variety.) 

Wi thou t loss of generality, we will suppose t h a t the first set of n blocks 
of an affine resolvable b.i .b. design makes up the first replication, the second 
set of n blocks makes up the second replication and so on. Moreover, we will 
assume t h a t the 1st, (n + l ) t h , (2n + l ) t h , . . . , (r - l)(n + l ) t h blocks 
all contain the first variety. Also, we will suppose t h a t the first block contains 
the first k varieties. If A is the incidence matr ix of the above affine resolvable 
b.i .b. design, then the 1st, (n + l ) t h , (2n + l ) t h , . . . , (r — \){n + l ) t h 
positions of its first row are occupied by 1 and the rest of the positions by 0. 
Denote the column vectors of A by £i, £2, . • • , ?P+r-i- We will use this matr ix 
in proving Theorems 15 and 16. 

3. A p p l i c a t i o n of a difference s y s t e m of a m o d u l e . A difference 
system for a module can be utilized for the construction of a b.i .b. design. 
This method is sometimes called the method of difference. We will use the 
following theorem due to Bose (3). 

T H E O R E M 1. If there exists an n-block difference system of strength X and 
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block size k for a module M of order v, then there exists a b.i.b. design (with no 
two blocks identical) having parameters v, b = vn, r = nk, k, X. 

Proof. The proof is very simple. Identify in any manner each of the v 
varieties with an element of M. Let (2.1) be the n-block difference system 
for M. These n blocks are the initial n blocks of the b.i.b. design. Next we 
"develop" each initial block by adding successively the non-zero elements 
of M. Consequently, all the vn blocks of the design can be compactly given as 

[aa + y, ai2 + y, . . . , aik + y], i = 1, 2, . . . , n, 

where y runs through all the elements of M. 
Consider a pair of varieties /z, v say, /x, v G M. Let /* —• v = TT ^ 0. Now T 

occurs X times amongst the differences (2.2). Suppose that 

^ = aitjt ~ aitjt'i t — 1 , 2 , . . . , X. 

Here i\, i^ . • • , i\ niay not be all distinct but if ie = it, then j e ^ j t and 
jj ^ jt- Determine f i, f 2, . . . , fx in M such that M = a*u« + f «, * = 1, 2, 
. . . , X. Note that fi, f2, • • • , f\ are all distinct elements of M. It is easy to 
see that fi and v occur together in each of the following blocks (and in these 
alone) 

[<Xttl + f t , OLit2 + f {, • • • , Otitk + f , ] , ^ = 1, 2, . . . , X. 

Each variety appears k times in the blocks developed from an initial block, 
so it appears nk times in the whole design. Thus r = nk. Also, note that no 
two blocks in the design can be identical (i.e., the varieties in one block are 
not a rearrangement of the varieties in another block; otherwise, the two 
initial blocks from which they were developed would be identical. Hence we 
get a b.i.b. design from the difference system. 

4. Existence of certain difference systems. In this section we estab­
lish the existence of difference systems for the ring 5 of § 2 and Galois field 
GF(p«). 

THEOREM 2. If v = pi01 p2b2. • . pm
8m (canonical factorization of v) and if 

k ^ mm(piÔ1, p2Ô2j . . • ,pm8m)i then there exists an n-block difference system 
of strength X and block size k (where n = v — 1, X = k(k — 1)) for the ring 
o / § 2 . 

Proof. We will construct the blocks of the difference system. Choose k 
vectors «i, a2, • • • , a* from 5 as follows. Let 

(4.1) at = (aiU ai2, . . . , aim), i = 1, 2, . . . , k, 

where atj ^ a^j if i ^ if. Such a choice is possible since 

* ^ min(£Ap2
5*, . . . ,£m

5"). 
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Denote the non-null vectors of S by @i = (1, 1, 1, . . . , 1), 02, /33, . ... , #w, 
where n = v — 1. Then 

(4.2) [ JMI , Aw, . . . , £*«*], i = 1, 2, . . . , w, 

is the desired difference system for the ring 5 containing */ vectors. 
To establish this, let £ be any non-null vector of 5, £ = (di, d2l . . . , dm). 

Take a pair of distinct integers j , / from 1, 2, . . . , k. In 5 consider the equa­
tion 

(4.3) x(aj — ay) = £. 

If ĉ - — a / = (ci, c2, . . . , cm), then C\ ̂  0, £2 ^ 0, . . . , cm ^ 0. Setting 
x = (#i, x2, . . . , xm), we see that (4.3) is equivalent to the equations 

(4.4) xtct = dt\ xt, cu dt G G¥(pt
8t), t = 1, 2, . . . , m. 

Whatever dt might be, each of these equations has a unique solution xt. 
Thus x = (xi, x2, . . . , xm) is the unique solution of (4.3) in S. Consequently, 
for every choice of distinct integers, j , f, from 1, 2, . . . , fe, there is a unique 
fit in S such that fiiCtj — #*«/ = £. 

Thus, the w£(& — 1) differences fi^j — 0*0^, j ^ j ' , 1 ^ j , f ^ k, i = 1, 
2, . . . , n, give all the non-zero vectors of S, each repeated X = k(k — 1) 
times. So (4.2) is a difference system for S. 

THEOREM 3. If v is odd and v = pi81 p2
82. . . pm

8m (canonical factorization 
of v) and if k S min(£i51, p2

82, . . . , pm8m), then there exists a [(v — l)/2]-block 
difference system of strength X and block size k (where X = k(k — l ) /2 ) for 
the ring 0/ § 2. 

Proof. Choose the vectors ai, a2, . . . , ak from S as in the above proof. 
Denote the vectors of Sf (defined in § 2) by Pi = (1, 1, 1, . . . , 1), p2, /33, . . . , 
j8(r_D/2. Then a difference system for 5 is 

(4.5) [/S^x, 0<a2, . . . , / W , i = 1, 2, . . . , (v - l ) / 2 . 

To see this, let £ be any non-null vector of 5. Choose any pair of distinct 
integers j , j ' , 1 S j , j ' S k. In 5, consider the equations 

(4.6) x(aj - ar) = {, 

(4.7) ?(«,, - « , ) = £. 

If x = (xi, x2, . . . , xm) is the solution of (4.6), then y = ( —Xi, — x2, . . . , —xm) 
is the solution of (4.7). Thus one and only one of the equations (4.6) and (4.7) 
has a solution in Sf. Therefore, the k(k — l)(v — l ) / 2 differences 0 ^ —/3z-o ,̂ 
j ?* j \ 1 è j , f S k, i = 1, 2, . . . , (v — l ) / 2 , give all the non-zero vectors 
of S, each repeated X = k(k — l ) / 2 times. Hence (4.5) is a difference system 
for 5. 
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A weak version of this theorem (viz. with k ^ min(£i, p2, . . . , pm) was 
established by Betty Jane Gassner (4) by a different method. Theorems 3 
and 9 have been obtained independently by Ramanujacharyulu (7). 

We now discuss a difference system for a Galois field GF(p5). Let g be a 
primitive root of GF(p8) (i.e., a generator of the multiplicative group G of 
the non-zero elements of GF(^5)). Then all the non-zero elements of GF(p8) 
can be expressed as powers of g. 

If ps = kf + 1, then 1, gf, g2f, . . . , g'*-»' form a subgroup C0 of G. With 
the aid of Co we can break up G into/disjoint cosets Cu i = 0, 1, 2, . . . ,/— 1. 
Ct consists of the elements gl, gi+f, gi+2f, . . . , gi+(k~uf and 

G = C o U C 1 U . . . U C/-1. 

If p is an odd prime and k is odd, the elements of C / /2 are negatives of the 
elements of Co. For, remembering that gkf/2 = —1, we have gf/2 = —g(k+W2y 

gf/2+f — __g(*+3)//2 . . . , g//2+(*-3)//2 = __g(*-l)/ ancJ «//2+(*-l)//2 = _ 1 
g//2+(*+i)//2 = _ g / _ # f g//2+(^-i)/ = _g(*-n//2# Similarly, the elements of 
C//2+1, C//2+2, • • • , C/_i are, respectively, the negatives of the elements of 
Ci, C2, . . . , C//2-1. 

In the following theorems we will use the cosets as blocks for a difference 
system for GF(^>5). 

THEOREM 4. If p8 = kf + 1, p odd prime, k odd, g a primitive root of the 
Galois field GF(p8), then the f/2 blocks 

(4.8) [g\ g* ' , g'+2/, . . . , g<+(*-i>a i = 0, 1, 2, . . . , / / 2 - 1, 

form an (f/2)-block difference system of strength X = (k — l ) / 2 and block size 
k,for GF(£5). 

Proof. Note that the above blocks are the cosets Co, C\, C2, . . . , C//2_i of 
G. Take the element gl of C*, where i is any one of 0, 1, 2, . . . , / — 1. Con­
sider the equation (in j , f) 

(4.9) g"-g'f = g\ OSjJ' £k- 1. 

Let the number of solutions (i.e., number of pairs j , f satisfying (4.9)) be N. 
We claim that if a is any other element of Cu then the equation (in j , j') 

(4.10) g» - g*t = a, 0 = j,f = k - 1, 

has iV solutions also. This is easy to see. For, if a Ç Cî} then a = gi+sf for 
some s, 1 ^ ^ i - 1, Therefore, if 

(4.11) ^ v _ ^ 7 / = ^ / = l , 2 , . . . , i V , 

then g(^+s)' - gUt'+s)f = gi+«/ = a> / = 1, 2, . . . , iV, where the exponents 
(jt + s)f and ( j / + s)f are to be reduced mod k as gfc/ = 1. Hence, if an 
element of d can be represented in Nt ways as gjf — gj'f, 0 S j , j ' ^ k — 1, 
then every element of Ct can be represented in the above manner in Nt ways, 
i = 0 , 1 , 2 , . . . , / - 1. 
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Next, if gjf — g3'f = a, then gj'f — gjf = — a and conversely. Hence, if a 
can be represented in N ways, —a also can be represented in N ways as a 
difference of the elements of the first block. Recalling the fact that the ele­
ments Cf/2 are negatives of the elements of Co we infer that No = Nf/2. In 
a similar fashion we get 

(4.12) No = Nf/2, Ni = Nf/2+i, N2 = Nf/2+2, . . . , Nf/2-i = TV^. 

Take a fixed /, 1 ^ / S f/2 - 1 and a fixed i, l g i g / - l . If i ^ /, 
consider the representation of the element gi of d as a difference of two 
elements of the (/ + l) th block, viz., as 

(4.13) gt+jf - gt+j/f = g\ 0 S j,j' ^ k - 1. 

Clearly, g* has Â _̂̂  representations. If, on the other hand, i < /, consider 
the representation of the element gi+f of Ct as 

(4.14) g'+^ - g'+f = g*+', 0 g 3,3' £ k - 1. 

This element has Ni+f^t representations. So we can now state compactly 
that any element of Ct has Ne representations as a difference of the elements 
of the (/ + l ) th block, where 0 ^ e ^ / - 1 and e E= (i - i) (mod/) . 

From the above we see that any element of Co has No, iV/_i, Nf_2, . . . , 
Nf/2+\ representations as a difference of the elements of the 1st, 2nd, 3rd, . . . , 
(//2)th block in (4.8). Therefore, the element appears 

No + N,-! + Nf_2 + . . . + Nf,2+i 

times amongst the differences of the elements of the blocks in (4.8). (Of 
course, we do not take the difference of two elements belonging to two blocks.) 
Using (4.12), we deduce that this number is equal to N0 + Ni + N2 + . . . 
+ Ar

//2_i. Similarly, any element of C\ appears N\ + N0 + Nf-i + Nf^2 + 
. . . + Nf/2+2 times amongst all the differences of elements of all blocks in 
(4.8). Again, this number, by (4.12), is equal to ^0 + ^ 1 + ^2 + . . . 
+ Nf/2-i. The same holds for every element of every coset Cu i = 0, 1, 2, . . . , 

Thus, each non-zero element of GF(£>5) appears X = iV0+A r i+. . .+7V / /2_i 
times amongst the differences of the elements of the blocks in (4.8). Clearly, 
X =fk(k - l)/(2kf) = (k - l ) / 2 . Therefore (4.8) is a difference system of 
strength X = k — 1, block size k for the Galois field GF(£Ô). 

The following theorem is useful when p = 2 or k is even. 

THEOREM 5. If pô = kf + 1, g a primitive root of the Galois field GF(£Ô), 
then the f blocks 

(4.15) [g\ gl+f, g*+*r,. . . , g'+<*-»'], t = 0 , 1 , 2 , . . . , / - 1, 

form an f-block difference system of strength X = k — 1 and block size k, for 
GF (/>«)• 
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Proof. Using the notation of the previous proof we see, as before, that any 
element of d has Ney 0 ^ e Sf — 1, e =• (i — t) (mod/), representations 
as a difference of two elements of the (t + l) th block, 0 ^ t S f — 1. 

Any element of C* (as before) appears X = Nt + TVVi + i W 2 + . . . 
+ iVi + No + iV/.i + Nf_2 + . . . + Ni+i times amongst the differences of 
the elements of all blocks in (4.15). Thus, every non-zero element of GF(p8) 
has X = No + Ni + . . . + iV/_i = fk(K - l)/(kf) = K - 1 representations 
as a difference of the elements of all blocks in (4.15). Consequently, (4.15) 
is a difference system of strength X = K — 1 and block size k for GF(p8). 

THEOREM 6. If ph = K/ + 1, p an odd prime, K odd, g a primitive root GF(£>S), 
/&e?z the fy2 blocks 

(4.16) [0, g\ g*+', g^, . . . , £<+(*-!>/], i = 0, 1, 2, . . . , / / 2 - 1, 

form an (f/2)-block difference system of strength X = (K + l ) / 2 awd £/#£& size 
k = K + I for GF(p8). 

Proof. Using the notation of Theorem 4, any element of Co has iVo = N0 + 1 
representations as differences of pairs of elements of the first block while any 
element of d has N\ = Nt such representations, i = 1, 2, . . . , / — 1. 

As before, we see that amongst all the differences arising from all the f/2 
blocks, any element of Ct occurs N'0 + N't + . . . + N'f,2-i = N0 + JVi + 
. . . + JV//2_! + 1 times, i = 0, 1, 2, , 3, . . . , / - 1. 

Again, as in Theorem 4, we conclude that (4.16) is the desired difference 
system with X = (J/2)K(K + 1)/Uf) = U + l ) /2 . 

Analogous to Theorem 5 we have the following theorem (proved as above). 
It is useful when p is even or k is even. 

THEOREM 7. If p8 = nf + 1, p a prime, g a primitive root of GF(p8), then 
the f blocks 

(4.17) [0, g\ g*+', g^, g***-»*], i = 0, 1, 2, . . . , / - 1, 

form an f-block difference system of strength X = K + 1 cind block size & = K + 1 
for GF(p8). 

Theorems 4, 5, and 6 were obtained by Sprott (8) in a different way. 

5. Applications of difference systems for the construction of b.i.b. 
designs. Using Theorem 1, we deduce from Theorems 2, 3, 4, 5, 6, and 7, 
respectively, Theorems 8, 9, 10, 11, 12, and 13 

THEOREM 8. If v = pi81 p202. . . Pm8m, the p's distinct primes, and if 
k ^ mm(pi01, P282, . . . ,^m5m), then there exists a b.i.b. design (with no two 
blocks identical) having parameter s v,b = v(v — l),r = k(v — 1), k, \ = k(k — 1). 

THEOREM 9. If v is odd and v — pi81 P282 • • • Pm8m, the p's distinct primes^ 
and if k S min(^iSl, p2

82, . . . , pm
8m), then there exists a b.i.b. design {with no 

two blocks identical) having parameters 

https://doi.org/10.4153/CJM-1968-090-6 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1968-090-6


936 KULENDRA N. MAJINDAR 

v, b = v(v - l ) / 2 , r = (v - l)jfe/2f k, X = jfeflfe - l ) / 2 . 

THEOREM 10. If p8 = kf + 1, /> a^ tfdd prime, k odd, then there exists a 
b.i.b. design {with no two blocks identical) having parameters 

v = p\ b = p8(p8 - l)/2fc, r = (p8 - l ) / 2 , *, X = (jfe - l ) / 2 . 

THEOREM 11. If p8 = kf + 1, £ a prime, then there exists a b.i.b. design 
(with no two blocks identical) having parameters 

v = p\ b = p8(p8 - l)/k, r = p8 - 1, k, X = k - 1. 

THEOREM 12. If p8 = icf + 1, p an odd prime, K odd, then there exists a 
b.i.b. design (with no two blocks identical) having parameters 

v = p\ b = p8(p8 - I)/(2K), r = (K+ l)(p8 - 1 ) / ( 2 K ) , 

k = K+ 1, X = 0 + l ) / 2 . 

THEOREM 13. If p8 = nf + 1, p any prime, f a positive integer, then there 
exists a b.i.b. design (with no two blocks identical) having parameters 

v = p8, b = p8(p8 - 1)A, r = 0 + l)(p8 - 1)/K, k = K+1, X = K + 1. 

6. Method of partial replacement for certain b.i.b. designs. Sup­
pose we have a b.i.b. design with parameters v = 2k, b, r, k, X. Without 
loss of generality, we will henceforth assume that each of the first r blocks 
contains the first variety. The method of partial replacement consists of 
replacing all the k varieties of the ith block by the other v — k — 2k — k = k 
varieties, i = 1, 2, . . . , r, while the other b — r blocks are kept unchanged. 
Notice that the first variety does not occur in the design so obtained, but all 
the other v — 1 varieties occur in it, each of its blocks containing k of these 
varieties. 

THEOREM 14. If there is a b.i.b. design with parameters 

(6.1) v = 2k, b, r, k, X, 

then the method of partial replacement gives another b.i.b. design with parameters 

(6.2) v' = 2k - 1, V = b, r' = 2(r - 1), k' = k, X' = r - X. 

Proof. Let A be the incidence matrix of the first b.i.b. design. Denote by 
a, «i, a2, . . . , av-i the row vectors of the v X r submatrix of A, situated on 
its left part. Similarly, denote by 13, 0i, 02, . . . , fiv-i the row vector of the 
v X (b — r) submatrix of A situated on its right part. Note that a = ( 1 1 1 1 
. . . 1), 13 = (0 0 0 . . . 0) and the sums of the elements of at and f$t are, 
respectively, a a'i = X and r — X. Each column sum of these submatrices 
is k. 

If the (v — 1) X b matrix B is the incidence matrix of the design obtained 
by the method of partial replacement then the ith row of B can be exhibited 
as 

https://doi.org/10.4153/CJM-1968-090-6 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1968-090-6


B.I.B. DESIGNS 937 

(6.3) {a-aSi). 

The column sums of B are all k, row sums are r' = r — X + r — X = 2 (r — X) 
and the scalar product of any two distinct row vectors is 

X' = (a - a{) (a - a,)' + $£,' = r - X. 

Therefore, the b.i.b. design (6.2) exists, its incidence matrix being given by B. 

As an application, we take the b.i.b. design 

v = 2k, b = \k - 2, r = 2k - 1, k = k, X = k - 1, 

which has been constructed by Bose (3; or 6) for every k. From it, by the 
method of partial replacement, we get the b.i.b. design 

v' = 2k - 1, V = U - 2, r' = 2k, kf = k, X = k. 

This result was also discovered by Bhagwandas (1). 

7. Derivation of b.i.b. designs from an affine resolvable b.i.b. de­
sign. Though affine resolvable b.i.b. designs were introduced by Bose more 
than twenty years ago and have been studied and used extensively since 
then, the following result managed to escape detection for all these years. 

THEOREM 15. If there exists an affine resolvable b.i.b. design with parameters 
v = nk, b = nr = v-\-r — 1, r = & + X, k, X, then there exists a b.i.b. design 
with parameters v' = r, b' = v — 1, r' = k — 1, k' = X, and X' = (k/n) — 1. 

Proof. We will use the matrix A (given in § 2) of the affine resolvable 
b.i.b. design. Consider the v X r submatrix Aly consisting of the column 
vectors 

£l> %n+lj %2n+ly %Zn+lj • • • > £ ( r - l ) r a + l ' 

The first row of Ai is 1, 1, 1, . . . , 1, 1. The scalar product of this row with 
any other row of Ai is clearly X. Therefore the row sums of Ai are r, X, X, . . . , 
X, X, respectively. The column sums of A^ are all k and the scalar product 
of any two columns of A i is k/n, by Bose's intersection property. 

Omitting the first row of Ai we get a {v — 1) X r submatrix. Let the 
transpose of this new submatrix be denoted by B. Then B is a (0 — 1)-
matrix of size r X (v — 1), with all column sums equal to X, all row sums 
equal to k — 1 and with scalar product of any two of its rows equal to 
(k/n) — 1. Therefore, B gives an incidence matrix of a b.i.b. design with 
parameters 

v' = r, V = v - 1, rf = k - 1, V = X, X' = (k/n) - 1. 

We include the following known theorem (5) for the sake of completeness. 

THEOREM 16. If there exists an affine resolvable b.i.b. design with parameters 
v = nk, b = v + r — 1, r = & + X, k, X, then there exists a resolvable b.i.b. 
design with parameters v" = k, b" = v + r — 1 — n, r" = r — 1 = k + X — 1, 
k" = k/n, X" = X - 1. 
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Proof. The k X (b — n) submatrix situated at the upper right-hand part 
of the incidence matrix A of the affine resolvable b.i.b. design is easily shown 
to be an incidence matrix of the stated resolvable b.i.b. design. 

Using these two theorems we can construct two b.i.b. designs from every 
existent affine resolvable b.i.b. design. 
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