# INVEX OPTIMISATION PROBLEMS 

D.T. Luc and C. Malivert

In this paper we extend the concept of invexity to set-valued maps and study vector optimisation problems with invex set-valued data. Necessary and sufficient optimality conditions are established in terms of contingent derivatives. Wolfe type dual problems are constructed via two recently developed approaches which guarantee the zero-gap duality property.

## 1. Introduction

Let $f$ be a convex function on a topological vector space $X$. One of the most useful properties is that, if $f$ is finite and continuous at $x_{0} \in X$, one has

$$
f(x)-f\left(x_{0}\right) \geqslant f^{\prime}\left(x_{0}\right)\left(x-x_{0}\right), \quad \text { for all } x \in X
$$

where $f^{\prime}\left(x_{0}\right)$ stands for the directional derivative at $x_{0}$.
Generalising this property Craven [3, 4, 5, 6], Hanson [9] and others [2, 8, 17] et cetera have introduced the concept of invexity and studied mathematical programming problems with invex objectives and invex constraints. It is known, for invex problems, traditional necessary optimality criteria are also sufficient. This makes it possible to construct Wolfe type duality which satisfies the zero gap property, between the primal and dual problems. In the mentioned works the theory has been developed for both scalar and multiobjective problems. Even more, in [5] a nonsmooth version was treated, thus justifying the methods of invex functions for a larger class of problems.

The aim of the present work is to extend the study of invexity to set-valued maps and vector optimisation problems with set-valued data. In Section 2 we recall some definitions concerning contigent derivatives of set-valued maps $[1,10,12,15]$. In Section 3 , the concept of invexity is introduced for set-valued maps and several properties of invex maps are provided. The link between invexity and convexity is also given. The rest of the paper deals with vector optimisation problems whose data are invex maps. Optimality conditions are established separately for three cases: unconstrained problems (Section 4), problems with inequality constraints and problems with inequality as
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well as equality constraints (Section 5). The last section is devoted to duality theory. By making use of the axiomatic approach of [13] (see also [12]) and the generalised Lagrangian approach of [7] (see also [14]), we obtain several Wolfe type duals for invex problems and verify the exactness of duality.

## 2. Contingent derivatives

In this section we recall the concept of contingent derivatives of set-valued maps and establish a new result on the derivative of a product of maps which will be needed in the sequel.

Let $X$ and $E$ be two topological vector spaces over $\mathbb{R}$, and $F$ a set-valued map from $X$ to $E$. The contingent derivative of $F$ at a point ( $x_{0}, y_{0}$ ) of the graph of $F$ is a set-valued map, denoted by $D F\left(x_{0}, y_{0}\right)$ from $X$ to $E$ whose graph is the contingent cone to the graph of $F$ at the point $\left(x_{0}, y_{0}\right)$; that is: for $u \in X$ one has $v \in D F\left(x_{0}, y_{0}\right)(u)$ if and only if there are a net $\left\{x_{\alpha}, y_{\alpha}\right\}$ from the graph of $F$ converging to ( $x_{0}, y_{0}$ ) and a net $\left\{t_{\alpha}\right\}$ of positive numbers converging to $+\infty$ such that

$$
\lim t_{\alpha}\left(x_{\alpha}-x_{0}, y_{\alpha}-y_{0}\right)=(u, v)
$$

Given a direction $u \in X$, the Dini lower derivative of $F$ at $\left(x_{0}, y_{0}\right)$ in direction $u$ is defined, using the lower Kuratowski-Painlevé limit, by [15]:

$$
D_{\mathrm{low}} F\left(x_{0}, y_{0}\right)(u)=\lim _{\left(t, u^{\prime}\right) \rightarrow\left(0^{+}, u\right)} \frac{F\left(x_{0}+t u^{\prime}\right)-y_{0}}{t}
$$

It is evident that $D_{\text {low }} F\left(x_{0}, y_{0}\right)(u) \subset D F\left(x_{0}, y_{0}\right)(u)$ for every $u \in X$. Strict inclusion may occur.

For the sake of convenience let us recall also that $F$ is said to be lower semidifferentiable at $\left(x_{0}, y_{0}\right)$ if, for every net $\left\{x_{\alpha}\right\}$ from $X$ converging to $x_{0}$ and every net $\left\{t_{\alpha}\right\}$ of positive numbers such that $\lim t_{\alpha}\left(x_{\alpha}-x_{0}\right)$ exists, there is a subnet $\left\{y_{\alpha_{\beta}}\right\}$, $y_{\alpha_{\beta}} \in F\left(x_{\alpha_{\beta}}\right)$ such that $\lim t_{\alpha_{\beta}}\left(y_{\alpha_{\beta}}-y_{0}\right)$ exists. It was noticed in [11] that if the lower Dini derivative of $F$ at ( $x_{0}, y_{0}$ ) is nonempty in every direction of the contingent cone to the set $\operatorname{dom} F$ at $x_{0}$, denoted by $T\left(\operatorname{dom} F, x_{0}\right)$, then $F$ is lower semidifferentiable. The converse is, in general, not true. We refer the reader to [1] and [11] for more information on contingent derivatives and set-valued maps.

Now, suppose that $G$ is a set-valued map from $X$ to another topological vector space $E_{1}$. The couple $(F, G)$ is a set-valued map from $X$ to $E \times E_{1}$ defined by $(F, G)(x)=(F(x), G(x))$. The following result compares the contingent derivatives and the Dini lower derivatives of $F$ and $G$ with that of the couple $(F, G)$.

Proposition 2.1. Let $\left(x_{0}, y_{0}\right) \in \operatorname{graph} F,\left(x_{0}, z_{0}\right) \in \operatorname{graph} G$. Then for every $u \in X$ one has
(i) $D_{\text {low }}(F, G)\left(x_{0}, y_{0}, z_{0}\right)(u)=\left(D_{\text {low }} F\left(x_{0}, y_{0}\right), D_{\text {low }} G\left(x_{0}, z_{0}\right)\right)(u)$,
(ii) $\quad\left(D_{\text {low }} F\left(x_{0}, y_{0}\right), D G\left(x_{0}, z_{0}\right)\right)(u) \quad \cup \quad\left(D F\left(x_{0}, y_{0}\right), D_{\text {low }} G\left(x_{0}, z_{0}\right)\right)(u)$ $\subset D(F, G)\left(x_{0}, y_{0}, z_{0}\right)(u) \subset\left(D F\left(x_{0}, y_{0}\right), D G\left(x_{0}, z_{0}\right)\right)(u)$.

Proof: The first assertion and the second inclusion of the second assertion are evident. Let us prove the first inclusion of the second assertion. Take any $(v, w) \in$ $\left(D_{\text {low }} F\left(x_{0}, y_{0}\right), D G\left(x_{0}, z_{0}\right)\right)(u)$. This means in particular that $w \in D G\left(x_{0}, z_{0}\right)(u)$, that is, there are a net $\left\{\left(x_{\alpha}, z_{\alpha}\right)\right\}$ from graph $G$ converging to ( $x_{0}, z_{0}$ ) and a net of positive numbers $\left\{t_{\alpha}\right\}$ converging to $+\infty$ such that $(u, w)=\lim t_{\alpha}\left(x_{\alpha}-x_{0}, z_{\alpha}-z_{0}\right)$. By definition of $D_{\text {low }} F\left(x_{0}, y_{0}\right)$, for two given nets $\left\{x_{\alpha}\right\}$ and $\left\{t_{\alpha}\right\}$ we can find $y_{\alpha} \in$ $F\left(x_{\alpha}\right)$ such that $\lim t_{\alpha}\left(y_{\alpha}-y_{0}\right)=v$. Since $\lim t_{\alpha}=+\infty$, we see that $\lim y_{\alpha}=y_{0}$. Hence $(v, w) \in D(F, G)\left(x_{0}, y_{0}, z_{0}\right)(u)$. The other case where $D_{\text {low }} F$ and $D_{\text {low }} G$ change the roles is proven by the same argument.

Proposition 2.2. Let $C$ be a convex cone in $E$ with a nonempty interior. Then the Dini lower derivative of the map $F+C$ is lower semicontinuous.

Proof: Let $(x, y) \in \operatorname{graph}(F+C),\left(u_{0}, v_{0}\right) \in \operatorname{graph} D_{\text {low }}(F+C)(x, y)$. Let $V$ be any neighbourhood of zero in $E$. We shall prove the existence of a neighbourhood $U$ of zero in $X$ such that

$$
\begin{equation*}
D_{\mathrm{low}}(F+C)(x, y)(u) \cap\left(v_{0}+V\right) \neq \emptyset \tag{2.1}
\end{equation*}
$$

for all $u \in u_{0}+U$. To this end, take any $c \in$ int $C \cap V$. By definition of the Dini lower derivatives, for the given neighbourhood of zero $c-$ int $C$, one can find a neighbourhood $U_{1}$ of zero in $X$ and a positive $\varepsilon$ such that

$$
\begin{equation*}
\left((F(x+t u)-y) / t-v_{0}\right) \cap(c-\operatorname{int} C-C) \neq \emptyset \tag{2.2}
\end{equation*}
$$

for all $u \in u_{0}+U_{1}, t \in(0, \varepsilon)$. Let $U$ be any neighbourhood of zero with $U+U \subset U_{1}$. Now in order to complete the proof, it suffices to show that for every $u \in u_{0}+U$,

$$
\begin{equation*}
v_{0}+c \in D_{\text {low }}(F+C)(x, y)(u) \tag{2.3}
\end{equation*}
$$

this relation implying (2.1) because $c \in V$. Let $W$ be any neighbourhood of zero in $E$. Since $W-C$ contains -int $C$ and $u+U \subset u_{0}+U+U \subset u_{0}+U_{1}$, it follows from (2.2) that

$$
\left(\left(F\left(x+t u^{\prime}\right)-y\right) / t-v_{0}-c\right) \cap(W-C) \neq \emptyset
$$

for every $u^{\prime} \in u+U, t \in(0, \varepsilon)$. This gives (2.3) and the proof is complete.

## 3. Invex maps

We preserve the notations of the previous section. Moreover, the space $E$ is supposed to be partially ordered by a convex cone $C \subset E$, suppose to be pointed (that is, $C \cap-C=\{0\}$ ).

Definition 3.1: Let $\left(x_{0}, y_{0}\right) \in \operatorname{graph} F$ and $\eta(x)$ a transformation on $X$ (that is, $\eta(x)$ is a single-valued map from $X$ to $X$ ) which depends, in general, on $x_{0}$ or ( $x_{0}, y_{0}$ ) (sometimes we shall write $\eta_{x_{0}}$ or $\eta_{\left(x_{0}, y_{0}\right)}$ to indicate this dependence). Further let $A$ be a set-valued map from $X$ to $E$. We say that $F$ is $A$-invex at $\left(x_{0}, y_{0}\right)$ with respect to $\eta_{\left(x_{0}, y_{0}\right)}$ if for every $x \in X$,

$$
\begin{equation*}
F(x) \subset y_{0}+A\left(\eta_{\left(x_{0}, y_{0}\right)}(x)\right)+C \tag{3.1}
\end{equation*}
$$

If (3.1) holds for every $y_{0} \in F\left(x_{0}\right), F$ is called $A$-invex at $x_{0}$. We shall say simply that $F$ is invex instead of $A$-invex if $A$ coincides with $D F\left(x_{0}, y_{0}\right)$ and that $F$ is $D_{\text {low }}$-invex if $A$ coincides with $D_{\text {low }} F\left(x_{0}, y_{0}\right)$.

The concept of invexity was introduced in several papers of Craven, Hanson and others for Fréchet differentiable functions. In [5] Craven gave a nonsmooth version of invexity as follows. A locally Lipschitz single-valu ed function $F$, from $\mathbb{R}^{n}$ to $\mathbb{R}^{p}$, is said to be invex at $x_{0}$ with respect to $\eta$, if for every $x \in X$ one has

$$
F(x) \in F\left(x_{0}\right)+\bigcap_{M \in \partial F\left(x_{0}\right)} M(\eta(x))+C
$$

where $\partial F\left(x_{0}\right)$ is the generalised Jacobian of $F$ at $x_{0}$. Here it is supposed that $X$ and $E$ are finite dimensional spaces so that the generalised Jacobian is a nonempty compact subset of linear operators. We observe that our definition coincides with that of [5] whenever $F$ is Fréchet differentiable at $x_{0}$; however they are different in general: choose for instance $F(x)=-|x| \in \mathbb{R},\left(x_{0}, y_{0}\right)=(0,0)$ and $\eta(x)=x$.

By using properties of contingent derivatives one can easily provide conditions for a sum or a composition of invex maps to be invex. Let us omit this routine work, although we give here a result on the invexity of a product of invex maps which is useful in the study of constrained optimisation problems. It is supposed that the space $E_{1}$ is also partially ordered by a convex cone $K \subset E_{1}$. Then the produce space $E \times E_{1}$ can be ordered by the cone $(C, K)$.

Proposition 3.2. Assume that $F$ is $D_{\text {low }}$-invex at $\left(x_{0}, y_{0}\right) \in$ graph $F$ with respect to $\eta_{x_{0}}$. Then the product map $(F, G)$ is invex (respectively $D_{\text {low }}$-invex) at $\left(x_{0}, y_{0}, z_{0}\right) \in \operatorname{graph}(F, G)$ with respect to $\eta_{x_{0}}$ if $G$ is at $\left(x_{0}, z_{0}\right)$.

Proof: Suppose that $G$ is invex at ( $x_{0}, z_{0}$ ) with respect to $\eta_{x_{0}}$. For every $x \in X$, one has

$$
G(x) \in z_{0}+D G\left(x_{0}, z_{0}\right)\left(\eta_{x_{0}}(x)\right)+K .
$$

Since $F$ is $D_{\text {low }}$-invex at $\left(x_{0}, y_{0}\right)$, (3.1) holds with $A=D_{\text {low }} F\left(x_{0}, y_{0}\right)$. This and Proposition 2.1 (ii) imply that

$$
(F, G)(x) \subset\left(y_{0}, z_{0}\right)+D(F, G)\left(x_{0}, y_{0}, z_{0}\right)\left(\eta_{x_{0}}(x)\right)+(C, K)
$$

Hence $(F, G)$ is invex at $\left(x_{0}, y_{0}, z_{0}\right)$ with respect to $\eta_{x_{0}}(x)$. The case where $G$ is $D_{\text {low }}$-invex is proven by the same argument by using Proposition 2.1 (i).

Note that, in the proposition above, the condition that $F$ be $D_{\text {low }}$-invex cannot be weakened. More precisely, it is not difficult to construct two invex maps, the product of which is not invex. For instance, take functions $f$ and $g$ on $\mathbb{R}$ defined by

$$
\begin{array}{ll}
f(x)=0 & \text { and } g(x)=1 /|x| \text { if } x \text { is a nonzero rational number } \\
f(x)=1 /|x| & \text { and } g(x)=0 \quad \text { if } x \text { is an irrational number } \\
f(0)=0, g(0)=0 . &
\end{array}
$$

Then $f$ and $g$ are invex at 0 with respect to $\eta(x)=x$, while $(f, g)$ is not invex there (the cones, $C$ and $K$ are the set of non-negative numbers).

The next result shows the link between invexity and convexity. Recall that $F$ is $C$-convex if for every $x_{1}, x_{2} \in \operatorname{dom} F, \lambda \in(0,1)$ the following inclusion holds

$$
\lambda F\left(x_{1}\right)+(1-\lambda) F\left(x_{2}\right) \subset F\left(\lambda x_{1}+(1-\lambda) x_{2}\right)+C .
$$

Proposition 3.3. Assume that $F$ is $C$-convex. Then the map $F(x)+C$ is invex at every point $\left(x_{0}, y_{0}\right) \in$ graph $F$ with respect to the transformation $\eta_{x_{0}}(x)=$ $x-x_{0}$. It is $D_{\text {low }}$-invex if in addition $F$ is lower semicontinuous at $x_{0}$.

Conversely, assume that for each $x_{0} \in X$, there exists $y_{0} \in F\left(x_{0}\right)$ such that $F$ is $A$-invex at $\left(x_{0}, y_{0}\right)$ with respect to $\eta_{x_{0}}(x)=x-x_{0}$ and that $A$ is $C$-convex with $A(0) \subset C$. Then $F$ is $C$-convex.

Proof: To prove the first part of the proposition we have to show that

$$
\begin{equation*}
F(x)+C \subset y_{0}+D(F+C)\left(x_{0}, y_{0}\right)\left(x-x_{0}\right)+C, \tag{3.2}
\end{equation*}
$$

for all $x \in X$. It follows from the convexity that

$$
\begin{equation*}
F(x) \subset y_{0}+\left(F\left(x_{0}+\lambda\left(x-x_{0}\right)\right)-y_{0}\right) / \lambda+C \tag{3.3}
\end{equation*}
$$

is true for every $x \in S, \lambda \in(0,1)$. The inclusion (3.3) can also be written as

$$
F(x) \subset y_{0}+\left(F\left(x_{0}+\lambda\left(x-x_{0}\right)\right)+C-y_{0}\right) / \lambda
$$

which implies (3.2), since by convexity, for each $z \in X,\left(z-x_{0}, F(x)+C-y_{0}\right)$ belongs to the contingent cone at $\left(x_{0}, y_{0}\right)$ to the set $F+C$. Thus $F(x)+C$ is invex. Now suppose in addition that $F$ is lower semicontinuous at $x_{0}$ and let $w$ be any element of the set $F\left(x_{0}+\lambda\left(x-x_{0}\right)\right)-y_{0}$. For a fixed number $\lambda \in(0,1)$, for any neighbourhood $V$ of $w$ there exists a neighbourhood $U$ of $\lambda\left(x-x_{0}\right)$ such that $F\left(x_{0}+u\right) \cap\left(V+y_{0}\right) \neq \emptyset$ whenever $u \in U$. This and the convexity of $F$ imply

$$
\left(F\left(x_{0}+t u\right)-y_{0}\right) / t \cap(V-C) \neq \emptyset
$$

for every $t \in(0,1)$. Thus, $w \in D_{\text {low }}(F+C)\left(x_{0}, y_{0}\right)\left(\lambda\left(x-x_{0}\right)\right)$, or equivalently, $w / \lambda \in$ $D_{\text {low }}(F+C)\left(x_{0}, y_{0}\right)\left(x-x_{0}\right)$. We have established the inclusion

$$
F\left(x_{0}+\lambda\left(x-x_{0}\right)\right) \subset D_{\text {low }}(F+C)\left(x_{0}, y_{0}\right)\left(x-x_{0}\right)
$$

which together with (3.3) shows that $F(x)+C$ is $D_{\text {low }}$-invex at ( $x_{0}, y_{0}$ ) with respect to $\eta(x)=x-x_{0}$.

For the second part, let $x_{1}, x_{2} \in \operatorname{dom} F$ and $\lambda \in(0,1)$. Set $x_{0}=\lambda x_{1}+(1-\lambda) x_{2}$ and suppose that $y_{0} \in F\left(x_{0}\right)$ is the point stated in the proposition. By the invexity,

$$
F\left(x_{i}\right) \subset y_{0}+A\left(x_{i}-x_{0}\right)+C, \quad i=1,2 .
$$

Using this and the properties of $A$ we can write the following inclusions:

$$
\begin{aligned}
\lambda F\left(x_{1}\right)+(1-\lambda) F\left(x_{2}\right) & \subset y_{0}+\lambda A\left(x_{1}-x_{0}\right)+(1-\lambda) A\left(x_{2}-x_{0}\right)+C \\
& \subset F\left(x_{0}\right)+C .
\end{aligned}
$$

Hence $F$ is $C$-convex and the proof is complete.

## 4. Optimality conditions without constraints

In this section we assume that $C$ is pointed with a nonempty interior int $C$. We consider the following problem

$$
\begin{align*}
& \min F(x) \\
& x \in X \tag{P}
\end{align*}
$$

We recall that the set of weak efficient values of $(P)$ is the set

$$
W \operatorname{Min} F(X):=\{a \in F(X): F(X) \cap(a-\operatorname{int} C)=\emptyset\}
$$

and a point $\left(x_{0}, y_{0}\right) \in \operatorname{graph} F$ is called a weak minimiser of $(\mathrm{P})$ if $y_{0}$ is a weak efficient value of $(\mathrm{P})$.

In the sequel we shall provide optimality criteria for problem ( P ) under invexity assumptions.

Theorem 4.1. Let $\left(x_{0}, y_{0}\right) \in \operatorname{graph} F$. Assume that $F$ is $A$-invex at $\left(x_{0}, y_{0}\right)$ where $A$ stands for $D F\left(x_{0}, y_{0}\right)$ or $D_{\text {low }} F\left(x_{0}, y_{0}\right)$. Then $\left(x_{0}, y_{0}\right)$ is a weak minimiser of ( $P$ ) if and only if, for all $u \in X$,

$$
\begin{equation*}
A(u) \cap \text {-int } C=\emptyset \tag{4.1}
\end{equation*}
$$

Proof: The necessary condition was established in [11, 12] for $D F\left(x_{0}, y_{0}\right)$ even without the invexity assumption. Since $A(u) \subset D F\left(x_{0}, y_{0}\right)(u)$ for every $u \in X$, the relation (4.1) follows. For the sufficient condition, supposing to the contrary that ( $x_{0}, y_{0}$ ) is not a weak minimiser, one can find a point $(x, y) \in \operatorname{graph} F$ such that $y \in y_{0}-$ int $C$. By the invexity,

$$
F(x) \subset y_{0}+A\left(\eta_{\left(x_{0}, y_{0}\right)}(x)\right)+C
$$

where $\eta_{\left(x_{0}, y_{0}\right)}$ is a transformation with respect to which $F$ is $A$-invex. Hence, there exist some vectors $v \in A\left(\eta_{\left(x_{0}, y_{0}\right)}(x)\right), c \in C$ such that

$$
y=y_{0}+v+c
$$

This implies $v=y-y_{0}-c \in-\operatorname{int} C-C \subset-\operatorname{int} C$ which contradicts (4.1).
Remark 4.2. It is clear that $\left(x_{0}, y_{0}\right) \in \operatorname{graph} F$ is a weak minimiser of ( P ) if and only if it is a weak minimiser of the problem

$$
\begin{aligned}
& \min F(x)+C . \\
& x \in X
\end{aligned}
$$

Hence, Theorem 4.1 remains valid if $F(x)$ is replaced by $F(x)+C$.
We recall that $\left(x_{0}, y_{0}\right) \in \operatorname{graph} F$ is said to be a local weak minimiser of $(\mathrm{P})$ if it is a weak minimiser of the problem

$$
\begin{aligned}
& \min F(x) \\
& x \in X \cap U
\end{aligned}
$$

where $U$ is some neighbourhood of $x_{0}$ in $X$.
Corollary 4.3. Let $\left(x_{0}, y_{0}\right) \in$ graph $F$ be a local weak minimiser of $(P)$. It is also a weak minimiser of the problem if the map $F$ is $A$-invex at $\left(x_{0}, y_{0}\right)$ where $A$ stands for $D F\left(x_{0}, y_{0}\right)$ or $D_{\text {low }} F\left(x_{0}, y_{0}\right)$.

Proof: In fact, as it was shown in [12], formula (4.1) is a necessary condition for local weak minimisers. Hence in the case where $F$ is $A$-invex, Theorem 4.1 assures us that the point is a global weak minimiser of the problem.

## 5. Optimality conditions with explicit constraints

Let us consider the constrained problem:

$$
\begin{align*}
& \min F(x)  \tag{CP}\\
& G(x) \cap-K \neq 0  \tag{5.1}\\
& 0 \in P(x) \tag{5.2}
\end{align*}
$$

where $F$ and $G$ are, as before, set-valued maps from $X$ to $E$ and $E_{1}, P$ is a new set-valued map from $X$ to $E_{2}$ and $K$ a convex cone. The conditions (5.1) and (5.2) generalise inequality and equality constraints in mathematical programming.

We recall that a point $\left(x_{0}, y_{0}, z_{0}\right) \in X \times E \times E_{1}$ is said to be a feasible triple of (CP) (in this case $x_{0}$ is called a feasible solution) if $y_{0} \in F\left(x_{0}\right), z_{0} \in G\left(x_{0}\right) \cap-K$ and $0 \in P\left(x_{0}\right)$. A feasible triple ( $x_{0}, y_{0}, z_{0}$ ) is called a weak minimiser of (CP) if,

$$
y_{0} \in W \operatorname{Min}\{F(x): x \text { is a feasible solution of (CP) }\}
$$

Observe that the space $E \times E_{1} \times E_{2}$ may be considered as a partially ordered space whose order is defined by the cone ( $C, K,\{0\}$ ). Let $A$ be a set-valued map from $X$ to $E \times E_{1} \times E_{2}$ and $L\left(E_{1}, E\right)$ the space of linear operators from $E_{1}$ to $E$, while $L_{+}\left(E_{1}, E\right)$ consists of those which carry $K$ into $C$.

Theorem 5.1. Suppose that the following conditions hold at a feasible triple $\left(x_{0}, y_{0}, z_{0}\right)$ of (CP):
(i) The map $(F, G, P)$ is $A$-invex at $\left(x_{0}, y_{0}, z_{0}, 0\right)$ with respect to $\eta_{\left(x_{0}, y_{0}, z_{0}\right)}$.
(ii) For every $u \in \operatorname{dom} A$ and every $(v, w, r) \in A(u)$ there exist linear operators $\ell \in L_{+}\left(E_{1}, E\right), h \in L\left(E_{2}, E\right)$ such that

$$
\begin{equation*}
v+\ell\left(w+z_{0}\right)+h(r) \notin-\text { int } C . \tag{5.3}
\end{equation*}
$$

Then $\left(x_{0}, y_{0}, z_{0}\right)$ is a weak minimiser of (CP).
Proof: Supposing to the contrary that $\left(x_{0}, y_{0}, z_{0}\right)$ is not a weak minimiser of (CP) we can find a feasible triple ( $x, y, z$ ) of (CP) such that

$$
\begin{equation*}
y \in y_{0}-\operatorname{int} C \tag{5.4}
\end{equation*}
$$

By the invexity we have, denoting simply $\eta$ instead of $\eta_{\left(x_{0}, y_{0}, z_{0}\right)}$,

$$
(F, G, P)(x) \subset\left(y_{0}, z_{0}, 0\right)+A(\eta(x))+(C, K,\{0\})
$$

In particular,

$$
(y, z, 0) \in\left(y_{0}, z_{0}, 0\right)+A(\eta(x))+(C, K,\{0\})
$$

which means that there exist vectors $(v, w, r) \in A(\eta(x))$ and $(c, k, 0) \in(C, K,\{0\})$ such that $(y, z, 0)=\left(y_{0}, z_{0}, 0\right)+(v, w, r)+(c, k, 0)$. This implies the equality $v=$ $y-y_{0}-c, w+z_{0}=z-k$ and $r=0$.

These latter relations together with (5.4) show that

$$
v+\ell\left(w+z_{0}\right)+h(r) \in-\operatorname{int} C
$$

which contradicts (5.3).
Remark 5.2. It is useful to observe that a feasible triple ( $x, y, z$ ) of (CP) is a weak minimiser if and only if it is a weak minimiser of the problem obtained from (CP) by substituting $F(x)+C$ and $G(x)+K$ in the place of $F(x)$ and $G(x)$ respectively. So, the result of the previous theorem is still valid if $F(x)$ and $G(x)$ are replaced by $F(x)+C$ and $G(x)+K$.

Remark 5.3. The result of Theorem 5.1 does not change if the second condition is replaced by the following one:
(iii) For every $u \in \operatorname{dom} A$ and every $(v, w, r) \in A(u)$ there exists a vector $(\xi, \zeta, \nu) \in(C, K,\{0\})^{\prime}$ with $\xi \neq 0$ such that

$$
\begin{equation*}
\xi(v)+\zeta\left(w+z_{0}\right)+\nu(r) \geqslant 0 \tag{5.5}
\end{equation*}
$$

where $(C, K,\{0\})^{\prime}$ is the nonnegative dual cone of ( $C, K,\{0\}$ ). This fact can be derived from the following lemma.
Lemma 5.4. Suppose that (5.5) is true. Then it is possible to construct linear operators $\ell \in L_{+}\left(E_{1}, E\right), h \in L\left(E_{2}, E\right)$ which satisfy (5.3).

Proof: Pick any $e \in \operatorname{int} C$ with $\xi(e)=1$. (Such a vector exists because $\xi \in C^{\prime}$ and $\xi \neq 0$ ). For every $(w, r) \in E_{1} \times E_{2}$ define $\ell(w)=\zeta(w) . e$ and $h(r)-\nu(r) . e$. It is obvious that $\ell$ and $h$ satisfy our requirements.

In the rest of this section we shall provide necessary conditions for (CP). No invexity assumptions are needed from now on. Let us consider first, the case where the equality constraint (5.2) is absent, that is, we are dealing with the problem

$$
\begin{align*}
& \min F(x)  \tag{1}\\
& G(x) \cap-K \neq \emptyset
\end{align*}
$$

where $K$ is assumed to have a nonempty relative interior.
Theorem 5.5. Let $\left(x_{0}, y_{0}, z_{0}\right)$ be a (local) weak minimiser of ( $\left.C P_{1}\right)$. Then for every $u \in \operatorname{dom} D(F, G)\left(x_{0}, y_{0}, z_{0}\right)$, every $(v, w) \in D(F, G)\left(x_{0}, y_{0}, z_{0}\right)(u)$, there exists a nonzero vector $(\xi, \zeta) \in(C, K)^{\prime}$ such that

$$
\begin{equation*}
\xi(v)+\zeta\left(w+z_{0}\right) \geqslant 0 \tag{5.6}
\end{equation*}
$$

Proof: Suppose to the contrary that there exist $u$ and $(u, w)$ as above, such that for all nonzero $(\xi, \zeta) \in(C, K)^{\prime}$ one has

$$
\begin{equation*}
\xi(v)+\zeta\left(w+z_{0}\right)<0 \tag{5.7}
\end{equation*}
$$

This, in particular, implies that

$$
\begin{equation*}
v \in-\operatorname{int} C \text { and } w+z_{0} \in-K \tag{5.8}
\end{equation*}
$$

If int $K=\emptyset$, since ri $K \neq \emptyset$, there exists a nonzero vector $\zeta \in K^{\prime}$ such that $\zeta(k)=0$ for every $k \in K$. By taking this $\zeta$ and $\xi \equiv 0$ in (5.7) we get the contradiction $\xi(v)+\zeta\left(w+z_{0}\right)=0$. Hence one may assume that int $K \neq \emptyset$. In this case (5.7) implies that

$$
\begin{equation*}
w+z_{0} \in-\text { int } K \tag{5.9}
\end{equation*}
$$

By definition of contingent derivatives, for $u$ and $(v, w)$ as above, one can find a net $\left\{\left(x_{\alpha}, y_{\alpha}, z_{\alpha}\right)\right\}$ from graph $(F, G)$ converging to ( $x_{0}, y_{0}, z_{0}$ ) and a net of positive numbers $t_{\alpha}$ with $\lim t_{\alpha}=\infty$, such that $\lim t_{\alpha}\left(x_{\alpha}-x_{0}, y_{\alpha}-y_{0}, z_{\alpha}-z_{0}\right)=(u, v, w)$. The relations (5.8) and (5.9) show that for $\alpha$ large enough, $t_{\alpha}\left(y_{\alpha}-y_{0}\right) \in$-int $C$ and $t_{\alpha}\left(z_{\alpha}-z_{0}\right)+z_{0} \in-$ int $K$. In other words, $y_{\alpha} \in y_{0}-\operatorname{int} C$ and $z_{\alpha} \in z_{0}-z_{0} / t_{\alpha}-$ int $K$. Since $\lim \left(z_{0} / t_{\alpha}\right)=0$ and $z_{0} \in-K$, the latter relation shows that $z_{\alpha} \in-K$ for $\alpha$ large enough. Thus, for these $\alpha,\left(x_{\alpha}, y_{\alpha}, z_{\alpha}\right)$ are feasible triples with $y_{\alpha} \in y_{0}-$ int $C$. This contradicts the fact that $\left(x_{0}, y_{0}, z_{0}\right)$ is a local weak minimiser of ( $\mathrm{CP}_{1}$ ).

The theorem above is an improvement of Corollary 3.3 of [16] for the reason that $F$ and $G$ need not be lower semidifferentiable. Observe also that under the conditions of the mentioned corollary, the last inclusion in (ii) of Proposition 2.1 becomes an equality and in fact (5.6) is true for every $v \in D F\left(x_{0}, y_{0}\right)(u), w \in D G\left(x_{0}, z_{0}\right)(u)$.

Theorem 5.6. Assume that $\left(x_{0}, y_{0}, z_{0}\right)$ is a local weak minimiser of ( $C P_{1}$ ) and int $K$ is nonempty. For any vector $u \in \operatorname{dom} D(F, G)\left(x_{0}, y_{0}, z_{0}\right)$, if the set $D(F, G)\left(x_{0}, y_{0}, z_{0}\right)(u)+(C, K)$ is convex, then there exists a nonzero vector $(\xi, \zeta) \in$ $(C, K)^{\prime}$ such that for all $(v, w) \in D(F, G)\left(x_{0}, y_{0}, z_{0}\right)(u)$ one has

$$
\begin{equation*}
\xi(v)+\zeta\left(w+z_{0}\right) \geqslant 0 \tag{5.10}
\end{equation*}
$$

Moreover, if the set $D(F, G)\left(x_{0}, y_{0}, z_{0}\right)(X)+(C, K)$ is convex, then there exists a nonzero vector $(\xi, \zeta) \in(C, K)^{\prime}$ such that (5.10) is true for all $u \in X$ and $\zeta\left(z_{0}\right)=0$.

The vector $\xi$ can be assured nonzero under an additional hypothesis called constraint qualification:

$$
\begin{equation*}
D(F, G)\left(x_{0}, y_{0}, z_{0}\right)(X) \cap(-\operatorname{int} K) \neq \emptyset \tag{5.11}
\end{equation*}
$$

Proof: It is clear that at a local weak minimiser $\left(x_{0}, y_{0}, z_{0}\right)$, one has

$$
D(F, G)\left(x_{0}, y_{0}, z_{0}\right)(u) \cap\left(-\operatorname{int} C, z_{0}-\operatorname{int} K\right)=\emptyset, \text { for all } u \in X
$$

Under the convexity assumption, one can separate these sets by a nonzero vector $(\xi, \zeta) \in(C, K)^{\prime}$. The inequality (5.10) is then immediate. In the case where the set $D(F, G)\left(x_{0}, y_{0}, z_{0}\right)(X)+(C, K)$ is convex, by taking $v=0, w=0$ (which corresponds to $u=0$ ) we obtain from (5.10) that $\zeta\left(z_{0}\right) \geqslant 0$. Remembering that $z_{0} \in-K$ and $\zeta \in K^{\prime}$, we conclude $\zeta\left(z_{0}\right)=0$. Finally, under the constraint qualification, $\xi$ cannot be zero, otherwise a nonzero vector $\zeta$ should separate the projection of $D(F, G)\left(x_{0}, y_{0}, z_{0}\right)(X)$ on $E_{1}$ and the set - int $K$, and the intersection in (5.11) should be empty.

Let us now study the case of Problem (CP) where $P$ is a single-valued map, the Fréchet derivative of which exists and is surjective. We denote this derivative by $P^{\prime}$. The spaces $X$ and $E_{2}$ are now assumed to be Banach spaces.

Theorem 5.7. Let ( $x_{0}, y_{0}, z_{0}$ ) be a local weak minimiser of (CP). Then for every $u \in X$ with $P^{\prime}\left(x_{0}\right)(u)=0$ and for every $(v, w) \in D_{\text {low }}(F, G)\left(x_{0}, y_{0}, z_{0}\right)$, there exists a nonzero vector $(\xi, \zeta) \in(C, K)^{\prime}$ such that (5.6) holds.

Proof: Suppose to the contrary that the statement is not true. As in the proof of Theorem 5.5, for some $u \in X,(v, w) \in D_{\text {low }}(F, G)\left(x_{0}, y_{0}, z_{0}\right)(u)$ one has $P^{\prime}\left(x_{0}\right)(u)=$ $0, v \in-\operatorname{int} C$ and

$$
\begin{equation*}
w+z_{0} \in-\operatorname{int} K \tag{5.12}
\end{equation*}
$$

In view of the Lyusternik theorem, there are a net $\left\{x_{\alpha}\right\}$ converging to $x_{0}$, a net of positive numbers $\left\{t_{\alpha}\right\}$ converging to $+\infty$ such that $P\left(x_{\alpha}\right)=0$ and $\lim t_{\alpha}\left(x_{\alpha}-x_{0}\right)=u$. Then by definition of lower Dini derivatives, there exists a net $\left\{\left(y_{\alpha}, z_{\alpha}\right)\right\},\left(y_{\alpha} \in F\left(x_{\alpha}\right)\right.$, $z_{\alpha} \in G\left(x_{\alpha}\right)$ ), converging to ( $y_{0}, z_{0}$ ) such that $\lim t_{\alpha}\left(y_{\alpha}-y_{0}, z_{\alpha}-z_{0}\right)=(v, w)$. Hence, for $\alpha$ sufficiently large, (5.12) implies that

$$
t_{\alpha}\left(y_{\alpha}-y_{0}, z_{\alpha}-z_{0}\right) \in\left(-\operatorname{int} C,-z_{0}-\operatorname{int} K\right)
$$

In other words, $y_{\alpha} \in y_{0}-$ int $C$ and $z_{\alpha} \in z_{0}-z_{0} / t_{\alpha}-$ int $K$. When $\alpha$ is large, $t_{\alpha}$ is large too, and the latter inclusion with the fact $z_{0} \in-K$ show that $z_{\alpha} \in-K$. In this way, we have found a feasible triple ( $x_{\alpha}, y_{\alpha}, z_{\alpha}$ ) of (CP) for which

$$
y_{\alpha} \in y_{0}-\operatorname{int} C .
$$

This means that ( $x_{0}, y_{0}, z_{0}$ ) cannot be a local weak minimiser of (CP). The contradiction completes the proof.

Theorem 5.8. Assume that $\left(x_{0}, y_{0}, z_{0}\right)$ is a local weak minimiser of (CP) and int $K$ is nonempty. For a vector $u \in \operatorname{dom} D_{\text {low }}(F, G)\left(x_{0}, y_{0}, z_{0}\right)$ with $P^{\prime}\left(x_{0}\right)(u)=0$, if the set $D_{\text {low }}(F, G)\left(x_{0}, y_{0}, z_{0}\right)(u)+(C, K)$ is convex, then there exists a nonzero vector $(\xi, \zeta) \in(C, K)^{\prime}$ such that (5.10) holds for every $(v, w) \in D_{\text {low }}(F, G)\left(x_{0}, y_{0}, z_{0}\right)(u)$. Moreover, if the set $D_{\text {low }}(F+C, G+K)\left(x_{0}, y_{0}, z_{0}\right)(X)+(C, K)$ is convex, there exists a nonzero vector $(\xi, \zeta, \nu) \in(C, K,\{0\})^{\prime}$ such that $\zeta\left(z_{0}\right)=0$ and

$$
\xi(v)+\zeta(w)+\nu(r) \geqslant 0
$$

for every $(v, w, r) \in D_{\text {low }}(F+C, G+K, P)\left(x_{0}, y_{0}, z_{0}, 0\right)(X)$.
The vector $\xi$ is nonzero under the following hypothesis:

$$
\begin{equation*}
D_{\mathrm{low}}(F+C, G+K, P)\left(x_{0}, y_{0}, z_{0}, 0\right)(X) \cap(E,- \text { int } K,\{0\}) \neq \emptyset \tag{5.13}
\end{equation*}
$$

Proof: Observe first that for every $u \in X$, one has

$$
D_{\text {low }}(F, G, P)\left(x_{0}, y_{0}, z_{0}, 0\right)(u) \cap\left(- \text { int } C, z_{0}-\text { int } K,\{0\}\right)=\emptyset
$$

By Proposition 2.1 and the fact $D_{\text {low }} P\left(x_{0}, 0\right)(u)=P^{\prime}\left(x_{0}\right)(u)$,

$$
D_{\mathrm{low}}(F, G, P)\left(x_{0}, y_{0}, z_{0}, 0\right)(u)=\left(D_{\mathrm{low}}(F, G)\left(x_{0}, y_{0}, z_{0}\right)(u), P^{\prime}\left(x_{0}\right)(u)\right)
$$

Hence, for $u \in X$ with $P^{\prime}\left(x_{0}\right)(u)=0$, we have

$$
\left(D_{\text {low }}(F, G)\left(x_{0}, y_{0}, z_{0}\right)(u)+(C, K)\right) \cap\left(-\operatorname{int} C, z_{0}-\operatorname{int} K\right)=\emptyset
$$

It suffices now to apply the Hahn-Banach separation theorem to get the assertion of the first part.

For the second part of the theorem we show, at first, that the set

$$
Q=D_{\mathrm{low}}(F+C, G+K, P)\left(x_{0}, y_{0}, z_{0}, 0\right)(X)+\left(\text { int } C, z_{0}+\text { int } K,\{0\}\right)
$$

is open in the space $E \times E_{1} \times E_{2}$. Consider $q_{0}=\left(v_{0}+c_{0}, z_{0}+w_{0}+k_{0}, P^{\prime}\left(x_{0}\right)\left(u_{0}\right)\right) \in$ $Q,\left(v_{0}, w_{0}\right) \in D_{\text {low }}(F+C, G+K)\left(x_{0}, y_{0}, z_{0}\right)\left(u_{0}\right), c_{0} \in \operatorname{int} C, k_{0} \in \operatorname{int} K, u_{0} \in X$. In virtue of Proposition 2.2, there exists a neighbourhood $U$ of $u_{0}$ such that

$$
\begin{equation*}
D_{\mathrm{low}}(F+C, G+K)\left(x_{0}, y_{0}, z_{0}\right)(u) \cap\left(v_{0}+\frac{c_{0}}{2}-\operatorname{int} C, w_{0}+\frac{k_{0}}{2}-\operatorname{int} K\right) \neq \emptyset \tag{5.14}
\end{equation*}
$$

for every $u \in U$. By the assumptions of the theorem, the map $P$ is open, that is $P^{\prime}\left(x_{0}\right)(U)$ contains an open set, say $R$. Then (5.14) shows that the open set ( $v_{0}+c_{0} / 2+$ int $C, z_{0}+w_{0}+k_{0} / 2+$ int $K, R$ ) contains $q_{0}$ and is contained in $Q$.

Furthermore, $Q$ does not contain zero because ( $x_{0}, y_{0}, z_{0}$ ) is a local weak minimiser. The closure of $Q$ is the same as the closure of the convex set

$$
\left(D_{\text {low }}(F+C, G+K)\left(x_{0}, y_{0}, z_{0}\right), P^{\prime}\left(x_{0}\right)\right)(X)+(C, K,\{0\}),
$$

hence is convex. By the separation theorem there is a nonzero vector $(\xi, \zeta, \nu) \in$ $\left(E \times E_{1} \times E_{2}\right)^{\prime}$ such that $(\xi, \zeta, \nu)(q) \geqslant 0$, for every $q \in Q$. This implies that $(\xi, \zeta, \nu) \in(C, K,\{0\})^{\prime}$ and $\xi(v)+\zeta\left(w+z_{0}\right)+\nu(r) \geqslant 0$ for every $(v, w, r) \in$ $D_{\text {low }}(F+C, G+K, P)\left(x_{0}, y_{0}, z_{0}, 0\right)(X)$. In particular, $\zeta\left(z_{0}\right) \geqslant 0$. This, and the fact that $z_{0} \in-K$ imply $\zeta\left(z_{0}\right)=0$. Finally, it is evident that $\xi \neq 0$ under the hypothesis (5.13).

## 6. Duality

The purpose of this part is to construct dual problems of Wolfe type for a given optimisation problem, whose objective and constraints are invex. The construction of duals is based on the approach called axiomatic duality proposed in $[11,13]$ and the approach of $[\mathbf{7}, 14]$. Let us consider the problem

$$
\begin{align*}
& \min F(x)  \tag{0}\\
& x \in X_{0}
\end{align*}
$$

where $X_{0}$ is a subset of $X$.
By a dual of $\left(\mathrm{P}_{0}\right)$, we mean any maximisation problem

$$
\begin{equation*}
\max H(s) \tag{D}
\end{equation*}
$$

$s \in S$
where $S$ is a nonempty set, $H$ is a set-valued map from $S$ to $E$, which satisfies the following weak duality relation

$$
\begin{equation*}
H(s) \cap(F(x)+C \backslash\{0\})=\emptyset \tag{WDA}
\end{equation*}
$$

for every $s \in S, x \in X_{0}$.
Being a dual of $\left(\mathrm{P}_{0}\right)$, Problem (D) is called an exact dual if

$$
H(S) \cap F\left(X_{0}\right) \neq \emptyset
$$

It is evident that ( D ) is an exact dual of $\left(\mathrm{P}_{0}\right)$ if and only if it is a dual and the two problems have common values.

Remark 6.1. Let $H_{0}$ be a submap of $H$, that is, graph $H_{0} \subset$ graph $H$. Then the subproblem,

$$
\begin{aligned}
& \max H_{0}(s) \\
& s \in S
\end{aligned}
$$

is also a dual of $\left(P_{0}\right)$ whenever (D) is. However it is not necessarily exact if (D) is.
The very purpose of any duality in optimisation is to construct $H$ and $S$ such that (D) is an exact dual of $\left(\mathrm{P}_{0}\right)$. Let us first apply the method of $[11,13]$. For the sake of convenience we consider the problem

$$
\begin{align*}
& \min F(x) \\
& x \in X_{0}, G(x) \cap-K \neq \emptyset \tag{0}
\end{align*}
$$

Many of the results to be established are true without requiring int $K \neq \emptyset$, so in fact problems with the presence of equality constraint (5.2) can be written in the form of ( $\mathrm{CP}_{0}$ ) by considering the cone ( $K,\{0\}$ ) instead of $K$ and therefore not much loss of generality occurs when we restrict the study to ( $\mathrm{CP}_{0}$ ) alone.

Let $E_{0}$ be a topological vector space which is partially ordered by a convex cone $M$, not identical with a linear subspace of $E_{0}$. Denote by $\sum$ the set of single-valued maps $s$ from $E \times E_{1}$ to $E_{0}$ which possess the property that $s(a, b)$ is increasing in the first variable when the second one is zero, that is, for any $a, a^{\prime} \in E, a^{\prime}>a$ implies $s\left(a^{\prime}, 0\right)>s(a, 0)$.

As it was proven in $[11,13]$, taking any $S \subset \Sigma$ one obtains a dual for $\left(\mathrm{CP}_{0}\right)$ :

$$
\begin{align*}
& \max H(s) \\
& s \in S \tag{DS}
\end{align*}
$$

where $H(s)=\left\{d \in E: s(d, 0) \in \operatorname{Min} s\left(Q\left(X_{0}\right)\right)\right\}$ and $Q\left(X_{0}\right)=\{(F(x)+C, G(x)+K)$ : $\left.x \in X_{0}\right\}$.

The two following cases are of most interest:
(a) $E_{0}=E, M=C ;$
(b) $\quad E_{0}=\mathbb{R}, M=\mathbb{R}_{+}$.

We consider first the case (a).
For each vector $(x, y, z) \in \operatorname{graph}(F, G)$, let $A_{(x, y, z)}$ be a homogeneous submap of $D(F, G)(x, y, z)$, and let $\eta_{(x, y, z)}$ be a transformation on $X$. As before, $L_{+}\left(E_{1}, E\right)$ is the set of non-decreasing continuous linear operators $h$ from $E_{1}$ to $E$. We also denote by $L_{x}(X, E)$ the set of continuous linear operators $h$ from $X$ to $E$ with the property $h\left(T\left(X_{0}, x\right)\right) \subset C$ where $T\left(X_{0}, x\right)$ is the contingent cone to $X_{0}$ at $x$. (It
is supposed, of course, in this case that $x \in X_{0}$ ); further, consider two multivalued mappings $L_{1}$ and $L_{2}$ from $L_{+}\left(E_{1}, E\right)$ into graph $(F, G)$, defined by:

$$
\begin{aligned}
& L_{1}(\ell)=\{(x, y, z) \in \operatorname{graph}(F, G) \text { such that } \\
&\left.v+\ell w \subset(-C \backslash\{0\})^{c} \text { for all }(v, w) \in A_{(x, y, z)}\left(\eta_{(x, y, z)}\left(X_{0}\right)\right)\right\} ; \\
& L_{2}(\ell)=\left\{(x, y, z) \in \operatorname{graph}(F, G) \text { such that there exists } h \in L_{x}(X, E)\right. \text { with } \\
& v+\ell w-h\left(\eta_{(x, y, z)}\left(x^{\prime}\right)\right) \subset(-C \backslash\{0\})^{c} \\
&\left.\quad \text { for all }(v, w) \in A_{(x, y, z)}\left(\eta_{(x, y, z)}\left(X_{0}\right)\right), x^{\prime} \in X_{0}\right\} .
\end{aligned}
$$

With $L_{1}$ and $L_{2}$ in hand we are able to define two subsets $S_{1}$ and $S_{2}$ of $\Sigma$ as follows: $S_{i}$ consists of single-valued maps $s$ from $E \times E_{1}$ to $E$ of the form

$$
s(a, b)=a+\ell(b), \text { for all }(a, b) \in E \times E_{1}
$$

where $\ell$ is such that $L_{i}(\ell) \neq \emptyset$.
That $S_{1}$ and $S_{2}$ are subsets of $\Sigma$ is obvious because $s(a, 0)=a$, hence it is increasing in $a$. Consequently, the problem (DS) with $S$ being one of these subsets will provide a dual for ( $\mathrm{CP}_{0}$ ). Denote these duals by ( $\mathrm{DS}_{1}$ ) and ( $\mathrm{DS}_{2}$ ). In the sequel we shall show that ( $\mathrm{DS}_{1}$ ) and ( $\mathrm{DS}_{2}$ ) provide subproblems written in the familar form of Wolfe type duality. By saying $(F, G)$ is $A$-invex on $X_{0}$ we mean that it is $A_{(x, y, z)}$-invex with respect to $\eta_{(x, y, z)}$ at every $(x, y, z) \in \operatorname{graph}(F, G), x \in X_{0}$.

Theorem 6.2. Assume that $(F, G)$ is $A$-invex on $X_{0}$. Then the dual ( $D S_{1}$ ) can be written in the form

$$
\begin{align*}
& \max H_{1}(s) \\
& s \in S_{1} \tag{1}
\end{align*}
$$

where

$$
\begin{equation*}
H_{1}(s)=\left\{y+\ell z:(x, y, z) \in L_{1}(\ell), x \in X_{0}\right\} \tag{6.1}
\end{equation*}
$$

and $\ell$ is the map which determines $s$.
Moreover, if, in addition, Problem ( $\mathrm{CP}_{0}$ ) possesses a feasible triple $(x, y, z) \in$ $L_{1}(\ell)$ with $\ell(z)=0$, then $\left(D S_{1}\right)$ is an exact dual of $\left(C P_{0}\right)$.

Proof: By definition of $H(s)$ it can be seen that

$$
\begin{equation*}
H(s)=\operatorname{Min} \bigcup_{x^{\prime} \in X_{0}}\left\{F\left(x^{\prime}\right)+\ell G\left(x^{\prime}\right)\right\} \tag{6.2}
\end{equation*}
$$

where $\ell$ is the linear operator which determines $s \in S_{1}$. We prove that $H_{1}(s) \subset H(s)$. In fact, if not, there would exist a triple $(x, y, z) \in L_{1}(\ell)$ and $\left(x^{\prime}, y^{\prime}, z^{\prime}\right) \in \operatorname{graph}(F, G)$ with $x^{\prime} \in X_{0}$ such that

$$
\begin{equation*}
y+\ell z-\left(y^{\prime}+\ell z^{\prime}\right) \in C \backslash\{0\} \tag{6.3}
\end{equation*}
$$

By the invexity assumption,

$$
\left(y^{\prime}, z^{\prime}\right) \in(y, z)+A_{(x, y, z)}\left(\eta_{(x, y, z)}\left(x^{\prime}\right)\right)+(C, K)
$$

Taking into account the fact that $\ell \in L_{+}\left(E_{1}, E\right)$, the latter relation implies

$$
y^{\prime}+\ell z^{\prime}-(y+\ell z) \in(v+\ell w)+C
$$

for some $(v, w) \in A_{(x, y, z)}\left(\eta_{(x, y, z)}\left(x^{\prime}\right)\right)$. This and the fact that $(x, y, z) \in L_{1}(\ell)$ yield

$$
\begin{equation*}
y+\ell z-\left(y^{\prime}+\ell z^{\prime}\right) \in-(-C \backslash\{0\})^{c}-C \subset(C \backslash\{0\})^{c} \tag{6.4}
\end{equation*}
$$

which contradicts (6.3). Finally, for a feasible triple $(x, y, z) \in L_{1}(\ell)$ with $\ell z=0$ one has $y \in F(x) \cap H_{1}(s)$, where $s$ determined by $\ell$. Hence $\left(\mathrm{DS}_{1}\right)$ is an exact dual of ( $\mathrm{CP}_{0}$ ).

Theorem 6.3. Assume that $(F, G)$ is $A$-invex on $X_{0}$ and $\eta_{(x, y, z)}\left(X_{0}\right) \subset$ $T\left(X_{0}, x\right)$ for every $x \in X_{0}$. Then the dual ( $D S_{2}$ ) can be written in the form
$\left(\mathrm{DS}_{2}\right)$

$$
\max H_{2}(s)
$$

$$
s \in S_{2}
$$

where

$$
\begin{equation*}
H_{2}(s)=\left\{y+\ell z:(x, y, z) \in L_{2}(\ell), x \in X_{0}\right\} \tag{6.5}
\end{equation*}
$$

and $\ell$ is the map which determines $s$.
Moreover, $\left(\mathrm{DS}_{2}\right)$ is an exact dual of (CP $\mathrm{C}_{0}$ ) provided Problem ( $C P_{0}$ ) possesses a feasible triple $(x, y, z) \in L_{2}(\ell)$ with $\ell(z)=0$.

Proof: As in the proof of Theorem 6.2, we show that $H_{2}(s) \subset H(s)$. By invexity, for every $\left(x^{\prime}, y^{\prime}, z^{\prime}\right) \in \operatorname{graph}(F, G), x^{\prime} \in X_{0}$ and every feasible solution $\ell$ of $\left(\mathrm{DS}_{2}\right)$, one has

$$
\begin{equation*}
\left(y^{\prime}, z^{\prime}\right) \in(y, z)+A_{(x, y, z)}\left(\eta_{(x, y, z)}\left(x^{\prime}\right)\right)+(C, K) \tag{6.6}
\end{equation*}
$$

Remembering that $\ell \in L_{+}\left(E_{1}, E\right)$ and $h \in L_{x}(X, E)$ we have

$$
\begin{aligned}
y^{\prime}+\ell z^{\prime}-(y+\ell z) & \in v+\ell w+C \\
& \subset v+\ell w-h\left(\eta_{(x, y, z)}\left(x^{\prime}\right)\right)+h\left(\eta_{(x, y, z)}\left(x^{\prime}\right)\right)+C \\
& \subset(-C \backslash\{0\})^{c}+C+C \subset(-C \backslash\{0\})^{c},
\end{aligned}
$$

where $(v, w)$ is some element of $A_{(x, y, z)}\left(\eta_{(x, y, z)}\left(x^{\prime}\right)\right)$. Hence $y+\ell z \in H(s)$ and in fact $H_{2}(s)$ is a submap of $H(s)$. Finally, observe that the value of the objective of $\left(\mathrm{DS}_{2}\right)$ at a feasible solution $\ell$ such that $\ell(z)=0$ is $\{y\}$. Hence $\left(\mathrm{DS}_{2}\right)$ and $\left(\mathrm{CP}_{0}\right)$ have a common value and ( $\mathrm{DS}_{2}$ ) is actually an exact dual of ( $\mathrm{CP}_{0}$ ).

The two theorems above present a set-valued version of the results of $[2,3,4,5$, 6]. It should be worthwhile noticing that the existence of an operator $\ell$ solution of problem ( $\mathrm{DS}_{1}$ ) is guaranteed by the results of the previous section. If such an operator can be found, by taking $h=0$ we have $\ell$ and $h$ satisfying the condition of Theorem 6.3.

Below we consider the case (b), when $E_{0}=\mathbb{R}, M=\mathbb{R}_{+}$, and we present a nonstandard dual for the problem

$$
\begin{aligned}
& \min F(x) \\
& G(x) \cap-K \neq \emptyset
\end{aligned}
$$

For each feasible solution $(x, y, z)$ of $\left(\mathrm{CP}_{1}\right)$ we define the following set in the space $E \times E_{1}$ :

$$
N(x, y, z)=\left\{(0, z)+D(F, G)_{(x, y, z)} \eta_{(x, y, z)}(X)+(C, K)\right\}
$$

Let us fix two vectors $e \in$ int $C, e_{1} \in$ int $K$ (this time we assume that int $K \neq \emptyset$ ). Define a function $s$ from $E \times E_{1}$ to $\mathbb{R} \cup\{+\infty\}$ by the rule: for every $(a, b) \in E \times E_{1}$,

$$
\begin{equation*}
s(a, b)=\sup \left\{t \in \mathbb{R}:(a, b) \in(y, 0)+t\left(e, e_{1}\right)+N(x, y, z)\right\} \tag{6.7}
\end{equation*}
$$

It is clear that $s$ is increasing in the first variable on its domain when the second one is zero. The order in $E$ is understood as generated by int $C \cup\{0\}$; in other words we are only dealing with weak minimality for ( $\mathrm{CP}_{1}$ ).

Denote by $S_{*}$ the set of such functions $s$ when $(x, y, z)$ runs over graph $(F, G)$ and $x$ runs over $X$. We then obtain a maximisation problem

$$
\begin{align*}
& \max H(s)  \tag{*}\\
& s \in S_{*}
\end{align*}
$$

where $H(s)=\{d \in E: s(d, 0)=\min s((F, G)(X))\}$.

Theorem 6.4. Assume that ( $C P_{1}$ ) possesses a weak minimiser ( $x, y, z$ ), and that at this minimiser, the map $(F, G)$ is invex. Then ( $D_{*}$ ) is an exact dual for ( $C P_{1}$ ).

Proof: Observe that in the construction of duals by the axiomatic approach it is possible to allow $s$ to take the value $+\infty$. This does not change (WDA). Hence ( $\mathrm{D}_{*}$ ) is actually a dual for $\left(\mathrm{CP}_{1}\right)$. To complete the proof we have to show that ( $\mathrm{CP}_{1}$ ) and ( $\mathrm{D}_{*}$ ) have a common value. Let $s$ be defined by ( $x, y, z$ ) according to the formula (6.7). By invexity, for every $x^{\prime} \in X$,

$$
\begin{aligned}
(F, G)\left(x^{\prime}\right) & \subset(y, z)+D(F, G)_{(x, y, z)}\left(\eta_{(x, y, z)}\left(x^{\prime}\right)\right)+(C, K) \\
& \subset(y, 0)+N(x, y, z)
\end{aligned}
$$

This implies that $s(a, b) \geqslant 0$ for each $(a, b) \in(F, G) X$. On the other hand, $s(y, 0) \leqslant$ 0 . Indeed if we suppose to the contrary that $s(y, 0)>0$, then there exist $t>0$ and $(v, w) \in D(F, G)_{(x, y, z)}\left(\eta_{(x, y, z)}(X)\right)$ such that $(0, z)+(v, w) \in-\operatorname{int}(C, K)$. Then for each vector $(\xi, \zeta) \in(C, K)^{\prime}$ we would have $\xi(v)+\zeta(w+z)<0$ contradicting Theorem 5.5. As $(y, 0) \in(F, G) x$ one gets finally $s(y, 0)=0$. Thus $s(a, b) \geqslant s(y, 0)=0$ for every $(a, b) \in(F, G) X$ which implies $y \in H(s)$, that is, it is a common value for both problems $\left(\mathrm{CP}_{1}\right)$ and ( $\mathrm{D}_{*}$ ).

In the rest of this section we discuss a possible application of the generalised Lagrangian duality approach which was recently developed in $[7,14]$ to the case of invex problems.

Let $Z$ be a parameter space which for convenience is assumed to be linear topological. Let $\mathcal{F}$ be a set-valued map from $X \times Z$ to $E$ such that $\mathcal{F}(x, 0)=F(x)$ for every $x \in X$. Problem ( P ) can be regarded as a particular case of the problem
$\left(\mathrm{P}_{z}\right)$

$$
\begin{aligned}
& \min \mathcal{F}(x, z) \\
& x \in X_{0},
\end{aligned}
$$

when $z$ takes the value zero.
Furthermore, let $\phi$ be a set of single-valued maps from $X \times Z$ to $E$ which are increasing in the first variable when the second one is zero. One can now define a Lagrangian map $L$ as a set-valued map from $X \times \phi$ to $E$ by the rule

$$
L(x, \varphi)=\bigcup_{z \in Z} \varphi(\mathcal{F}(x, z)+C, z)
$$

for every $x \in X, \varphi \in \phi$.
With this Lagrangian map one defines a dual map $H$ from $\phi$ to $E$ as

$$
H(\varphi)=\operatorname{Min} L\left(X_{0}, \varphi\right)
$$

and for a fixed subset $S$ of $\phi$ a maximisation problem:

$$
\begin{align*}
& \max H(\varphi)  \tag{D}\\
& \varphi \in S
\end{align*}
$$

If every element $\varphi \in S$ has the property that there is a single-valued map $\boldsymbol{\xi}$ from $Z$ to $E$ such that $\xi(0)=0$ and $\varphi(x, z)=x+\xi(z)$, for all $x \in X, z \in Z$, then $\mathcal{F}\left(X_{0}, 0\right) \subset L\left(X_{0}, \varphi\right)$ and the weak duality relation holds. Hence (D) becomes a dual of ( P ). It is an exact dual if and only if there exists an optimal value $a_{0}$ of ( P ) such that $a_{0} \in \operatorname{Min} \bigcup_{z \in Z}\left(\mathcal{F}\left(X_{0}, z\right)+C+\xi(z)\right)$. This inclusion means that $\xi$ is a subgradient of the map $z \rightarrow \mathcal{F}\left(X_{0}, z\right)+C$ at $\left(0, a_{0}\right)$. The reader is referred to $[7,14]$ for more details. For problem ( $\mathrm{CP}_{0}$ ) one can take $Z=E_{1}$ and

$$
\mathcal{F}(x, z)= \begin{cases}F(x) & \text { if } G(x) \cap(z-K) \neq \emptyset \\ \phi & \text { otherwise }\end{cases}
$$

Problem ( $\mathrm{P}_{z}$ ) corresponding to this case is of the form:

$$
\begin{aligned}
& \min F(x) \\
& x \in X_{0}, G(x) \cap(z-K) \neq \emptyset
\end{aligned}
$$

By choosing $\xi \in L_{+}\left(E_{1}, E\right)$ and $S$ as above, the dual map can be written as

$$
\begin{aligned}
H(\varphi) & =\operatorname{Min}\left\{F(x)+\xi(z): x \in X_{0}, G(x) \cap(z-K) \neq \emptyset\right\} \\
& =\operatorname{Min}\left\{(F+\xi G)\left(X_{0}\right)\right\}
\end{aligned}
$$

It is exactly the map of formula (6.2), that we have obtained by the method of axiomatic duality.
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