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In [1], J. M. Howie considered the semigroup of transformations of sets and proved
(Theorem 1) that every transformation of a finite set which is not a permutation can be
written as a product of idempotents. In view of the analogy between the theories of trans-
formations of finite sets and linear transformations of finite dimensional vector spaces, Howie's
theorem suggests a corresponding result for matrices. The purpose of this note is to prove
such a result.

THEOREM. Every singular square matrix can be written as a product ofidempotent matrices.

Proof. If E is an idempotent matrix and P is non-singular, then P ~ 1EP is also idempotent
and hence it is sufficient to prove that every singular matrix is similar to a product of idem-
potents. Two separate proofs of this are given. The first is an induction proof for matrices
that are similar to triangular matrices and hence holds in general only for matrices over an
algebraically closed field. For a proof valid for matrices over any field an explicit construction
is given in II. It is clear that II is sufficient to establish the result but as it relies on the
" rational canonical form " and as I is so simple, it is of interest to include both proofs.

I. Proof for matrices that are similar to triangular matrices.
We proceed by induction on the order of the matrix, and make the induction hypothesis

that the theorem is valid for such matrices of order n — 1. Suppose that a matrix A is of order n.
As A is singular it is similar to an upper triangular matrix whose first column is zero and so
we may partition this matrix as

° i x I «
.......L.......J........

0 I T \

_ 0 j 0 j A _

where T is of order n—2. If T is singular, so is

T Y

and by the induction hypothesis,
_ 0 X _

1 0 0

0 T Y

0 0 A

https://doi.org/10.1017/S0017089500000173 Published online by Cambridge University Press

https://doi.org/10.1017/S0017089500000173


ON PRODUCTS OF IDEMPOTENT MATRICES

can be written as a product of idempotents. But
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and the postmultiplying matrix is idempotent. So it is sufficient to consider the case when
T is non-singular.

LetZ = XT'1, and let
B = •o

0

0

X

T

0

0"

0

1

Then by the induction hypothesis B can be written as a product of idempotents. We now
have two cases.

(i) Z y = a. Let
Z 01

0

1 - Z 1

F = '0 Z A + a'

o / y

0 0 0

Then a direct calculation shows that E and F are idempotents and, using X = ZT, that

EFB = A.

00 Let

£ = 1 0 0"

0 7 0

_ —A/fe (X/k)Z 0

"1

0

0

0

/

0

a"

y

0.

Again E and F are idempotents and

EFB = A.
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For the order 2 case, we have

TO a

if a 4= 0 and

I on ri an ro 01
/X oj [O oj [O IJ

ro oi = ro on ri n ro on;
[o AJ |_I iJ [p oj |_o iJ

so the theorem is valid for matrices of order 2.
The result follows.

II. Proof for the general case.
It is well known (see for example [2], Section III), that any matrix is similar to a matrix

of the form
A = diag{CuC2,...,Ck},

where Ct is a square matrix of order ns of the form

TO 1 0 ... 0-

0 0 1 ... 0

0 0 0

As A is singular, we can arrange that Ck is singular and then ak = 0. Note that if «( = 1,
C; reduces to [a,]. This reduction can be carried out over any field.

Let Eo be the matrix
TO 0

and, for 1 £ / ^ n - 1 , let £,• be
•Il-l

0

.0

0

1 1
0 0

0

0

0

where /, denotes the identity matrix of order t. Then premultiplication of any matrix by E,
adds the (/+l)th row to the /th row and reduces the (/+l)th row to zero. Et is clearly
idempotent. Let

A' = £„_!£„_ 2 . . .£ i£ 0 -
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Then it is easily seen that

0 1 0 ... 0'

0 0 1 ... 0

0 0 0 ... 0

0 0 0 ... 1

Lfl 0 0 ... 0J
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For / ^ k, let r, = £ n} and, for i < k, let

F,=

1 0 0

0 1 . . . 0

0 0 . . . 1 0 !

fli bt ... z( 0 |

• iL 0 | 0

Then a calculation shows that, for each i, Ff is idempotent and that, if

B = NF1F2...Fk_1,

then B coincides with A except in the last row, the last row of B being zero.
Now let

G = ru \ o
| 1 0 0 ... 0 0

I o i o ... o o

I o o o ... i o
I bk ck dk ... z t 0 J

Then, since ak = 0, GB = A and G is an idempotent. Therefore A is the product

and the theorem is proved.
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