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Abstract Spectral and dynamical properties of some one-dimensional continuous Schrödinger and Dirac
operators with a class of sparse potentials (which take non-zero values only at some sparse and suitably
randomly distributed positions) are studied. By adapting and extending to the continuous setting some of
the techniques developed for the corresponding discrete operator cases, the Hausdorff dimension of their
spectral measures and lower dynamical bounds for transport exponents are determined. Furthermore,
it is found that the condition for the spectral Hausdorff dimension to be positive is the same for the
existence of a singular continuous spectrum.
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1. Introduction

Despite the numerous works on and notorious advances in the understanding of the spec-
tral and dynamical properties of discrete (tight-binding) Schrödinger and Dirac operators
with sparse potentials (see, for example, [1,2,5,11,14,16,22,29,33]), there is a lack of
examples of continuous operators for which it is possible to extend these results. In this
work, we propose some examples of sparse continuous Schrödinger and Dirac operators
for which we can actually extend the powerful tools developed in some of the mentioned
works, and so determine a number of their spectral and dynamical properties.

Sparse operators have been widely used in the last few years due to the possibility of
rather detailed spectral and dynamical analysis (there are, in some cases, exact results for
the Hausdorff dimension of the spectral measure; see [1,2,33]). By sparse operators we
mean those with zero potential except in the neighbourhood of specific points such that
the distances between consecutive bumps are rapidly increasing. We will give a precise
definition of the concept later in the text (see [19] for a brief discussion and a collection
of results).
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We deal essentially with two one-dimensional models: the Schrödinger continuous oper-
ator

(HSψ)(x) = −(∆ψ)(x) + (V ψ)(x) = −ψ′′(x) + V (x)ψ(x), (1.1)

acting in L2(R+, C), where V (x) is the potential given by a real bounded function, and
which satisfies the boundary condition

ψ(0) cos φ − ψ′(0) sinφ = 0, (1.2)

with φ ∈ [0, π); and the Dirac continuous operator

(HDΨ)(x) =

(
V1(x) + mc2 −c d/dx

c d/dx V2(x) − mc2

)
Ψ(x), (1.3)

acting in L2(R+
0 , C2), where c > 0 represents the speed of light, m � 0 is the inertial mass

of the particle (which can take the value m = 0, an important difference with respect to
non-relativistic models), and V1(x), V2(x) are some real bounded functions. We assume
that (1.3) satisfies the boundary condition

ψ2(0) cos φ − ψ1(0) sinφ = 0, (1.4)

with φ ∈ [0, π), ψ1(x) and ψ2(x) the components of the ‘spinorial’ wave function

Ψ(x) =

(
ψ1(x)
ψ2(x)

)
,

which are associated, respectively, with positive and negative energy values (see, for
example, [31]). Since V , V1 and V2 are bounded potentials, HS and HD are self-adjoint
operators, with the domain given by the domain of the free cases (i.e. null potentials).

In two previous works, some lower bounds for the dynamics generated by the discrete
counterpart of HD [24], as well as several of its spectral properties [1] have been obtained.
In the present work, we extend our analysis to the operators defined by (1.1) and (1.3),
subject to randomly sparse perturbations composed of infinitely many compact ‘bumps’,
such that the distances between two consecutive bumps are rapidly growing. So, this
article is to be considered a natural continuation of [1] and [24].

It is possible, in principle, to deal with bumps of distinct sizes, which grow, diminish
or remain constant. Some randomness in the distribution of the position of the bumps,
following an idea in [33] in the discrete case, will play a decisive role in the determination
of the exact Hausdorff dimension of the spectral measure and of the lower bounds of the
dynamical exponents. We consider a set {aj}j�1 of a rapidly increasing sequence of real
numbers, such that V (x) = 0 if x /∈ [aj , aj + 1], j ∈ N, and non-zero elsewhere; see later
sections for precise statements.

By considering some sparse potentials, in [1] several techniques and ideas from [14,
22, 33] (see also [2, 3]), in the context of discrete Schrödinger operators, were applied
to a discrete counterpart of the Dirac operator (1.3), and a transition between purely
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point and singular continuous spectra was also found, and the Hausdorff dimension was
determined.

To the best of our knowledge, there are no similar results for the important continuous
case, either for Schrödinger or for Dirac continuous operators (see [13, 28] for other
examples of sparse continuous Schrödinger operators). Thus, it is the aim of this work to
apply and extend to the operators (1.1) and (1.3), with suitably chosen potentials, the
main tools and results we have just mentioned; this will give us a precise estimate of the
norm of transfer matrices, a powerful tool in the determination of some dynamical lower
bounds of the transport exponents (according to [11,24]; see § 4 for details).

We emphasize that it is precisely such a choice of the potentials, as well as the proposed
parametrization of the eigenfunctions to (2.2) and (3.2), that will enable us to apply our
strategy. More specifically, we deal with potentials of the form

V (x) =
∞∑

j=1

vχ[aω
j ,aω

j +1](x), (1.5)

where 0 �= v ∈ R, χI(x) is the characteristic function of the interval I and A = (aω
j )j�1 is

a random sequence of real numbers of the form aω
j = aj + ωj such that the sequence (aj)

satisfies

aj − aj−1 � 1, j = 2, 3, . . . ,

and

lim
j→∞

aj+1

aj
= β,

with β a real number greater than 1; ω = (ω1, ω2, . . . ) represents a sequence of inde-
pendent random variables defined on a probability space (Ξ, B, ν), with ωj uniformly
distributed over the finite set {0, 1, . . . , [jη]}, for all j, with η an arbitrary (nevertheless
fixed) positive real number ([x] = max{k ∈ Z : k � x} is the integral part of x ∈ R).

In order to simplify our analysis, we restrict the separation between barriers by the
identity

aj − aj−1 = βj , j = 2, 3, . . . , (1.6)

with a1 + 1 = β, and fix β > β∗(η) (see Remark 1.1). Condition (1.6) with β > β∗(η)
guarantees that each bump is placed at an interval of unitary size (this is just another
convenience which could be removed) such that no two bumps overlap, since, in addi-
tion to the power-law randomness, the distance between (average) consecutive non-zero
potential positions grows exponentially.

Remark 1.1. Given η > 0, in order to avoid overlapping bumps, we must guarantee
that β satisfies

βj > 1 + [j − 1]η

for every j � 2. Since (j − 1)η � [j − 1]η � 1, we replace the inequality above by

βj > 2(j − 1)η,
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which provides

lnβ > fη(j) :=
ln 2
j

+ η
ln(j − 1)

j
.

Now, transforming j into the real variable y, with y � 2, by using the derivative of fη(y)
it is easy to see that fη(y) takes its maximum at y∗ = y∗(η), which is implicitly given by
the unique solution to

η =
y∗ − 1

y∗ − (y∗ − 1) ln(y∗ − 1)
ln 2.

Hence, if β > β∗(η) := exp fη(y∗), there is no overlap of the bumps. We note that
such a lower bound β∗(η) is not optimal; for instance, for η = 1, by using a slightly
different argument we have explicitly obtained that there is no overlap of the bumps for
β > e1/e ≈ 1.445, whereas we have numerically found that β∗(1) ≈ 1.589.

Another feature here is that, in the Dirac case, the values of v may be distinct for the
potentials V1(x) and V2(x); physically, this means that the particle and the antiparticle
are subject to different fields, or react differently to the same field. Now we fix some
notation.

Definition 1.2. By HS(v, φ), we denote the continuous Schrödinger operator (1.1)
acting in L2(R+, C), with potential V (x) satisfying (1.5), (1.6), subject to the phase
boundary condition (1.2) at x = 0.

Definition 1.3. By HD(v1, v2, φ), we denote the continuous Dirac operator (1.3) act-
ing in L2(R+, C2), with potentials V1(x), V2(x) satisfying (1.5), (1.6) (with v = vi ∈ R,
i = 1, 2, in (1.5)), subject to the phase boundary condition (1.4) at x = 0.

By taking into account some cited works and the results discussed in the following
sections, we would like to point out the following major differences between the considered
sparse continuous and discrete operators (in both Schrödinger and Dirac settings):

• the existence of several transition points between singular continuous and dense
purely point spectra in the continuous operator cases, but only one transition point
in the discrete ones;

• the presence of ‘critical energies’ (i.e. values of energy where the norms of the trans-
fer matrices are bounded, leading to a ballistic transport) for continuous operators,
in contrast to the absence of this phenomenon for discrete operators.

The paper has the following structure. In § 2, we describe some spectral properties of
HS(v, φ), such as its essential spectrum, the definition of the spectral measure and its
classification according to Hausdorff measures. In § 3, we repeat the analysis developed
for the Schrödinger operator in § 2 for the continuous Dirac operator HD(v1, v2, φ). In § 4,
we present some lower bounds to the transport exponents, obtained by combining results
of the previous sections with the techniques developed in [11].
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2. Spectral properties of HS(v, φ)

In this section, we discuss the spectral properties of the Schrödinger operator HS(v, φ).
In order to accomplish our task, it will be important to adapt results of [14] to the
continuous scenario.

2.1. Essential spectrum

We begin with a characterization of the essential spectrum of HS(v, φ) through a
theorem due to Klaus [6, Theorem 3.13], which we reproduce in Theorem 2.1, and whose
proof reduces to a direct extension of it.

Theorem 2.1. Let HS(v, φ) be the Schrödinger operator in Definition 1.2 and let

H ′
S(0, φ) = HS(0, φ) + vχ[0,1], (2.1)

where (χ[0,1]ψ)(x) = χ[0,1](x)ψ(x) for any ψ ∈ L2(R+, C). Then,

σess(HS(v, φ)) = σ(H ′
S(0, φ)).

If there exist negative eigenvalues of H ′
S(0, φ), they necessarily are isolated points of

σess(HS(v, φ)); hence, they cannot belong to the continuous spectrum of HS(v, φ), or
be eigenvalues of infinite multiplicity (since we have a unidimensional problem), being
therefore accumulation points of the discrete spectrum of HS(v, φ).

To determine the essential spectrum of H ′
S(0, φ), we need the following.

Proposition 2.2. Let H ′
S(0, φ) be the operator defined by (2.1). Then, its essential

spectrum is absolutely continuous, with σess(H ′
S(0, φ)) = R+.

Given the necessity of some tools that will not be presented until later subsections, we
have moved the proof of Proposition 2.2 to Appendix A.

It follows, by Theorem 2.1 and Proposition 2.2, that the spectrum of HS(v, φ) is the
union of the interval R+ = σess(HS(0, φ)) with the possible addition of a finite number
of isolated points (note that if v � 0, these points are necessarily contained in R+).

2.2. Transfer matrix and Prüfer-type variables

In order to determine the spectral nature of the operator HS(v, φ), we study the exact
asymptotic behaviour of the solutions of the Schrödinger eigenvalue equation

HS(v, φ)ψ(x) = Eψ(x), (2.2)

with E ∈ R. This is an important step in our approach; it is here that the concepts
of transfer matrix and Prüfer variables play a fundamental role. What follows is an
adaptation of the material presented in [22, §§ 3 and 4] to our continuous setting.

Let uD(x, E) and uN(x, E) be the solutions to (2.2) with initial conditions

uD(0) = 0, u′
D(0) = 1,

uN(0) = 1, u′
N(0) = 0,

}
(2.3)

which satisfy the Dirichlet and Neumann boundary conditions, respectively.
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For arbitrary x, y ∈ R+ and E ∈ C, the transfer matrix is the unique 2 × 2 matrix
T (x, y; E) such that

T (x, y; E)

(
ψ(y)
ψ′(y)

)
=

(
ψ(x)
ψ′(x)

)
(2.4)

for every solution ψ of (2.2). In fact, we can represent T (x, y; E) in terms of the solutions
to (2.2) subject to the initial conditions (2.3):

T (x, y; E) =

(
uN(x) uD(x)
u′

N(x) u′
D(x)

)
.

Simon and Last showed in [20] that it is possible to determine the minimal supports
(see [12] for a definition) of the spectral measure from the asymptotic behaviour of the
norm of the matrix T (x, 0; E), which is directly related to the asymptotic behaviour of
the solutions to (2.2). This is not, in general, an easy task. We will, nevertheless, make
use of our very special potential V (x), combined with the sparsity condition (1.6), to
decompose T (x, 0; E) into the product of two types of matrices: a ‘perturbed’ matrix

Tv(E) := T (x, x − 1; E) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎛
⎝ cos α

sin α

α
−α sin α cos α

⎞
⎠ , E > v,

(
1 1

0 1

)
, E = v,

⎛
⎝ cosh α

sinhα

α
α sinhα cosh α

⎞
⎠ , 0 � E < v,

(2.5)

with α :=
√

|E − v|, which occurs for x − 1 = aω
j ∈ A, j ∈ N, and the so-called ‘free’

matrix

T0(x − y; E) := T (x, y; E) =

⎛
⎝ cos k(x − y)

sin k(x − y)
k

−k sin k(x − y) cos k(x − y)

⎞
⎠ ,

occurring elsewhere, with k :=
√

E.
Thus, we write that

T (x, 0; E) = T (x, aω
N + 1; E)T (aω

N + 1, aω
N; E)T (aω

N, aω
N−1 + 1; E)

· · ·T (aω
1 + 1, aω

1 ; E)T (aω
1 , 0; E)

= T0(x − aω
N − 1; E)Tv(E)T0(aω

N − aω
N−1 − 1; E) · · ·Tv(E)T0(aω

1 ; E), (2.6)

where aω
N + 1 � x < aω

N+1 for some N ∈ N.
Let E = k2, with k ∈ R+, be a parametrization of the continuous part of the essential

spectrum of HS(v, φ) (see Theorem 2.1). Now note that, for such energies, the free matrix
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T0(x − y; E) is similar to a purely clockwise rotation R((x − y)k), that is,

UT0(x − y; E)U−1 =

(
cos(x − y)k sin(x − y)k

− sin(x − y)k cos(x − y)k

)

=: R((x − y)k), (2.7)

with

U :=

√
1 + k2

2k

(
k 0
0 1

)
.

Since the product of rotation matrices is also a rotation, we obtain

UT (x, 0; E)U−1 = R((x − aω
N )k)P (E)R((aω

N − aω
N−1 − 1)k) · · ·P (E)R((aω

1 )k) (2.8)

as the conjugation of (2.6) by U−1 for every x ∈ R+ and ωj ∈ {0, 1, 2, . . . , jη}, j � 1;
P (E) is defined by

P (E) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎛
⎝ cos α

k

α
sin α

−α

k
sin α cos α

⎞
⎠ , E > v,

(
1 k

0 1

)
, E = v,

⎛
⎜⎝ cosh α

k

α
sinhα

α

k
sinhα cosh α

⎞
⎟⎠ , 0 � E < v.

(2.9)

The next step is crucial in our analysis. Given the sparse structure of the potential
and the relation (2.8), some results of [22] inspired us to consider the following change
of variables. Given the vectors

vT
n = (Rn−1 cos θω

n , Rn−1 sin θω
n), ṽT

n = (Rn cos θ̃ω
n , Rn sin θ̃ω

n), (2.10)

the Prüfer-type variables (Rn, θω
n)n�0 satisfy a recurrence relation induced by

vn = R((aω
n − aω

n−1 − 1)k)ṽn−1 (2.11)

and

ṽn = P (E)vn, (2.12)

with v1 = R(aω
1 k)ṽ0,

ṽ0(θ0) = R0

(
cos θ0

sin θ0

)
= U

(
cos φ

sin φ

)
=

√
1 + k2

2k

(
k cos φ

sin φ

)
,

R2
0 =

1 + k2

2k
(k2 cos2 φ + sin2 φ).
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Thus, if ψt(x) = (ψ(x), ψ′(x)) represents a solution to (2.2) satisfying the initial con-
ditions ut(0) = (cos φ, sin φ), then

ṽn = Rn

(
cos θ̃ω

n

sin θ̃ω
n

)
=

√
1 + k2

2k

(
kψ((aω

n + 1)x)
ψ′((aω

n + 1)x)

)
= Uψ((aω

n + 1)x).

Remark 2.3.

(1) The variables defined in (2.10) are a slight variation of the definition of the
Eggarter–Figotin–Gredeskul–Pastur (EFGP) transform, introduced in [15], for the
solutions to the discrete Schrödinger equation. Note that we do not make use of the
continuous version of these variables; this is, in fact, an advantage of the choice of
potential made here. It is also worth noting that this definition of Prüfer variables,
proposed by Marchetti et al . [22], is based on the fact that the radius remains
constant after the interaction with the free transfer matrix, the only effect of which
is to displace the angle by a factor k. In sparse models like the one considered here,
most of the interactions produce exactly this kind of effect.

(2) Namely, this effect is reproduced by recurrence relation (2.11), which relates θω
n

and θ̃ω
n−1 (which can be viewed as an auxiliary parameter) by the formula

θω
n = θ̃ω

n−1 − (aω
n − aω

n−1 − 1)k.

Equation (2.12), on the other hand, takes into account the effect of the interaction
with the ‘perturbed’ transfer matrix, which affects both Prüfer radius and angle.
Thus, the composition of (2.11) and (2.12) provides, after some manipulations, the
recurrent relations (2.13) and (2.15).

These tools, adapted from the discrete operator setting, will give us conditions to
determine the exact asymptotic behaviour of the solutions to (2.2), as we will see.

By the equivalence of norms, the growth of T (x, 0; E) may be controlled by the par-
ticular norm

‖UT (x, 0; E)U−1v(0)‖2 = ‖UT (aω
N + 1, 0; E)U−1v(0)‖2 = R2

N ,

where the equality holds for any normalized vector vt(0) = (cos θ0, sin θ0) and for each
x ∈ R+ such that aω

N + 1 � x < aω
N+1. Thus, from (2.9), (2.11) and (2.12), R2

N can be
written as

(RN)2 = (R0)2
N∏

n=1

(
Rn

Rn−1

)2

= (R0)2
(

exp
{

1
N

N∑
n=1

ln f(θω
n , E)

})N

, (2.13)

with

f(θω, E) := a(E) + b(E) cos 2θω + c(E) sin 2θω, (2.14)
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where

a(E) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

1 +
(k2 − α2)2

2α2k2 sin2 α if E > v,

1 +
(k2 − α2)2

2α2k2 sinh2 α if 0 � E < v,

1 + k2/2 if E = v,

b(E) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

(α4 − k4)
2α2k2 sin2 α if E > v,

(α4 − k4)
2α2k2 sinh2 α if 0 � E < v,

−k2/2 if E = v,

c(E) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

(k2 − α2)
αk

sin α cos α if E > v,

(k2 + α2)
αk

sinhα cosh α if 0 � E < v,

k if E = v.

The Prüfer angles (θω
n)n�1 are obtained recursively by

θω
n = arctan

(
A + B tan θω

n−1

C + D tan θω
n−1

)
− (βn + ωn − ωn−1 − 1)k (2.15)

for n > 1, with θω
1 given by θω

1 = θ0 − (a1 + ω1)k; here,

A(E) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

α

k
tanhα if 0 � E < v,

α

k
tanα if E > v,

0 if E = v,

B(E) = C(E) = 1 for every E ∈ R+ and

D(E) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

k

α
tanhα if 0 � E < v,

k

α
tanα if E > v,

k if E = v.

Hence, determination of the exact asymptotic behaviour of the sequence (Rn(θ0))n�1

involves an estimate of the Birkhoff-like sum

1
N

N∑
n=1

ln f(θω
n , E) (2.16)
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for N large, which, on the other hand, depends on the distribution properties of the
sequence (θω

n)n�1 of the Prüfer angles. This is exactly the same problem present in [1,
3,22]. By using the ergodic theorem (see [17, Theorem 1.1]), we may substitute, in the
asymptotic limit N → ∞, the average (2.16) by the integral

1
π

∫ π

0
ln f(θ, E) dθ,

in the case where (θω
n)n�1 is uniformly distributed modulo π (u. d. mod π), and ln f(θ, E),

with f(θ, E) given by (2.14), is a periodic Riemann integrable function of period π. Recall
that a sequence is u. d. mod π if it is equally distributed, in fractional portions, over half-
open subintervals of [0, π); see [17, Chapter 1] for a detailed discussion.

Using again the arguments presented in [1,22] (see, in particular, [22, § 4]), one may
prove the following.

Lemma 2.4. The function h(θ) := ln f(θ, E) is a periodic Riemann integrable function
of period π, the average of which is given by

1
π

∫ π

0
h(θ) dθ = ln r(v, E),

where

r(v, E) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

1 +
v2

4E(v − E)
sinh2 √

v − E, 0 � E < v,

1 +
v

4
, E = v,

1 +
v2

4E(E − v)
sin2

√
E − v, E > v.

(2.17)

Under the hypothesis of uniform distribution modulo π of (θω
n)n�1, Lemma 2.4 and [17,

Theorem 1.1] provide a precise estimate for the asymptotic limit of (2.16). Through a
direct adaptation of [1, Lemma 3.4], one may prove the following.

Lemma 2.5. Let (Rn(θ0))n�1 be the sequence of the Prüfer radii that satisfy the initial
conditions ψt(0) = (cos ϑ, sin ϑ). Suppose there exists a set A ⊂ R+ of null Lebesgue
measure such that the sequence (θω

n)n�1 of the Prüfer angles is u. d. mod π for k ∈ R+\A.
Then,

C−1
N rN � (RN (θ0))2 � CNrN ,

where CN is a real number such that CN > 1 and limN→∞ C
1/N
N = (R0)2, with r given

by (2.17).

The problem regarding the uniform distribution of the sequence (θω
n)n�1 is solved by

the following.

Theorem 2.6. The sequence of Prüfer angles (θω
n)n�1, defined by (2.15), is u. d. mod π

for all k ∈ R+ \ Qπ and all ω ∈ Ξ, apart from a set with null ν measure.
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Proof. The proof is exactly the same as that of [3, Theorem 3.2]. �

Remark 2.7. It is our choice of potential and change of variables that gives us the
dynamical system (2.15), which is much more tractable than an analogous one obtained
from the continuous EFGP transform defined by Kiselev et al . (see [15, § 1]), which is
defined by a transcendental recurrence relation.

2.3. Spectral measure and subordinacy

As is well known, associated with any self-adjoint operator there exists a monotonically
increasing spectral function ρ(E) such that its spectrum corresponds to the complement
of the set of points λ ∈ R, where ρ(E) is constant in a neighbourhood of λ. Directly
related to this spectral function is the so-called Weyl–Titchmarsh coefficient, denoted by
m(z), defined and analytic in C \ σ (σ represents the spectrum of the operator), and
Herglotz, which means that m(z) has positive imaginary part in the upper half-plane
(the set of complex numbers z such that Im z > 0).

In fact, in our setting m(z) can be introduced in such a way that

χ(x, z) = −u2(x, z) + m(z)u1(x, z) ∈ L2(R+, C), (2.18)

where u1(x, z) and u2(x, z) are the solutions to (2.2) (with z replacing E) which satisfy
the boundary conditions

u1(0) = sinφ, u′
1(0) = cos φ,

u2(0) = cos φ, u′
2(0) = − sin φ.

}
(2.19)

It is possible to show that the spectral function ρ(E) and m(z) are related by

ρ(λ2) − ρ(λ1) = lim
ε↓0

1
π

∫ λ2

λ1

Im m(E + iε) dE

for all λ1, λ2 ∈ R, which are points of continuity of ρ(E) (see [4, Chapter 9]). Thus, the
boundary behaviour of m(z) in the vicinity of the real line can be used to determine
the spectral types of the related operator (via the de la Vallée-Poussin and Lebesgue–
Radon–Nikodým theorems; see [12, § 2]).

The main contribution obtained by the Gilbert and Pearson theory of subordinacy [12]
is precisely the connection between this boundary behaviour of m(z) and the asymptotic
behaviour of the solutions to (2.2). However, we will adapt the results of Jitomirskaya
and Last [14] (only detailed for discrete Schrödinger operators), based on an extension of
the theory of subordinacy, in order to classify the singular continuous spectrum according
to the local Hausdorff dimension of the spectral measure ρ(E).

We now recall some useful definitions. A good description is found in [18]; for a more
general approach and applications besides spectral theory, see [10,25]. Given a Borel set
S ⊂ R and α ∈ [0, 1], consider the number

Qα,δ(S) = inf
{ ∞∑

ν=1

|bν |α : |bν | < δ; S ⊂
∞⋃

ν=1

bν

}
, (2.20)
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with the infimum taken over all covers by intervals of size at most δ. The limit

hα(S) = lim
δ↓0

Qα,δ(S) (2.21)

is called the α-dimensional Hausdorff (outer) measure. For β < α < γ,

δα−γQγ,δ(S) � Qα,δ(S) � δα−βQβ,δ(S)

holds for any δ > 0 and S ⊂ R. So, if hα(S) < ∞, then hγ(S) = 0 for γ > α; if hα(S) > 0,
then hβ(S) = ∞ for β < α. Thus, for every Borel set S, there is a unique αS such that
hα(S) = 0 if α > αS and hα(S) = ∞ if αS < α. The number αS is called the Hausdorff
dimension of the set S.

We also recall the notions of continuity and singularity of a measure with respect to
the Hausdorff measure. Given α ∈ [0, 1], a measure µ is called α-continuous if µ(S) = 0
for every set S with hα(S) = 0; it is called α-singular if it is supported on some set S

with hα(S) = 0.
Another useful concept is the so-called exact dimension of a measure, taken from [26].

Definition 2.8. A Borel measure µ in R is said to be of exact dimension α, for
α ∈ [0, 1], if the following requirements hold.

(1) For every β ∈ [0, 1], with β < α and S a set of dimension β, µ(S) = 0 (which means
that µ(S) gives zero weight to any set S with hα(S) = 0).

(2) There exists a set S0 of dimension α, which supports µ in the sense that
µ(R \ S0) = 0.

Remark 2.9. There is an equivalent formulation of Definition 2.8; a measure µ is said
to have exact dimension α if, for every ε > 0, it is simultaneously (α − ε)-continuous and
(α + ε)-singular. This is the definition of exact dimension used in this work.

Definition 2.10. A solution ψ to (2.2) is said to be subordinate if

lim
l→∞

‖ψ‖l

‖Φ‖l
= 0

holds for any linearly independent solution Φ to (2.2), where ‖·‖l denotes the L2(R+, C)-
norm at the length l ∈ R+, i.e.

‖ψ‖2
l :=

∫ l

0
|ψ(x)|2 dx.

Following [14], for any given ε > 0, introduce the length l(ε) ∈ (0,∞) by the equality

‖u1‖l(ε)‖u2‖l(ε) =
1
2ε

(2.22)

(see [14, (1.12)]), where u1 and u2 are the solutions to (2.2) that satisfy the initial
conditions (2.19).
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Recall that the Wronskian of two functions ϕ, ψ : R+ → C is given by W [ϕ, ψ](x) =
(ϕ(x)ψ̄′(x) − ϕ′(x)ψ̄(x)). It follows by Green’s identity (see [4, Chapter 9]) that

∫ N

0
(ψ̄(x)(HS(v, φ)ϕ)(x) − (HS(v, φ)ψ)(x)φ(x)) dx = W [ϕ, ψ](N) − W [ϕ, ψ](0) = 0,

i.e. the Wronskian of the solutions {ϕ, ψ} to (2.2) is constant. We observe that we are
in the limit-point case and so there is just one (normalized) solution in L2(R+, C); this
implies that the left-hand side of (2.22) is a monotone increasing function of l, which
vanishes at l = 0 and diverges as l → ∞. On the other hand, the right-hand side of (2.22)
is a monotone decreasing function of ε, which diverges as ε → 0. It is then concluded
that the function l(ε) is a well-defined monotone increasing and continuous function of ε

that diverges as ε → 0.
What follows are versions of the Jitomirskaya–Last inequalities (see [14, Theorem 1.1])

for continuous Schrödinger operators.

Theorem 2.11. Let HS be the Schrödinger operator (1.1) with the boundary condi-
tion (1.2). Then, given ε > 0, one has that

5 −
√

24
m(E + iε)

�
‖u1‖l(ε)

‖u2‖l(ε)
� 5 +

√
24

m(E + iε)
.

Proof. The proof is a direct application of the arguments presented in [14, § 3],
together with the variation of parameters formula (see [4, Chapter 3])

χ(x, z) = −u2(x, E) + m(z)u1(x, E) + iεu2(x, E)
∫ x

0
u1(t, E)χ(t, z) dt

− iεu1(x, E)
∫ x

0
u2(t, E)χ(t, z) dt

and the well-known identity

Im m(z) = ε

∫ ∞

0
|χ(x, z)|2 dx

(see [4, Chapter 9] for a proof), where χ(x, z) represents the unique (up to multiple
constants) L2(R+, C) solution to (2.2). �

Theorem 1.2 in [14] and its corollaries also hold true here, as direct consequences of
Theorem 2.11; if ρ is the spectral measure of HS, then, with b = α/(2 − α),

Dα
ρ (E) := lim sup

ε↓0

ρ((E − ε, E + ε))
(2ε)α

= ∞ (2.23)

if and only if

lim inf
l→∞

‖u1‖l

‖u2‖b
l

= 0, (2.24)
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where Dα
ρ (E) represents the α-upper derivative of ρ at E (see [18,25] for detailed dis-

cussions of this definition).
All the remarks made in [18] with respect to the generalized eigenfunction u1 are

equally valid and, combined with [14, Theorem 1.2] and the constancy of the Wronskian,
lead to some results regarding continuity properties of the spectral measure with respect
to Hausdorff measures.

Before we proceed, we need the following.

Lemma 2.12. Let u1 and u2 be the solutions to (2.2) that satisfy the boundary
conditions (2.19). Then, there exists a real number c > 0, which depends on only E and
v, such that

‖u1‖l+3‖u2‖l+3 � cl.

Proof. It follows from the Wronskian constancy that

W [u2, ū1](x) = (u2(x)u′
1(x) − u′

2(x)u1(x))

= W [u2, ū1](0)

= cos2 φ + sin2 φ

= 1

for every x ∈ R+. Thus,

l =
∫ l

0
W [u2, ū1](x) dx

=

∣∣∣∣∣
〈(

u2

u′
2

)
,

(
u′

1

−u1

)〉
l

∣∣∣∣∣
�

∥∥∥∥∥
(

u2

u′
2

)∥∥∥∥∥
l

∥∥∥∥∥
(

u′
1

−u1

)∥∥∥∥∥
l

=
( ∫ l

0
|u2(x)|2 dx +

∫ l

0
|u′

2(x)|2 dx

)1/2( ∫ l

0
|u1(x)|2 dx +

∫ l

0
|u′

1(x)|2 dx

)1/2

by an application of the Cauchy–Schwarz inequality. Now we use [7, Lemma 2.4]. Since

sup
t∈R+

∫ t+1

t

|V (x) − E| dx = |v − E| < ∞, (2.25)

we have by [7, Lemma 2.4] that

‖u1‖l+3‖u2‖l+3 � cl,

where c is a constant that depends on only E and v. This concludes the proof of the
lemma. �
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The proofs of parts (a) and (b) of Corollary 2.13 follow the same lines as the proofs
of [14, Corollaries 4.4 and 4.5], respectively.

Corollary 2.13.

(a) Suppose that for some α ∈ [0, 1) and every E in some Borel set F , every solution ψ

to the Schrödinger equation (2.2) obeys

lim sup
l→∞

‖ψ‖2
l

l2−α
< ∞.

Then, the restriction ρ(F ∩ ·) is α-continuous.

(b) Suppose that

lim inf
l→∞

‖u1(E)‖2
l

lα
= 0

is satisfied for every E in some Borel set F . Then, the restriction ρ(F ∩ ·) is
α-singular.

We will, nevertheless, rewrite Corollary 2.13 (a) in terms of the one-dimensional 2 × 2
transfer matrices T (x, 0; E), following the strategy proposed in [2, Corollary 3.7].

Corollary 2.14. Suppose that, for some α ∈ [0, 1) and every E in some Borel set
A ⊂ R,

lim sup
l→∞

1
l2−α

∫ l

0
‖T (x, 0; E)‖2 dx < ∞, (2.26)

with ‖ · ‖ some matrix norm. Then, the restriction ρ(A ∩ ·) is α-continuous.

Proof. By choosing θ1 = arctan((cotφ)/k) and θ2 = − arctan((tanφ)/k), it follows
by [15, Theorem 2.1] that there exists a constant C1 such that

‖T (x, 0; E)‖ � C1 max{Rn(θ1), Rn(θ2)}

for all aω
n � x < aω

n+1, where Rn(θ) is the nth Prüfer radius starting from the initial
condition

vθ =

(
cos θ

sin θ

)
;

explicitly, C1 = max(k, 1/k). Since

R2
n(θ1(2)) =

1 + k2

2k
(k2|u1(2)(x)|2 + |u′

1(2)(x)|2),

we obtain the inequality

1 + k2

2k
min(1, k2)[|u1(2)(x)|2 + |u′

1(2)(x)|2] � R2
n(θ1(2)).
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The last step in this proof is given by [7, Lemma 2.4]. From (2.25), we have by the
referred lemma and the considerations above that∫ l

0
‖T (x, 0; E)‖2 dx � C2

∫ l

0
max
i=1,2

{|ui(x, E)|2 + |u′
i(x, E)|2} dx

� C2

l−1∑
j=0

∫ j+1

j

max
i=1,2

{|ui(x, E)|2 + |u′
i(x, E)|2} dx

� (1 + 2|v − E|)C2 max{‖u1(E)‖2
l+3, ‖u2(E)‖2

l+3}, (2.27)

where C2 = 1
2 (1+k2). Hypothesis (2.26), together with (2.27), implies Corollary 2.14. �

Remark 2.15. As remarked in [14], Corollaries 4.4 and 4.5 therein do not, in general,
hold for continuous operators on L2(R+, C). It is, nevertheless, the structure of the
potential (1.5), which satisfies (2.25), that guarantees the applicability of Corollaries 2.13
and 2.14 to our model.

2.4. Hausdorff dimension and spectral transition

This subsection is devoted to the determination of the Hausdorff dimension of the
spectral measure of HS(v, φ) and its spectral types. The next result is a direct adaptation
of [2, Proposition 3.9] and [1, Proposition 4.3] to the continuous Schrödinger operator
HS(v, φ).

Proposition 2.16. Let A = (an)n�1 be given by (1.6), E ∈ R and assume that the
sequence (θω

n)n�1 of Prüfer angles (2.15) is u.d. mod π for every θ0 ∈ [0, π), almost every
(a.e.) k ∈ R+ (with respect to the Lebesgue measure) and almost every ω ∈ Ξ. Then,
there exists a generalized eigenfunction ψ such that

C−1
n rn/2 � Rn(θ0) � Cnrn/2

holds with r given by (2.17) and C
1/n
n ↘ R0(θ0) as n → ∞. In addition, there exists a

subordinate solution φ (with α∗-phase boundary condition) for energy E such that, for
all sufficiently large n, the Prüfer radius associated with φ satisfies

|Rn(α∗)| � C̃nr−n/2,

with C̃
1/n
n ↘ R0(α∗) as n → ∞.

Now we state and prove one of our main results. Recall that HS(v, φ) was introduced
in Definition 1.2.

Theorem 2.17. Let ρ be the spectral measure of HS(v, φ). Given a closed interval
of energies L ⊂ R+, for almost every φ ∈ [0, π) and almost every ω ∈ Ξ, the spectral
measure ρ restricted to L has Hausdorff dimension

hρ(E) = max
{

0, 1 − ln r

lnβ

}
, (2.28)

with r = r(v, E) given by (2.17).
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Proof. Despite the proof being similar to the arguments present in the proofs of [2,
Theorem 3.11] and [1, Theorem 1.4], we present it for the readers’ sake.

Theorem 2.6 implies that the sequence (θω
n)n�0 of Prüfer angles is u. d. mod π for

every θ0 ∈ [0, π), every E ∈ L′ := L \ (Qπ)2 and almost every ω ∈ Ξ. We obtain from
Proposition 2.16 the estimates

‖T (x, 0; E)‖ � Cnrn/2 � C ′
naγ/2

n � C ′′
nxγ/2, (2.29)

which hold for every E ∈ L′ and every aω
n � x < aω

n+1, with γ := ln r/ lnβ, C ′′
n > 0 and

limn→∞(C ′′
n)1/n < ∞.

It follows by the constancy of ‖T (x, 0; E)‖ on [aω
n + 1, aω

n+1] that

∫ l

0
‖T (x, 0; E)‖2 dx � cl1+γ (2.30)

holds for some c > 0 and every E ∈ L′.
The application of Proposition 2.16 guarantees, for E ∈ L′, the existence of a subor-

dinate solution Φsub such that its sequence of Prüfer radii satisfies the estimate

|Rn(θα∗)| � C ′′′
n a−γ/2

n

for some constant C ′′′
n > 0.

Since every solution to (2.2) has constant modulus on the interval [aω
n + 1, aω

n+1], we
have that

‖Φsub‖2
l � c′l1−γ (2.31)

for some c′ > 0.
Now we use the subordinacy theory. Being the restriction of the measure ρ to R+

supported on the set of those E for which Φsub satisfies the boundary condition φ (due
to the fact that ρ has no absolutely continuous part; see [12, Theorem 1]), we have
u1 = Φsub for almost every E ∈ L′ with respect to the Lebesgue measure.

Thus, by (2.30) and (2.31), one has that

lim sup
l→∞

1
l2−α

∫ l

0
‖T (x, 0; E)‖2 dx < ∞

and

lim inf
l→∞

‖u1(E)‖2
l

lα′ = 0,

provided that 2 − α = 1 + γ + ε and α′ = 1 − γ + ε, respectively, where ε is an arbitrary
positive number.

It follows by Corollary 2.14 that the spectral measure ρ is simultaneously (1 − γ − ε)-
continuous and (1 − γ + ε)-singular. Since ε is arbitrary, we have, by Remark 2.9, that
the restriction ρ(I ∩ ·) has exact Hausdorff dimension given by (2.28), where I ≡ L \ A

and A is some set of Lebesgue zero measure.
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Finally, from the theory of rank one perturbations (more specifically, [27, Theo-
rem 8.1]), we know that ρ(A) = 0 holds for almost every φ; therefore, for almost every φ,
the restriction ρ(L ∩ ·) has (2.28) as its Hausdorff dimension. This concludes the proof
of the theorem. �

Remark 2.18. Note that we have assumed that the minimal support of the absolutely
continuous spectrum is an empty set, a result that can be obtained from Theorem 2.19
and that is related to the boundedness of the norm of the transfer matrix ‖T (x, 0; E)‖
(see [20, Theorem 1.1]). In fact, ‖T (x, 0; E)‖ � C < ∞ is satisfied for every x ∈ R+

given that E = v + m2π2, m ∈ Z. However, since the set of energies where this bound-
edness occurs is enumerable, it does not belong to the minimal support of the absolutely
continuous spectrum.

It is interesting to compare the above results obtained for the operator HS(v, φ) and its
discrete counterpart (as studied in [22,33]). Before that, we make some remarks regarding
the spectral types of these kinds of operators. Let Hc

S(v, φ) represent the continuous
Schrödinger operator in Definition 1.2 and denote by Hd

S (v, φ) the discrete Schrödinger
operator

(Hd
Sψ)n = ψn+1 + ψn−1 + Vnψn

acting on l2(Z+, C), where the sequence Vn is defined, in analogy to (1.5), as

Vn =

{
v, n = aω

j ∈ A,

0, n /∈ A,
(2.32)

and which satisfies the boundary condition

ψ−1 cos φ − ψ0 sin φ = 0,

with φ ∈ [0, π); the set A is defined by (1.6).
Let σ

c(d)
ess denote the essential spectrum of the continuous (discrete) operator, β the

sparsity parameter and r(E) the asymptotic behaviour of the norm ‖T (x, 0; E)‖ (given
by (2.17) for Hc

S(v, φ) and by 1 + (v2/4(E2 − 4)) for Hc
S(v, φ); see [33]). In both cases,

we can affirm the following.

Theorem 2.19. Write

Ic(d) := {E ∈ σc(d)
ess \ Ac(d) : r < β},

with Ac(d) some set of Lebesgue zero measure. Then, for ν-a.e. ω ∈ Ξ we have the
following.

(a) The spectrum of H
c(d)
S (v, φ) restricted to the set Ic(d) is purely singular continuous.

(b) The spectrum of H
c(d)
S (v, φ) is purely point when restricted to σ

c(d)
ess \ Ic(d) for

almost every φ ∈ [0, π).
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Proof. The proof is a slight variation on a proof given for [3, Theorem 2.4], based
on the criteria developed by Last and Simon in [20], with some adaptations for sparse
operators; see [3,22] for details. �

The first conclusion drawn from Theorem 2.19 is the absence of the absolutely contin-
uous spectrum for both operators (see [22, § 4] and Remark 2.18).

Theorem 2.19 also shows that there exists a sharp transition between singular contin-
uous and purely point spectra for Hd

S (v, φ). Note from (2.28) that the condition for the
Hausdorff dimension to be positive is the same for the existence of singular continuous
spectrum, i.e. β > r. In fact, the set of energies for which the Hausdorff dimension is
zero coincides with the set where the purely point spectrum is supported.

The above discussion implies, from the expression r(E) = 1 + v2/4(E2 − 4), that the
dense purely point spectrum is located at the boundaries of σ(Hd

S ), whereas the singular
continuous spectrum is located at the centre of this interval. Nonetheless, this may not
be so for Hc

S(v, φ). According to (2.17), given its oscillatory behaviour for E > v, hρ(E)
may vary from 0 to 1 if 1 + v2/4E(E − v) > β and E ranges, for instance, the interval
[v+(n+1/2)2π2, v+(n+3/2)2π2] for some integer n. Hence, in this situation, we may have
several transition points (but never infinitely many, since inevitably 1+v2/4E(E−v) < β,
for E large enough), giving intervals of dense pure point spectrum intertwined with
intervals of singular continuous spectrum.

Note also that limE→∞ hρ(E) = 1, i.e. for large values of energy, the effects of the sparse
perturbation are attenuated. However, we still have a singular continuous spectrum, a
result that suggests the dynamical picture that, despite the fact that a particle with
energy E is able to traverse the ‘barriers’ of small height v (when compared with E) with
high probability, the effects of the infinite number of barriers sum up to the reflection
probability; thus, the particle ‘weakly recurs’ to the origin with probability 1 (see [23,32]
for discussions of these ideas).

3. Spectral properties of HD(v1, v2, φ)

In this section, we reconsider the results discussed in § 2, but for the Dirac operator
HD(v1, v2, φ), according to Definition 1.3. Given the continual techniques and results
from the previous section, we will omit a large part of the details here. Note, however,
that some expressions take a more complicated form in the Dirac case.

3.1. Essential spectrum

Our first step is the determination of the essential spectrum of the free operator
HD(0, 0, φ).

Proposition 3.1. The essential spectrum of the free operator is given by

σess(HD(0, 0, φ)) = (−∞,−mc2] ∪ [mc2, +∞). (3.1)
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Proof. In order to prove this proposition, we determine the exact behaviour of the
function mD(E + iε) as ε ↓ 0; mD(z) is defined in such way that

ξ(x, z) =

(
ξ1(x, z)
ξ2(x, z)

)
= −u(x, z) + mD(z)v(z)

is an L2(R+, C2) solution to the Dirac eigenvalue equation

HD(v1, v2, φ)Ψ = zΨ (3.2)

for some fixed z ∈ C, where u(x, z) and v(x, z) are also solutions satisfying the boundary
conditions

u1(0) = cos φ, u2(0) = sinφ,

v1(0) = sinφ, v2(0) = − cos φ.

}
(3.3)

After some manipulations, it follows by (1.3) that

ψ′′
j (x) +

E2 − m2c4

c2 ψj = 0,

where ψj , j = 1, 2, are the components of the spinor Ψ .
Since mD(z) is uniquely defined, imposing that ξ = −u + mD(z)v is in L2(R+, C2),

we find that
mD(z) = iq(z),

with q(z) =
√

z2 − m2c4/c. Now set

Im mD(E) = lim
ε↓0

Im mD(z), z = E + iε,

and let L(ρ) be the set of all E ∈ R for which this limit exists. It is known (see [30,
Appendix B]) that the minimal supports M, Mac and Ms of ρ, the absolutely continuous
part ρac and the singular part ρs of ρ, with respect to the Lebesgue measure in R, are given
by E ∈ L(ρ) such that 0 < Im mD(E) � ∞, 0 < Im mD(E) < ∞ and ImmD(E) = ∞,
respectively.

Since

lim
ε↓0

Im mD(E + iε) =

⎧⎨
⎩

√
E2 − m2c4

c
if E2 > m2c4,

0 otherwise,

it follows by the above criteria that the essential spectrum of HD(v1, v2, φ) satisfies (3.1).
�

Remark 3.2. Since m � 0, the spectral bands present in (3.1) (which correspond to
the possible states of the particle (E � 0) and the associated antiparticle) are disjoint if
m > 0, and intersect in E = 0 if m = 0. In the last case, σess(HD(0, 0, φ)) = R.

The next result is also obtained by an adaptation of [6, Theorem 3.13].
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Theorem 3.3. Let HD(v1, v2, φ) be the Dirac operator in Definition 1.3 and let

H ′
D(0, 0, φ) = HD(0, 0, φ) + χ[0,1]

(
v1 0
0 v2

)
, (3.4)

where (χ[0,1]ψi)(x) = χ[0,1](x)ψi(x), with ψi(x), i = 1, 2, representing the components of
the spinor Ψ ∈ L2(R+, C2). Then,

σess(HD(v1, v2, φ)) = σ(H ′
D(0, 0, φ)).

The essential spectrum of H ′
D(0, 0, φ) is, on the other hand, determined by the follow-

ing.

Proposition 3.4. Let H ′
D(0, 0, φ) be the operator defined by (3.4). Then, its essential

spectrum is absolutely continuous, with σess(H ′
D(0, 0, φ)) = (−∞,−mc2] ∪ [mc2, +∞).

Proof. The proof of the proposition follows the same steps as the proof of Proposi-
tion 2.2; the details are left for the avid reader. �

By Theorem 3.3, and Proposition 3.4, the essential spectrum of HD(v1, v2, φ) is the
union of the intervals defined in (3.1), with the possible addition of a finite number of
isolated points (note that if |vi| > mc, i = 1, 2, these points are necessarily contained in
the essential support of HD(0, 0, φ)).

3.2. Transfer matrix and Prüfer-type variables

Let uD(x, E) and uN(x, E) be the solutions to (3.2), with

uD
1 (0) = 0, uD

2 (0) = 1,

uN
1 (0) = 1, uN

2 (0) = 0,

}
(3.5)

which satisfy the Dirichlet and Neumann boundary conditions, respectively.
For arbitrary x, y ∈ R+ and E ∈ C, the transfer matrix is the unique 2 × 2 matrix

TD(x, y; E) such that

TD(x, y; E)

(
ψ1(y)
ψ2(y)

)
=

(
ψ1(x)
ψ2(x)

)
(3.6)

for every solution Ψ to (3.2). Actually, it is possible to represent TD(x, y; E) in terms of
the solutions to (3.2) subject to the boundary conditions (3.5); that is,

TD(x, y; E) =

(
uD

1 (x) uN
1 (x)

uD
2 (x) uN

2 (x)

)
.

Remark 3.5. Definition (3.6) is one of many possible definitions of a transfer matrix
related to the solutions to (3.2). The convenience of this choice will be made clear in
what follows.
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Due to the structure of the potential, we can write TD(x, 0; E) as

TD(x, 0; E) = TF(x − aω
N − 1; E)Tp(E)TF(aω

N − aω
N−1 − 1; E) · · ·Tp(E)TF(aω

1 ; E),

where aω
N + 1 � x < aω

N+1 for some N ∈ N; we write the ‘perturbed’ matrix Tp(E),
occurring for x − 1 = aω

j ∈ A, j ∈ N, as

Tp(E) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎛
⎜⎝ cos γ η sin γ

− sin γ

η
cos γ

⎞
⎟⎠ , E ∈ [(A1 ∩ A2) ∪ (B1 ∩ B2)] ∩ σD,

⎛
⎝1

2mc2 + v1 − v2

c
0 1

⎞
⎠ , E ∈ {mc2 + v1} ∩ σD, v2 − v1 �= 2mc2,

⎛
⎝ 1 0

2mc2 + v1 − v2

c
1

⎞
⎠ , E ∈ {−mc2 + v2} ∩ σD, v2 − v1 �= 2mc2,

(
1 0

0 1

)
, E ∈ {−mc2 + v2} ∩ σD, v2 − v1 = 2mc2,

⎛
⎜⎝cosh γ η sinh γ

sinh γ

η
cosh γ

⎞
⎟⎠ , E ∈ [(B1 ∩ A2) ∪ (A1 ∩ B2)] ∩ σD,

with

γ :=

√
|(E − mc2 − v1)(E + mc2 − v2)|

c
, η :=

√
E + mc2 − v2

E − mc2 − v1
,

A1 := {E ∈ R : E > mc2 + v1}, A2 := {E ∈ R : E > v2 − mc2},

B1 := {E ∈ R : E < mc2 + v1}, B2 := {E ∈ R : E < v2 − mc2}

and σD given by (3.1). The matrix

TF(x − y; E) :=

⎛
⎝ cos κ(x − y) ζ sin κ(x − y)

− sin κ(x − y)
ζ

cos κ(x − y)

⎞
⎠

represents the ‘free’ transfer matrix, with

κ :=
√

E2 − m2c4

c
and ζ :=

√
E + mc2

E − mc2 .

Let E = ±
√

m2c4 + κ2c2, with κ ∈ R, be a parametrization of the continuous part of
the essential spectrum of HD(v1, v2, φ) (see Theorem 3.3). As in the Schrödinger operator
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case, the free matrix TF(x − y; E) is similar to a purely clockwise rotation R((x − y)κ),
that is, if one considers the non-singular 2 × 2 matrix

UD :=

√
1 + ζ2

2

⎛
⎝1

ζ
0

0 1

⎞
⎠ ,

one gets that UDTF(x − y; E)U−1
D = R((x − y)κ) (see (2.7)). Thus, (2.8) follows in this

case, with

PD(E) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎛
⎜⎝ cos γ

η

ζ
sin γ

−ζ

η
sin γ cos γ

⎞
⎟⎠ , E ∈ [(A1 ∩ A2) ∪ (B1 ∩ B2)] ∩ σD,

⎛
⎝1

2mc2 + v1 − v2

cζ

0 1

⎞
⎠ , E ∈ {mc2 + v1} ∩ σD, v2 − v1 �= 2mc2,

⎛
⎝ 1 0

(2mc2 + v1 − v2)
c

ζ 1

⎞
⎠ , E ∈ {−mc2 + v2} ∩ σD, v2 − v1 �= 2mc2,

(
1 0

0 1

)
, E ∈ {mc2 + v1} ∩ σD, v2 − v1 = 2mc2

⎛
⎜⎝ cosh γ

η

ζ
sinh γ

ζ

η
sinh γ cosh γ

⎞
⎟⎠ , E ∈ [(B1 ∩ A2) ∪ (A1 ∩ B2)] ∩ σD.

Given the sparse nature of the potential, we again adopt the Prüfer-type variables
given by (2.10) to parametrize the solutions to the Dirac equation (3.2). In particular,
these variables satisfy the recurrence relation induced by

vn = R((aω
n − aω

n−1 − 1)κ)ṽn−1 (3.7)

and

ṽn = PD(E)vn, (3.8)

with v1 = R(aω
1 κ)ṽ0,

ṽ0(θ0) = R0

(
cos θ0

sin θ0

)
= UD

(
cos φ

sin φ

)
=

√
1 + ζ2

2

⎛
⎝cos φ

ζ
sin φ

⎞
⎠

and

R2
0 =

1 + ζ2

2ζ
(cos2 φ + ζ2 sin2 φ).

https://doi.org/10.1017/S0013091513000321 Published online by Cambridge University Press

https://doi.org/10.1017/S0013091513000321


690 S. L. Carvalho and C. R. de Oliveira

Thus, if Ψ(x) represents a solution to (3.2) satisfying the initial conditions Ψ t(0) =
(cos φ, sin φ), then

ṽn = Rn

(
cos θ̃ω

n

sin θ̃ω
n

)
=

√
1 + ζ2

2

⎛
⎝1

ζ
ψ1((aω

n + 1)x)

ψ2((aω
n + 1)x)

⎞
⎠ = UDΨ((aω

n + 1)x).

By following the same steps as the previous Schrödinger case, we can express the nth
Prüfer radius as the Birkhoff sum given by (2.13) (with κ replacing k); but, now,

a(E) :=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 +
(ζ2 − η2)2

2ζ2η2 sin2 γ, E ∈ [(A1 ∩ A2) ∪ (B1 ∩ B2)] ∩ σD,

1 +
(2mc2 + v1 − v2)2

2c2ζ2 , E ∈ {mc2 + v1} ∩ σD, v2 − v1 �= 2mc2,

1 +
(2mc2 + v1 − v2)2

2c2 ζ2, E ∈ {−mc2 + v2} ∩ σD, v2 − v1 �= 2mc2,

1, E ∈ {mc2 + v1} ∩ σD, v2 − v1 = 2mc2,

1 +
(ζ2 + η2)2

2ζ2η2 sinh2 γ, E ∈ [(B1 ∩ A2) ∪ (A1 ∩ B2)] ∩ σD,

(3.9)

b(E) :=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ζ4 − η4

2ζ2η2 sin2 γ, E ∈ [(A1 ∩ A2) ∪ (B1 ∩ B2)] ∩ σD,

− (2mc2 + v1 − v2)2

2c2ζ2 , E ∈ {mc2 + v1} ∩ σD, v2 − v1 �= 2mc2,

(2mc2 + v1 − v2)2

2c2 ζ2, E ∈ {−mc2 + v2} ∩ σD, v2 − v1 �= 2mc2

0, E ∈ {mc2 + v1} ∩ σD, v2 − v1 = 2mc2,

ζ4 − η4

2ζ2η2 sinh2 γ, E ∈ [(B1 ∩ A2) ∪ (A1 ∩ B2)] ∩ σD,

(3.10)

and

c(E) :=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

η2 − ζ2

ζη
sin γ cos γ, E ∈ [(A1 ∩ A2) ∪ (B1 ∩ B2)] ∩ σD,

2mc2 + v1 − v2

cζ
, E ∈ {mc2 + v1} ∩ σD, v2 − v1 �= 2mc2,

2mc2 + v1 − v2

c
ζ, E ∈ {−mc2 + v2} ∩ σD, v2 − v1 �= 2mc2,

0, E ∈ {mc2 + v1} ∩ σD, v2 − v1 = 2mc2,

ζ2 + η2

ζη
sinh γ cosh γ, E ∈ [(B1 ∩ A2) ∪ (A1 ∩ B2)] ∩ σD.

(3.11)
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The Prüfer angles are obtained recursively by (2.15) (k replaced by κ), with B = C = 1
if E ∈ σD,

A :=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−ζ

η
tan γ, E ∈ [(A1 ∩ A2) ∪ (B1 ∩ B2)] ∩ σD,

0, E ∈ {mc2 + v1} ∩ σD, v2 − v1 �= 2mc2,

2mc2 + v1 − v2

c
ζ, E ∈ {−mc2 + v2} ∩ σD, v2 − v1 �= 2mc2,

0, E ∈ {mc2 + v1} ∩ σD, v2 − v1 = 2mc2,

ζ

η
tanh γ, E ∈ [(B1 ∩ A2) ∪ (A1 ∩ B2)] ∩ σD,

(3.12)

and

D :=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

η

ζ
tan γ, E ∈ [(A1 ∩ A2) ∪ (B1 ∩ B2)] ∩ σD,

2mc2 + v1 − v2

cζ
, E ∈ {mc2 + v1} ∩ σD, v2 − v1 �= 2mc2,

0, E ∈ {−mc2 + v2} ∩ σD, v2 − v1 �= 2mc2,

0, E ∈ {mc2 + v1} ∩ σD, v2 − v1 = 2mc2,

η

ζ
tanh γ, E ∈ [(B1 ∩ A2) ∪ (A1 ∩ B2)] ∩ σD.

(3.13)

Since Theorem 2.6, with its proper adaptations, is applicable to this situation, we may
use the ergodic theorem and obtain a Dirac version of Lemma 2.5.

Lemma 3.6. Let (Rn(θ0))n�1 be the sequence of the Prüfer radii satisfying (2.13),
with a, b, c given by (3.9)–(3.11), and let (θω

n)n�1 be the sequence of Prüfer angles
satisfying (2.15), with A, D given by (3.12), (3.13), B = C = 1. Then,

C−1
n rn

D � (Rn(θ0))2 � Cnrn
D

for some real number Cn > 1 such that limn→∞ C
1/n
n = (R0)2, with

rD(v1, v2, E) = 1
2 (1 + a). (3.14)

3.3. Spectral measure and subordinacy

Our goal in this subsection is to determine the spectral properties of HD(v1, v2, φ). For
this, we must determine the limit of Im mD(E + iε) (see § 2.3 for details) as ε ↘ 0, since,
once again,

ρD(λ2) − ρD(λ1) = lim
ε↓0

1
π

∫ λ2

λ1

Im mD(E + iε) dE, (3.15)

where ρD(E) represents the spectral function of HD(v1, v2, φ) (see [21, Chapters 1 and 2]
for a definition of ρD(E) and a proof of (3.15)).

https://doi.org/10.1017/S0013091513000321 Published online by Cambridge University Press

https://doi.org/10.1017/S0013091513000321


692 S. L. Carvalho and C. R. de Oliveira

To this end, we introduce the concept of a subordinate solution to (3.2) and adapt the
ideas from [14].

Definition 3.7. A solution Ψ to (3.2) is said to be subordinate if

lim
l→∞

‖Ψ‖l

‖Φ‖l
= 0

holds for any linearly independent solution Φ to (3.2), where ‖·‖l denotes the L2(R+, C2)-
norm at the length l ∈ R+, i.e.

‖Ψ‖2
l :=

∫ l

0
(|ψ1(x)|2 + |ψ2(x)|2) dx.

Introduce, in analogy to (2.22) and [1, (4.3)], for any given ε > 0, the length l(ε) ∈
(0,∞) by the equality

‖u‖l(ε)‖v‖l(ε) =
c

2ε
,

where u and v are the solutions to (3.2) that satisfy the boundary conditions (3.3).
The Wronskian of two spinors Ψ, Φ : R+ → C is defined as W [Φ, Ψ ](x) = c(ϕ1(x)ψ̄2(x)−

ϕ2(x)ψ̄1(x)). We have, from Green’s identity (see [21, Chapter 1]), that

∫ N

0
((Ψ̄(x))t(HD(v1, v2, φ)Φ)(x) − ((HD(v1, v2, φ)Ψ)(x))tΦ(x)) dx

= W [Φ, Ψ ](N) − W [Φ, Ψ ](0)

= 0,

i.e. the Wronskian of the solutions {Φ, Ψ} to (3.2) is constant. By the same arguments
as those presented in § 2.3, we conclude that l(ε) is a well-defined monotone decreasing
and continuous function of ε, which diverges as ε → 0.

Combining the variation-of-parameters formula

ξ(x, z) = −uN(x, E) + mD(z)uD(x, E) − iε
c

uN(x, E)
∫ x

0
(uD(t, E))tξ(t, z) dt

+
iε
c

uD(x, E)
∫ x

0
(uN(t, E))tξ(t, z) dt

(see [4, Chapter 3] and [1, Lemma 4.4]) with the identity

Im mD(z) = ε

∫ ∞

0
ξ(x, z)

t
ξ(x, z) dx,

we obtain the Jitomirskaya–Last inequalities stated in Theorem 2.11. As a direct conse-
quence, [14, Theorem 1.2] (see (2.23), (2.24)) and its corollaries also hold true here; in
particular, we have the following analogues of Corollaries 2.13 and 2.14.
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Corollary 3.8.

(a) Suppose that for some α ∈ [0, 1) and every E in some Borel set A ⊂ R,

lim sup
l→∞

1
l2−α

∫ l

0
‖TD(x, 0; E)‖2 dx < ∞. (3.16)

Then, the restriction ρ(A ∩ ·) is α-continuous.

(b) Suppose that

lim inf
l→∞

‖u(E)‖2
l

lα
= 0

holds for every E in some Borel set F . Then, the restriction ρ(F ∩ ·) is α-singular.

Proof. We will only present some details of the proof of (a); (b) can be proved directly
by combining the ideas discussed in [1,14]. By choosing θ1 = arctan(ζ cot φ) and θ2 =
− arctan(ζ tanφ), it follows by [15, Theorem 2.1] that there exists a constant C such
that

‖TD(x, 0; E)‖ � C max{Rn(θ1), Rn(θ2)}

for all aω
n � x < aω

n+1, where Rn(θ) is the nth Prüfer radius starting from the initial
condition

Ψ =

(
cos θ

sin θ

)
;

explicitly, C = max(ζ, 1/ζ). Since

R2
n(θ1(2)) =

1 + ζ2

2

(
|u1(2)

1 (x)|2
ζ2 + |u1(2)

1 (x)|2
)

,

we obtain the inequality

1
2 (1 + ζ2) min(1, 1/ζ2)[|u1(2)

1 (x)|2 + |u1(2)
1 (x)|2] � R2

n(θ1(2)).

Thus, from the considerations above,

∫ l

0
‖TD(x, 0; E)‖2 dx � D

∫ l

0
max{‖u1(E)‖2

l , ‖u2(E)‖2
l }, (3.17)

where D = (1 + ζ2)/2ζ. Hypothesis (3.16), together with (3.17), implies (a) of Corol-
lary 3.8. �

3.4. Hausdorff dimension and spectral transition

Since Proposition 2.16 can be readily adapted to our Dirac operators, we can state the
following.
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Theorem 3.9. Let ρD be the spectral measure of HD(v1, v2, φ). Given a closed interval
of energies

L ⊂ I = (−∞,−mc2] ∪ [mc2, +∞), (3.18)

for almost every φ ∈ [0, π) and almost every ω ∈ Ξ, the spectral measure ρD restricted
to L has Hausdorff dimension given by

hρD(E) = max
{

0, 1 − ln r

lnβ

}
,

with r = r(v1, v2, E) as in (3.14).

Proof. The proof of Theorem 3.9 has the same structure as the proof of Theorem 2.17,
with some minor adjustments. �

We may compare the spectral properties of HD(v, v, φ) with its discrete counterpart,
studied in [1]. Let Hc

D(v, φ) represent the continuous Dirac operator in Definition 1.2
(with v1 = v2) and define Hd

D(v, φ) as the discrete Dirac operator (see [8,9])

(Hd
D(v, φ)Ψ)n =

(
(mc2 + Vn)ψ1,n + c(ψ2,n − ψ2,n−1)

c(ψ1,n+1 − ψ1,n) + (−mc2 + Vn)ψ2,n

)
(3.19)

acting on Ψ ∈ l2(Z+, C2), with the sequence (Vn) defined by (2.32) and which satisfies
the boundary condition

ψ2,−1 cos φ − ψ1,0 sin φ = 0, φ ∈ [0, π).

We have chosen to compare the operator Hd
D(v, φ) with Hc

D(v, φ), since [1] gives us an
analysis of the spectral properties of Hd

D(v, φ).
Let Σess denote the essential spectrum of both operators, β the sparsity parameter

and r(E) the asymptotic behaviour of the norm ‖TD(x, 0; E)‖, which is given by (3.14)
for Hc

D(v, φ) and by

r(E) = 1 +
1

(m2c4 + 4c2 − E2)
v2

c2

[
(E2 − m2c4)2 + 4m2c6

(E2 − m2c4)
− 4vE + 2v2

]

for Hd
D(v, φ) (see [1]). In both cases, we have the following.

Theorem 3.10. Write

Jc(d) := {E ∈ Σc(d)
ess \ B : r < β},

with B some set of Lebesgue zero measure. Then, for ν-a.e. ω ∈ Ξ we have the following.

(a) The spectrum of H
c(d)
D (v, φ) restricted to the set Jc(d) is purely singular continuous.

(b) The spectrum of H
c(d)
D (v, φ) is purely point when restricted to Σess \ Jc(d) for almost

every φ ∈ [0, π].
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Proof. For the operator Hd
D(v, φ), see [1, Theorem 1.5]. For Hc

D(v, φ), the proof follows
the same steps, excepting some minor details. �

As a first remark, a direct consequence of Theorem 3.10 is the absence of an absolutely
continuous spectrum in both operators (the considerations in Remark 2.18 also apply
to Hc

D(v, φ)).
A second point is the location of the dense point and the singular continuous spectra.

For Hd
D(v, φ), we see from the expression of r(E) that the purely point part is located at

the boundaries of Σ, whereas the singular continuous spectrum is located at the centre
of this interval; this may not be so for Hc

D(v, φ), since, given its oscillatory behaviour for
E > v, hρD(E) may vary from 0 to 1 if

1 +
m2c4v2

(E2 − m2c4)[(E − v)2 − m2c4]
> β

and if E ranges in intervals such as

[v +
√

(n + 1/2)2π2c2 + m2c4, v +
√

(n + 3/2)2π2c2 + m2c4]

for some integer n. Hence, in this situation, we may have several transition points, pro-
viding intervals of dense purely point spectrum intertwined with intervals of singular
continuous spectrum.

Note also that in the limE→±∞ hρD(E) = 1 (i.e. for large absolute values of energy),
the effects of the sparse perturbation are attenuated. This also happens with Hc

S(v, φ),
as previously discussed.

Excluding the existence of a spectrum for negative values of energy (representing
the possible states of antiparticles), surprisingly there are no major spectral differences
between the relativistic and non-relativistic operators, as one might expect.

4. Lower bounds of the transport exponents

In this section, we employ some results of [11] to get some lower bounds of transport expo-
nents of the continuous operators HS(v, φ) and HD(v1, v2, φ), and compare the results
with those related to their discrete counterparts.

We begin by recalling the definition of the averaged moments of order p > 0 of the posi-
tion operator (〈X〉ϕ) = 〈x〉ϕ(x), 〈x〉 =

√
1 + x2 (ϕ ∈ H = L2(R+, C) in the Schrödinger

case, whereas ϕ ∈ H = L2(R+, C2) in the Dirac case),

M(p, f, T ) =
2
T

∫ ∞

0
e−2t/T ‖〈X〉p/2e−itHf(H)ψ0‖2

H dt,

associated with the initial state ψ0 localized at the origin and with energy ‘localized’ in
a compact interval J = [a, b], a < b, at time T through some positive f ∈ C∞

0 (J).
The presence of transport will be probed by lower bounds for the lower growth expo-

nent, defined by

β−(p, f) := lim inf
T→∞

ln M(p, f, T )
p lnT

;
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in order to obtain transport rates near a given energy level, we follow [11, 24] and
introduce the local lower transport exponent as

β−(p, E) := inf
J�E

sup{β−(p, f) : 0 � f ∈ C∞
0 (J)}.

Introduce the measurable function γ(E) : R → R+ by

γ(E) = lim sup
x→∞

ln ‖T (x, 0; E)‖
lnx

.

Given a Borel set S ⊂ R with |S| > 0 (|·| denotes the Lebesgue measure) and g : S → R

a measurable function, define gS as the unique real number such that, simultaneously,

(a) g(E) � gS for almost every E with respect to the Lebesgue measure,

(b) for all r > 0, there exists S ⊂ Sr, |Sr| > 0, such that for all E ∈ Sr one has that
g(E) � gS + r.

Since the norms of the transfer matrices related to the solutions to Schrödinger and
Dirac equations (2.2) and (3.2), respectively, are polynomially bounded, we can use [11,
Theorem 2.2] and the continuous counterpart of [24, Theorem 2] to obtain the following.

Theorem 4.1. Consider HS(v, φ) and HD(v1, v2, φ) with

ψ0 =

⎧⎪⎪⎨
⎪⎪⎩

χ[0,1] if ψ0 ∈ H = L2(R+, C),(
χ[0,1]

0

)
if ψ0 ∈ H = L2(R+, C2).

(4.1)

Then, for almost every ω ∈ Ξ and every sparsity parameter β > β∗, the following
properties hold true.

(1) For any 0 � f ∈ C∞
0 (J), with J ⊂ (0, +∞), and any s > 0, there exists a finite

constant CS(p, J, s) > 0 such that, for all sufficiently large T ,

MS(p, f, T ) � CS(p, J, s)T p−2γJ−s

for p > 2γJ + s, with γJ = infE∈J{ln r(v, E)}/(2 lnβ), r(v, E) given by (2.17). As
a consequence, for any E ∈ R+,

β−
S (p, E) � 1 − ln r(v, E)

p lnβ
.

(2) For any 0 � f ∈ C∞
0 (J), with J ⊂ (−∞,−mc2) ∪ (mc2, +∞), and any s > 0, there

exists a finite constant CD(p, J, s) > 0 such that, for all sufficiently large T ,

MD(p, f, T ) � CD(p, J, s)T p−2γJ−s

for p > 2γJ + s, with γJ = infE∈J{ln rD(v1, v2, E)}/(2 lnβ), rD(v1, v2, E) given
by (3.14). As a consequence, for any E ∈ (−∞,−mc2) ∪ (mc2, +∞),

β−
D (p, E) � 1 − ln rD(v1, v2, E)

p lnβ
.

https://doi.org/10.1017/S0013091513000321 Published online by Cambridge University Press

https://doi.org/10.1017/S0013091513000321


Sparse one-dimensional continuous Schrödinger and Dirac operators 697

Proof. Theorem 4.1 is a direct consequence of [11, Theorem 2.2], [24, Theorem 2]
and

γ(E) = lim sup
x→∞

ln ‖T (x, 0; E)‖
lnx

=
ln r(E)
2 lnβ

, (4.2)

where r(E) satisfies (2.17) for the Schrödinger operator, (3.14) for the Dirac operator;
note that γ(E) is a continuous function in both cases. �

Remark 4.2. The adaptation of [24, Theorem 2] to the continuous Dirac operator HD

is straightforward and, therefore, will be omitted.

A first conclusion taken from Theorem 4.1 is the asymptotic ballistic transport at large
values of energy in both cases, since we obtain that limE→∞ γ(E) = 0 (limE→∞ r(E) = 1)
for the Schrödinger operator HS(v, φ), and limE→±∞ γ(E) = 0 (limE→±∞ rD(E) = 1) for
HD(v1, v2, φ), independently of the sparsity parameter β. Since the Hausdorff dimension
of the spectral measures of both operators, as proved in the last section, converges to 1
in this asymptotic limit, the general inequality

β−(p, f) � hρ (4.3)

(see [5] for a discussion of this problem) is, in fact, sharp and is independent of p.
Another important feature of these operators is the existence of ‘critical energies’; by

critical energy we refer to a specific value of energy for which the solutions to (2.2)
and (3.2) are bounded. Note that this definition is slightly different from the one given
in [7].

If we denote the set of critical energies of HS(v, φ) by ES and the set of critical energies
of HD(v1, v2, φ) by ED, we see from (2.29) that ES and ED coincide, respectively, with the
sets of energies where r(v, E) and rD(v1, v2, E) are equal to 1; thus, according to (2.17)
and (3.14),

ES = {E ∈ R+ : E = v + (n + 1/2)2π2, n ∈ Z},

ED = {E ∈ (−∞,−mc2] ∪ [mc2, +∞) : γ(E) = (n + 1/2)π, n ∈ Z},

γ(E) =

√
|(E − mc2 − v1)(E + mc2 − v2)|

c
.

Let Ec
S and Ec

D denote, respectively, points of ES and ED. By Theorem 4.1, we obtain
that β−

S (p, Ec
S) � 1, β−

D (p, Ec
D) � 1 and, consequently, the existence of ballistic transport,

although the spectrum is singular continuous at these points. A similar phenomenon was
observed in [7] for the Bernoulli–Anderson model: singular spectra and super-diffusive
transport.

This is perhaps the major difference between the discrete and continuous operators,
and the reason is simple: the absence of critical energies in the discrete cases, due to the
nature of the solutions to the discrete versions of (2.2) and (3.2).

At the critical points, the inequality expressed by (4.3) equals 1; thus, at least at
these points, the Hausdorff and packing dimensions of the spectral measures coincide
(see [5, § 1] for some statements regarding this issue).
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Remark 4.3. We could have adapted the results in [7] in order to obtain a different
lower bound of the dynamical exponents β−

S(D)(p, E). In fact, it follows by an adapted
version of [7, Corollary 2.1] that

β−
S(D)(p, E) �

1 − (1 + 2γS(D)(E))/p

1 + γS(D)
,

with γS(D)(E) satisfying (4.2). Despite the rather crude bound given above, the method
developed in [7] is particularly efficient when the eigenfunctions are polynomially
bounded only at single points of the spectrum; this suffices to guarantee non-trivial
dynamical lower bounds, in contrast to Theorem 4.1, which demands a set of positive
Lebesgue measure where the eigenfunctions are bounded.

Appendix A. Proof of Proposition 2.2

Proof. We only present a proof for the operator H ′
S(0, 0), since the general case follows

from the well-known stability of the absolutely continuous spectrum with respect to rank
one perturbations.

In order to prove Proposition 2.2, we will establish the exact boundary behaviour of the
Weyl–Titchmarsh m(E + iε) function, defined by (2.18), as ε ↓ 0. We obtain from (2.3)
and (2.18) that

m(z) =
χ′(0, z)
χ(0, z)

. (A 1)

Since, for x > 1, the potential is null, the L2(R+, C) solution χ(x, E) to (2.2) is uniquely
defined (up to a multiplicative constant c �= 0) as

χ(x, E) =

{
ceikx, E ∈ R+,

ce−kx, E ∈ (−∞, 0),
(A 2)

where k :=
√

|E|.
Thus, it follows from the definition of transfer matrix (2.4) that(

χ(0, z)
χ′(0, z)

)
= T−1(1, 0; E)

(
χ(1, z)
χ′(1, z)

)
,

which, combined with (2.5), (A 1), (A 2) and the considerations present in the proof of
Proposition 3.1, leads to

Im m(E) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

kα2

α2 cos2 α + k2 sin2 α
, E > v,

k

1 + k2 , E = v,

kα2

α2 cosh2 α + k2 sinh2 α
, E > v,

if E � 0, and Imm(E) = 0 if E < 0 (see Proposition 3.1 for notation). This concludes
the proof. �
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Remark A 1. It is worth noting that, in contrast with the analogous discrete operator,
H ′

S(0, φ) cannot be regarded as rank 1, or more generally, as a compact perturbation of
the free operator HS(0, φ).
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