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Abstract. The¢nitenthpolylogarithm linðzÞ 2 Z=p½z� is de¢nedas
Pp�1

k¼1 z
k=kn.We stateandprove

the following theorem. LetLik:Cp ! Cp be the p-adic polylogarithms de¢nedbyColeman.Then
a certain linear combination Fn of products of polylogarithms and logarithms, with coef¢cients
which are independent of p, has the property that p1�nDFnðzÞ reduces modulo p > nþ 1 to
lin�1ðsðzÞÞ, where D is the Cathelineau operator zð1� zÞd=dz and s is the inverse of the p-power
map. A slightly modi¢ed version of this theorem was conjectured by Kontsevich. This theorem
is used by Elbaz-Vincent and Gangl to deduce functional equations of ¢nite polylogarithms from
those of complex polylogarithms.
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1. Introduction

The ¢nite logarithm was introduced by Kontsevich (under the name ‘The 1 1
2

logarithm’) in [5]. The ¢nite logarithm is the case n ¼ 1 of the nth polylogarithm
lin 2 Z=p½z� de¢ned by linðzÞ ¼

Pp�1
k¼1 z

k=kn. Also, Kontsevich proved that the ¢nite
logarithm satis¢es a 4-term functional equation, known as the fundamental equation
of information theory. The same functional equation is satis¢ed by the so-called
in¢nitesimal dilogarithm �ðx log jxj þ ð1� xÞ log j1� xjÞ. Cathelineau [2] de¢ned
general in¢nitesimal polylogarithms and found that they satisfy interesting func-
tional equations. It was the idea of Elbaz-Vincent and Gangl [4] that these functional
equations should be satis¢ed by ¢nite polylogarithms (The name ‘¢nite
polylogarithm’ is due to them). Inspired by their work, Kontsevich raised the idea
that the ¢nite polylogarithm could be a reduction of an in¢nitesimal version of
the p-adic polylogarithm, as de¢ned by Coleman [3]. If such a connection is
established, it makes sense to hope that functional equations of the in¢nitesimal
p-adic polylogarithm can be established in a similar way to its complex counterpart
and that these then imply by reduction the functional equations of the ¢nite polylogs.
A conjectural formula for the precise p-adic polylog whose ‘derivative’, in the sense
to be explained below, reduces to the ¢nite polylog was formulated by Kontsevich
and proved by him for small n. The purpose of this short note is to prove such
a connection between p-adic polylogarithms and ¢nite polylogarithms.
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To state the main result we recall that Coleman de¢ned p-adic polylogarithms,
Lin:Cp ! Cp. These functions are locally analytic in the sense that they are given
by a convergent power series on each residue disc inCp and they satisfy the relations
Li0ðzÞ ¼ z=ð1� zÞ and dLinðzÞ ¼ Lin�1ðzÞ dz=z. We de¢ne the differential operator D
byD ¼ zð1� zÞd=dz. Let �FFp be the algebraic closure of the ¢nite ¢eld with p elements
and let W ¼ W ð �FFpÞ be the ring of Witt vectors of �FFp, so W is the ring of integers of
the maximal unrami¢ed extension ofQp. Let s: �FFp !

�FFp be the automorphism which
is the inverse of the p-power map. Let X ¼ fz 2 W : jzj ¼ jz� 1j ¼ 1g. Our main
result is then:

THEOREM 1.1. For every n > 1 let

FnðzÞ ¼
Xn�1

k¼0

ak log
k
ðzÞLin�kðzÞ ;

with a0 ¼ �n and

ak ¼
ð�1Þk

ðk� 1Þ!
þ
ð�1Þkþ1n

k!
;

for k > 0. Then the following holds for every p > nþ 1: One has DFnðX Þ 
 pn�1W and
for every z 2 X one has p1�nDFnðzÞ � lin�1ðsðzÞÞ ðmod pÞ. Furthermore, the choice of
the coef¢cients ak is the unique choice of coef¢cients inQ for which the theorem holds
for all p > nþ 1.

We remark that for a given p there will be many other choices of coef¢cients, for
example those which are suf¢ciently congruent to the ak.

2. The Proof

The connection between p-adic and ¢nite polylogarithms is made by the following

PROPOSITION 2.1. Let LiðpÞn ðzÞ:¼ LinðzÞ � LinðzpÞ=pn. Then LiðpÞn ðX Þ 
 W and the
function LiðpÞn reduces modulo p to ð1� zpÞ�1linðzÞ.

Proof. According to [3], the function LiðpÞn ðzÞ can be computed as

LiðpÞn ðzÞ ¼
Z
Z�

p

x�ndmzðxÞ ;

where mz is the measure on Zp de¢ned by

mzðaþ pmZpÞ ¼
za

1� zpm
; a ¼ 0; 1; . . . ; pm � 1 :

Since for z 2 X mz takes integral values, this shows the ¢rst statement. Reducing
modulo p we may replace the function x 7! x�k by the function x 7! a�k if
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x � a ðmod pÞ, which is congruent to it modulo p on Z�
p . This implies that LiðpÞn ðzÞ is

congruent modulo p to

Xp�1

a¼1

a�nmzðaþ pZpÞ ¼
Xp�1

a¼1

a�n za

1� zp
:

COROLLARY 2.2. Let a 2 X be a root of unity. Then we have LinðaÞ 2 pnW and
p�nLinðaÞ � �linðsðaÞÞ=ð1� aÞ ðmod pÞ.

Proof. Since a 2 X 
 W the order of a is prime to p and we have ap
k
¼ a for some

k. By using the de¢nition of LiðpÞn repeatedly we ¢nd

LinðaÞ ¼ LiðpÞn ðaÞ þ p�nLinðapÞ

¼ LiðpÞn ðaÞ þ p�nLiðpÞn ðapÞ þ p�2nLinðap
2
Þ

� � � ¼
Xk�1

i¼0

p�inLiðpÞn ðap
i
Þ þ p�knLinðap

k
Þ:

Since ap
k
¼ a we may move the last term to the left-hand side of the equation and

obtain

LinðaÞ ¼
1

1� p�kn

Xk�1

i¼0

p�inLiðpÞn ðap
i
Þ

¼
pn

pkn � 1

Xk�1

i¼0

pðk�1�iÞnLiðpÞn ðap
i
Þ 2 pnW ;

and dividing by pn and reducing modulo p we obtain using the proposition

�LiðpÞn ðap
k�1

Þ � ð1� ðap
k�1

Þ
p
Þ
�1linðap

k�1
Þ

� �linðsðaÞÞ=ð1� aÞ ðmod pÞ:

PROPOSITION 2.3. Let a be a root of unity in X. Set eLiLinðaÞ ¼ p�nLinðaÞ. Then for
w 2 W we have

p�nLinðað1þ pwÞÞ �
Xn
k¼0

eLiLin�kðaÞ
wk

k!
ðmod pÞ :

Proof. Let gnðwÞ ¼ p�nLinðað1þ pwÞÞ. Then one ¢nds

g0ðwÞ ¼
að1þ pwÞ

1� að1þ pwÞ
¼

a
1� a

1þ pw

1�
a

1� a
pw

¼ eLiLi0ðaÞ þX1
k¼1

bkðpwÞ
k

with bn 2 W . Write

gnðwÞ ¼ eLiLinðaÞ þX1
k¼1

dn
kw

k :
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It is easy to verify that

d

dw
gnðwÞ ¼ gn�1ðwÞ

1
1þ pw

¼ gn�1ðwÞ 1þ
X1
k¼1

ckðpwÞ
k

 !
;

with ck 2 W . To ¢nd the coef¢cients dn
k modulo p for k < p one can simply reduce the

above equations modulo p and one easily ¢nds that

dn
k �

eLiLin�kðaÞ
k!

when kW n

0 when n < k < p .

8<:
It thus remains to show that also for kX p the coef¢cient dn

k is divisible by p. For this
it is easier to consider the function fnðuÞ ¼ Linðaþ uÞ which satis¢es f0ðuÞ 2 W ½½u��,
d=dufnþ1ðuÞ ¼ gðuÞfnðuÞ with gðuÞ 2 W ½½u�� and fnð0Þ 2 W .

LEMMA 2.4. In the situation above we have vpðakÞX � vpðk!Þ, where vp is the p-adic
valuation and ak is the kth coef¢cient in the power series expansion with respect
to u of any of the functions fn.

Proof. Let akðhÞ be the kth coef¢cient of h for any power series h. We have

vpðakðfngÞÞX min
l<k

½vpðalðfnÞÞ� :

This implies that

vpðakðfnþ1ÞÞX min
l<k

½vpðalðfnÞÞ� � vpðkÞ :

The lemma is clearly true for n ¼ 0. Suppose it is true for n. Then

vpðakðfnþ1ÞÞX min
l<k

½�vpðl!Þ� � vpðkÞX � vpððk� 1Þ!Þ � vpðkÞ ¼ �vpðk!Þ :

Since gnðwÞ ¼ p�nfnðapwÞ, to ¢nish the proof we have to check that for every kX pwe
have k� n� vpðk!Þ > 0. The well known estimate vpðk!ÞW k=ðp� 1Þ and the assump-
tion nW p� 2 imply that it is suf¢cient to require kð1� 1=ðp� 1ÞÞ > p� 2, and this is
satis¢ed for kX p:

Proof of Theorem 1.1. Using the fact that D is a derivation and that

D logkðzÞ ¼ zð1� zÞ
d

dz
logkðzÞ ¼ zð1� zÞk logk�1

ðzÞ
1
z
¼ ð1� zÞk logk�1

ðzÞ

and

DLikðzÞ ¼ zð1� zÞ
d

dz
LikðzÞ ¼ zð1� zÞLik�1ðzÞ

1
z
¼ ð1� zÞLik�1ðzÞ
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we see that

DFnðzÞ ¼ D
Xn�1

k¼0

ak log
k
ðzÞLin�kðzÞ

¼ ð1� zÞ
Xn�1

k¼0

akðk log
k�1

ðzÞLin�kðzÞ þ logkðzÞLin�k�1ðzÞÞ

¼ ð1� zÞ
Xn�1

k¼0

logkðzÞLin�k�1ðzÞðak þ ðkþ 1Þakþ1Þ:

Here we understand that an ¼ 0. Every z 2 X can be written as að1þ pwÞ with a a
root of unity in X and w 2 W . We have

p�1 logðað1þ pwÞÞ ¼ p�1 logð1þ pwÞ � w ðmod pÞ :

If we assume that ak 2 Z½1=ðnþ 1Þ!�we now ¢nd from the last computation and from
Proposition 2.3,

p1�nDFnðað1þ pwÞÞ

� ð1� aÞ
Xn�1

k¼0

wkðak þ ðkþ 1Þakþ1Þ
Xn�k�1

m¼0

1
m!
eLiLin�k�1�mðaÞwm

� ð1� aÞ
Xn�1

l¼0

wl
Xl
k¼0

ðak þ ðkþ 1Þakþ1Þ
1

ðl � kÞ!
eLiLin�l�1ðaÞ:

It follows that to make the reduction of p1�nDFn independent of w for all p > nþ 1 it
is necessary and suf¢cient that for l ¼ 1; . . . ; n� 1 we have

Xl
k¼0

ðak þ ðkþ 1Þakþ1Þ
1

ðl � kÞ!
¼ 0 : ð2:1Þ

If this is satis¢ed then the reduction of p1�nDFnðað1þ pwÞÞ is

ða0 þ a1Þð1� aÞeLiLin�1ðaÞ � �ða0 þ a1Þlin�1ðsðaÞÞ

so we should also require a0 þ a1 ¼ �1.
Let AðtÞ ¼

Pn�1
k¼0 akt

k. Then the relations (2.1) can be written as

etðAðtÞ þ dAðtÞ=dtÞ � a ðmod tnÞ

where a is a constant. This implies that

AðtÞ þ dAðtÞ=dt � ae�t ðmod tnÞ

and after solving the resulting differential equation that the n� 2 ¢rst equations
in (2.1) are equivalent to AðtÞ � ðatþ bÞe�t ðmod tn�1Þ for some other constant b.
We have

�1 ¼ a0 þ a1 ¼ bþ ða� bÞ ¼ a :
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Now, in ðb� tÞe�t the coef¢cient of tn is

b
ð�1Þn

n!
�
ð�1Þn�1

ðn� 1Þ!
¼

ð�1Þn�1

ðn� 1Þ!
ð1� b=nÞ :

It is easy to see that for Equation (2.1) with l ¼ n� 1 to be satis¢ed, this coef¢cient
must be 0 and hence b ¼ n. This gives the choice of the coef¢cients in the theorem
and shows that they are the unique choice in Z½1=ðnþ 1Þ!�. Now if we have
coef¢cients in Q satisfying the theorem, then we may clear denominators not
dividing ðnþ 1Þ! and using only independence of w we obtain that these must be
a rational multiple of our ak. But since the reduction of p1�nDFn is nontrivial
the multiplier must be 1.

Remark 2.5. We have the equation

FnðzÞ ¼ �nLnðzÞ � Ln�1ðzÞ logðzÞ ;

where

LnðzÞ ¼
Xn�1

m¼0

ð�1Þm

m!
Lin�mðzÞ log

m
ðzÞ

is the function de¢ned in [1]. By loc. cit. the function Fn satis¢es FnðzÞþ
ð�1ÞnFnð1=zÞ ¼ 0. Differentiating this relation one gets

zDFnð1=zÞ þ ð�1ÞnDFnðzÞ ¼ 0 :

Reducing modulo p, we ¢nd

zlin�1ð1=zÞ þ ð�1Þnlin�1ðzÞ ¼ 0 :

This relation is easily veri¢ed directly.

3. Another Proof of the Main Result

In this section we sketch another proof of the main result. This proof has two
interesting features: First of all, it proves directly the formula for Fn in terms of
the functions LnðzÞ de¢ned at the end of the last section. This formula is of course
simpler than the original formula. The other feature is that the key ingredient in
the proof is a formula, discovered by Rob de Jeu and the author, which seems
to be of some further importance. This formula shows up in the computation of
syntomic regulators. These two features suggest that the proof to be described below
may in some way be more ‘correct’ than the ¢rst one, although it is if anything
slightly more complicated.

The formula alluded to above is the content of the following proposition:
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PROPOSITION 3.1.We de¢ne a sequence of functions fkðz;SÞ inductively as follows:

f0ðz;SÞ ¼
S

1� S
; fkþ1ðz;SÞ ¼

Z S

z
fkðz; tÞd log t :

Then, when z;S 2 W and z � S ðmod pÞ the following formula holds:

Xn
k¼0

ð�1Þkk! �
n
k


 �
fkþ1ðz;SÞ log

n�k
ðSÞ ¼ ð�1Þnn! Lnþ1ðSÞ � Lnþ1ðzÞð Þ : ð3:1Þ

We would like to remark on the potential importance of this formula. The con-
struction of p-adic polylogarithms by Coleman is an inductive procedure. At each
step the degree n polylogarithm Lin is constructed as a locally analytic function
satisfying the differential equation d LinðzÞ ¼ Lin�1ðzÞd log z. This determines Lin
up to a locally constant function and a Frobenius condition replaces this by a
globally constant function ambiguity. As remarked by Kontsevich the distribution
relation removes the ambiguity completely. The formula above allows for a different
approach: The functions fn have no ambiguity in their de¢nitions and are in fact
given by converging power series in S and z� S. Once the fn are given, the formula
determines Ln up to a locally constant function and the distribution relation deter-
mines it completely. The functions Lin can be determined from the Ln.

For our purposes, the formula is also useful because it allows us to relate the values
of Ln at two congruent points.

LEMMA 3.2. Suppose z 2 X and w 2 W. Then

p�nfnðz; zð1þ pwÞÞ �
z

1� z
wn

n!
ðmod pÞ :

The proof is a direct computation similar to the proof of Proposition 2.3. Suppose
now that z is a root of unity. Then logðzð1þ pwÞÞ � pw ðmod p2Þ. Thus, using (3.1)
we immediately obtain

p�n�1ð�1Þnn!ðLnþ1ðzð1þ pwÞÞ � Lnþ1ðzÞÞ � cnþ1
z

1� z
wnþ1 ðmod pÞ

with

cnþ1 ¼
Xn
k¼0

ð�1Þk
k!

ðkþ 1Þ!
n
k


 �
¼

1
nþ 1

Xn
k¼0

ð�1Þk
nþ 1
kþ 1

� 

¼

1
nþ 1

:

so

p�nðLnðzð1þ pwÞÞ � LnðzÞÞ � �ð�1Þn
1
n!

z
1� z

wn ðmod pÞ :

FINITE AND p-ADIC POLYLOGARITHMS 221

https://doi.org/10.1023/A:1013727116183 Published online by Cambridge University Press

https://doi.org/10.1023/A:1013727116183


We can de¢ne the derivation D on functions of two variables as

D ¼ Sð1� SÞ
@

@S
þ zð1� zÞ

@

@z
:

One easily obtains the following

LEMMA 3.3. If z;S 2 X and z � S ðmod pÞ then pkjDfkðz;SÞ.

Differentiating the key formula we ¢nd, with S ¼ zð1þ pwÞ,

p�nð�1Þnn!ðDLnþ1ðSÞ �DLnþ1ðzÞÞ

¼ p�n
Xn
k¼0

ð�1Þk
n
k


 �h
Dfkþ1ðz;SÞ log

n�k
ðSÞ þ ðn� kÞfkþ1ðz;SÞ log

n�k�1
ðSÞ
i
ð1� SÞ

�
Xn
k¼0

ð�1Þk
n
k


 �
ðn� kÞfkþ1ðz;SÞ log

n�k�1
ðSÞð1� zÞ � dnþ1zwn ðmod pÞ;

where

dnþ1 ¼
Xn
k¼0

ð�1Þk
k!

ðkþ 1Þ!
n
k


 �
ðn� kÞ ¼ �

Xn
l¼1

ð�1Þl
n
l


 �
¼ 1 :

Let z be a root of unity. Since logðzÞ ¼ 0 we have

DLnðzÞ ¼ zð1� zÞ Lin�1ðzÞ
1
z
þ
Xn�1

m¼1

ð�1Þm

m!
Lin�m�1ðzÞ

1
z
logmðzÞþ

�"

þmLin�mðzÞ log
m�1

ðzÞ
1
z


�
¼ ð1� zÞðLin�1ðzÞ � Lin�1ðzÞÞ ¼ 0:

Thus we ¢nd

p�nDLnðSÞ � �ð�1Þn
n
n!
zwn�1 ðmod pÞ :

Suppose now that we let F ðzÞ ¼
Pn

m¼1 emLmðzÞ log
n�m

ðzÞ. Substituting ¢rst of all a
root of unity in X we ¢nd DF ðzÞ ¼ en�1ð1� zÞLn�1ðzÞ so we should have
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en�1 ¼ �1. Then

p1�nDF ðSÞ ¼
Xn
m¼1

em


DLmðSÞ log

n�m
ðSÞþ

þ ðn�mÞLmðSÞ log
n�m�1

ðSÞð1� SÞ
�
p1�n

�
Xn
m¼1

em

 
� ð�1Þm

m
m!

zwm�1wn�mþ

þ ðn�mÞ p�mLmðzÞ � ð�1Þm
1
m!

z
1� z

wm
� 


wn�m�1ð1� zÞ



¼ �zwn�1
Xn
m¼1

ð�1Þmem
m
m!

þ ðn�mÞ
1
m!

� 
� 

þ

þ
Xn
m¼1

emðn�mÞp�mLmðzÞ Wn�m�1ð1� zÞ ðmod pÞ:

We wish to choose the coef¢cients em in such a way that this expression is indepen-
dent of w. Since in the second sum we know by Corollary 2.2 that p�mLmðzÞ is
not congruent to 0 modulo p (as a function of z) we see that the only nonzero
coef¢cients can be en and en�1. By ¢xing en�1 ¼ �1 we get the equation

ð�1Þnen
n
n!
þ ð�1Þn

n� 1
ðn� 1Þ!

þ
1

ðn� 1Þ!

� 

¼ 0

from which we can recover en ¼ �n.
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