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Areproducing kernel approach to Lebesgue decomposition∗

Abstract. We show that properties of pairs of finite, positive and regular Borelmeasures on the complex unit circle such as domination, absolute
continuity and singularity can be completely described in terms of containment and intersection of their reproducing kernel Hilbert spaces
of ‘Cauchy transforms’ in the complex unit disk. This leads to a new construction of the classical Lebesgue decomposition and proof of the
Radon–Nikodym theorem using reproducing kernel theory and functional analysis.

Given a finite, positive and regular Borelmeasure, 𝜇, on the complex unit circle, 𝜕D, it is natural to consider its 𝐿2−space,
𝐿2 (𝜇) := 𝐿2 (𝜇, 𝜕D), as well as 𝐻2 (𝜇) := C[𝜁]−∥ · ∥

𝐿2 (𝜇) , the closure of the analytic polynomials, C[𝜁] , in 𝐿2 (𝜇). The
linear operator of multiplication by the independent variable,𝑀𝜇

𝜁
, is unitary on 𝐿2 (𝜇) and has𝐻2 (𝜇) as a closed invariant

subspace so that 𝑍𝜇 := 𝑀
𝜇

𝜁
|𝐻2 (𝜇) is an isometry that will play a central role in our analysis. The 𝜇−Cauchy transform of

any ℎ ∈ 𝐻2 (𝜇) is the analytic function,

(𝒞𝜇ℎ) (𝑧) :=
∫
𝜕D

ℎ(𝜁)
1 − 𝑧𝜁

𝜇(𝑑𝜁) ∈ 𝒪(D),

in the complex unit disk,D := (C)1. Here, given a Banach space, 𝑋 , (𝑋)1 and [𝑋]1 denote its open and closed unit balls in
the norm topology.

Recall that a reproducing kernel Hilbert space (RKHS), H, is a Hilbert space of functions on a set, 𝑋 , so that point
evaluation at any point 𝑥 ∈ 𝑋 yields a bounded linear functional on the space. The Riesz representation lemma then implies
the existence of kernel vectors, 𝑘𝑥 , 𝑥 ∈ 𝑋 , so that the bounded linear functional of point evaluation at 𝑥 is implemented by
inner products against 𝑘𝑥 . The function of two variables, 𝑘 : 𝑋 × 𝑋 → C,

𝑘 (𝑥, 𝑦) :=
〈
𝑘𝑥 , 𝑘𝑦

〉
H
,

is then called the reproducing kernel of H. In this paper, all inner products and sesquilinear forms are conjugate linear in
their first argument and linear in their second argument. Any reproducing kernel function is a positive kernel function on
𝑋 × 𝑋 , i.e. for any finite set {𝑥1, · · · , 𝑥𝑛} ⊆ 𝑋 , the 𝑛 × 𝑛matrix,

[𝑘 (𝑥𝑖 , 𝑥 𝑗 )]1≤𝑖, 𝑗≤𝑛 ≥ 0, (0.1)

is positive semi-definite. Conversely, by a theorem of Aronszajn and Moore, given any positive kernel function, 𝑘 , on
𝑋 × 𝑋 , one can construct a RKHS of functions on 𝑋 with reproducing kernel 𝑘 [3], see Subsection 1.2. Given this bijective
correspondence between positive kernel functions on 𝑋 and RKHS of functions on 𝑋 , one writes H = H(𝑘) if H is a
RKHS with reproducing kernel 𝑘 .

Equipping the vector space of 𝜇−Cauchy transforms with the 𝐻2 (𝜇)−inner product,〈
𝒞𝜇𝑔,𝒞𝜇ℎ

〉
𝜇
:= ⟨𝑔, ℎ⟩𝐿2 (𝜇) ; 𝑔, ℎ ∈ 𝐻2 (𝜇),

yields a reproducing kernel Hilbert space (RKHS) of analytic functions inD,ℋ+ (𝜇), with reproducing kernel,

𝑘𝜇 (𝑧, 𝑤) =
∫
𝜕D

1
1 − 𝑧𝜁

1
1 − 𝑤𝜁 𝜇(𝑑𝜁); 𝑧, 𝑤 ∈ D. (0.2)

Using the above formula (0.2), it is easy to check that domination of measures implies domination of the reproducing
kernels for their spaces of Cauchy transforms,

𝜇 ≤ 𝑡2𝜆, 𝑡 > 0 ⇒ 𝑘𝜇 ≤ 𝑡2𝑘𝜆,

see Theorem 3.1, where we write 𝑘 ≤ 𝐾 for positive kernel functions 𝑘, 𝐾 on 𝑋 , if𝐾 − 𝑘 is a positive kernel function on 𝑋 .
We will say that 𝜆 dominates 𝜇 in the reproducing kernel sense (by 𝑡2 > 0) and write 𝜇 ≤𝑅𝐾 𝑡2𝜆 to denote that 𝑘𝜇 ≤ 𝑡2𝑘𝜆. By
results of Aronszajn, domination of kernels, 𝑘 ≤ 𝑡2𝐾 , is equivalent to bounded containment of their RKHS, i.e. 𝑘 ≤ 𝑡2𝐾 if
and only ifH(𝑘) ⊆ H(𝐾) and the norm of the linear embedding e : H(𝑘) ↩→ H(𝐾) is at most 𝑡 > 0 [3]. See Subsection
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1.2 for a review of RKHS theory and these results. In summary, domination of measures implies bounded containment of
their spaces of Cauchy transforms:

𝜇 ≤ 𝑡2𝜆 ⇒ ℋ
+ (𝜇) ⊆ ℋ

+ (𝜆), e𝜇,𝜆 : ℋ+ (𝜇) ↩→ ℋ
+ (𝜆), ∥e𝜇,𝜆∥ ≤ 𝑡,

i.e. 𝜇 ≤ 𝑡2𝜆⇒ 𝜇 ≤𝑅𝐾 𝑡2𝜆.
Building on this observation, we show that domination and, more generally, absolute continuity, as well as mutual

singularity of measures can be completely characterized in terms of their spaces of Cauchy transforms. Moreover, we
develop an independent construction of the Lebesgue decomposition and new proof of the Radon–Nikodym theorem
using reproducing kernel methods and operator theory.

Outline

The following Background section, Section 1, provides an introduction to (i) the bijective correspondence between positive,
finite and regular Borel measures on the circle and contractive analytic functions in the disk, (ii) reproducing kernel theory
and (iii) the theory of densely–defined and positive semi-definite quadratic forms in a separable, complex Hilbert space.

Section 2 introduces the reproducing kernel Hilbert spaces,ℋ+ (𝜇), of 𝜇−Cauchy transforms associated to any positive,
finite and regular Borel measure, 𝜇, on the complex unit circle. These are Hilbert spaces of holomorphic functions in the
complex unit disk.

Our first main results appear in Section 3. Theorem 3.1 proves that domination of positive measures in the reproducing
kernel sense is equivalent to domination in the classical sense:

Theorem 3.1 Given positive, finite and regular Borel measures, 𝜇 and 𝜆 on the unit circle, 𝜇 ≤𝑅𝐾 𝑡2𝜆 for some 𝑡 > 0 if and only
if 𝜇 ≤ 𝑡2𝜆.

This result is extended to general absolute continuity, written 𝜇 ≪ 𝜆, in Theorem 3.12. Namely, we say that 𝜇 is
absolutely continuous in the reproducing kernel sense with respect to 𝜆, written 𝜇 ≪𝑅𝐾 𝜆, if the intersection of the space
of 𝜇−Cauchy transforms with the space of 𝜆−Cauchy transforms, int(𝜇, 𝜆), is norm-dense inℋ+ (𝜇).

Theorem 3.12 Let 𝜇, 𝜆 be positive, finite and regular Borel measures on 𝜕D. Then 𝜇 ≪ 𝜆 if and only if 𝜇 ≪𝑅𝐾 𝜆.

Moreover, Theorem 3.12 gives a formula for the Radon–Nikodym derivative of 𝜇 with respect to 𝜆 in terms of the
closed, densely–defined embedding, e𝜇,𝜆 : int(𝜇, 𝜆) := ℋ

+ (𝜇) ∩ℋ
+ (𝜆) ⊆ ℋ

+ (𝜇) ↩→ ℋ
+ (𝜆).

These are satisfying results, however, actual construction of the Lebesgue decomposition of 𝜇 with respect to 𝜆 using
reproducing kernel methods is more subtle and bifurcates into the two cases, where: The intersection space, int(𝜇, 𝜆) =

ℋ
+ (𝜇) ∩ℋ

+ (𝜆), of the spaces of 𝜇 and 𝜆−Cauchy transforms is (i) invariant, or, (ii) not invariant, for the image, 𝑉 𝜇 , of
𝑍𝜇 = 𝑀

𝜇

𝜁
|𝐻2 (𝜇) underCauchy transform. Some necessary and sufficient conditions for this to hold are obtained in Lemma

4.3 and Proposition 4.7. Namely, as described in Subsection 1.1, there is a bijection between contractive analytic functions
in the complex unit disk and positive, finite and regular Borel measures on the circle. If a positive measure, 𝜇, corresponds
to an extreme point of this compact, convex set of contractive analytic functions, we say that 𝜇 is extreme, otherwise 𝜇 is
non-extreme. As established in Lemma 4.3 and Proposition 4.7, the intersection space, int(𝜇, 𝜆) will be 𝑉𝜇−reducing if (i)
𝜆 is non-extreme or if (ii) 𝜇 + 𝜆 is extreme, and the intersection space will be non-trivial and not𝑉𝜇−invariant if 𝜇, 𝜆 are
both extreme but 𝜇 + 𝜆 is non-extreme.

In the positive direction, we obtain:

Theorem 4.5 Let 𝜇 and 𝜆 be finite, positive and regular Borel measures on the unit circle. If the intersection space, int(𝜇, 𝜆) is
𝑉𝜇−invariant and 𝜇 = 𝜇𝑎𝑐 + 𝜇𝑠 is the Lebesgue decomposition of 𝜇 with respect to 𝜆, then

ℋ
+ (𝜇) = ℋ

+ (𝜇𝑎𝑐) ⊕ℋ
+ (𝜇𝑠).

In this case,

ℋ
+ (𝜇𝑎𝑐) = int(𝜇, 𝜆)−∥ · ∥𝜇 , and ℋ

+ (𝜇𝑠) ∩ℋ
+ (𝜆) = {0}.

Given two positive, finite and regular Borel measures, 𝜇 and 𝜆, on the complex unit circle, 𝜕D, one can associate to 𝜇 a
densely–defined and positive semi-definite sesquilinear or quadratic form in 𝐻2 (𝜆). Namely, we define the form domain,
Dom 𝔮𝜇 ⊆ 𝐻2 (𝜆), as the disk algebra, Dom 𝔮𝜇 := 𝐴(D), the unital Banach algebra of all uniformly bounded analytic
functions in the unit diskwhich extend continuously to the boundary, equippedwith the supremumnorm. The disk algebra
embeds isometrically into the continuous functions on the circle,𝒞(𝜕D) and 𝐴(D) can be viewed as a dense subspace of

2
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𝐻2 (𝜆). The quadratic form, 𝔮𝜇 : Dom 𝔮𝜇 × Dom 𝔮𝜇 → C is then defined in the obvious way by integration against 𝜇,

𝔮𝜇 (𝑔, ℎ) :=
∫
𝜕D
𝑔(𝜁)ℎ(𝜁)𝜇(𝑑𝜁), 𝑔, ℎ ∈ 𝐴(D) = Dom 𝔮𝜇 . (0.3)

As described in Section 3 and Theorem 3.8, there is a theory of Lebesgue decomposition of densely–defined and positive
semi-definite quadratic forms in a Hilbert space,H. Namely, given any such form, there is a unique Simon–Lebesgue form
decomposition,

𝔮 = 𝔮𝑎𝑐 + 𝔮𝑠 ,

where 0 ≤ 𝔮𝑎𝑐, 𝔮𝑠 ≤ 𝔮, 𝔮𝑎𝑐 is absolutely continuous in the sense that it is closeable and it is maximal in the sense that 𝔮𝑎𝑐
is the largest closeable quadratic form bounded above by 𝔮. The form 𝔮𝑠 is singular in the sense that the only closeable
positive semi-definite form it dominates is the identically 0 form. Here, a positive semi-definite quadratic form, 𝔮, with
dense form domain Dom 𝔮 inH, is closed, if Dom 𝔮 is a Hilbert space, i.e. complete, with respect to the norm induced by the
inner product 𝔮(·, ·) + ⟨·, ·⟩H . A form is then closeable if it has a closed extension. See Subsection 1.3 for an introduction to
the theory of densely–defined and positive semi-definite quadratic forms.

An immediate question is whether the Simon–Lebesgue decomposition of the form, 𝔮𝜇 , in 𝐻2 (𝜆) coincides with the
Lebesgue decomposition of 𝜇with respect to𝜆. Namely, if 𝜇 = 𝜇𝑎𝑐+𝜇𝑠 and𝔮𝜇 = 𝔮𝑎𝑐+𝔮𝑠 , then is it true that𝔮𝑎𝑐 = 𝔮𝜇𝑎𝑐 and
𝔮𝑠 = 𝔮𝜇𝑠 ? A complete answer, summarized in the theorem below, is provided in Theorem 4.12, Theorem 4.18, Corollary
4.14 and Corollary 4.15.

Theorem If 𝔮𝜇 = 𝔮𝑎𝑐 + 𝔮𝑠 is the Simon–Lebesgue form decomposition of 𝔮𝜇 in 𝐻2 (𝜆), then

ℋ
+ (𝜇) = ℋ

+ (𝔮𝑎𝑐) ⊕ℋ
+ (𝔮𝑠),

where

ℋ
+ (𝔮𝑎𝑐) = int(𝜇, 𝜆)−∥ · ∥𝜇 .

If 𝜇 = 𝜇𝑎𝑐 + 𝜇𝑠 is the Lebesgue decomposition of 𝜇 with respect to 𝜆, then

ℋ
+ (𝜇) = ℋ

+ (𝜇𝑎𝑐) +ℋ
+ (𝜇𝑠),

is a complementary space decomposition in the sense of de Branges and Rovnyak, withℋ+ (𝜇𝑎𝑐),ℋ+ (𝜇𝑠) contractively contained
in ℋ+ (𝜇). Moreover, ℋ+ (𝜇𝑎𝑐) is the largest RKHS, H(𝑘), contractively contained in ℋ+ (𝔮𝑎𝑐) ⊆ ℋ

+ (𝜇) so that the closed
embedding, e : H(𝑘) ∩ℋ

+ (𝜆) ⊆ H(𝑘) ↩→ ℋ
+ (𝜆), is such that 𝜏 := ee∗ is Toeplitz for the image, 𝑉𝜆, of 𝑍𝜆 under Cauchy

transform, i.e. 𝑉𝜆∗𝜏𝑉𝜆 = 𝜏. In particular, the Simon–Lebesgue decomposition of the quadratic form, 𝔮𝜇 , in 𝐻2 (𝜆) coincides with
the Lebesgue decomposition of 𝜇 with respect to 𝜆 if and only if int(𝜇, 𝜆) is𝑉 𝜇−invariant.

In the above, the spaces of 𝔮𝑎𝑐 and 𝔮𝑠−Cauchy transforms are defined in an analogous way to the space of 𝜇−Cauchy
transforms, see Subsection 4.1. By Proposition 4.7, the intersection space, int(𝜇, 𝜆), is not always𝑉 𝜇−invariant. Example
4.9 (continued in Example 4.17) provides a concrete example, where 𝜇 = 𝑚+ and 𝜆 = 𝑚− are the mutually singular
restrictions of normalized Lebesgue measure, 𝑚, to the upper and lower half-circles, so that the Lebesgue decomposition
of 𝑚+ with respect to 𝑚− has 𝑚+;𝑎𝑐 = 0 but int(𝑚+, 𝑚−) ≠ {0}, so that 𝔮𝑚+ ;𝑎𝑐 ≠ 0.

Remark This ‘reproducing kernel approach’ to measure theory on the circle and Lebesgue decomposition of a pos-
itive measure with respect to Lebesgue measure was first considered and studied in [14, 15], in a more general and
non-commutative context.

1 Background

1.1 Function theory in the disk, measure theory on the circle

Classical analytic function theory in the complex unit disk and measure theory on the complex unit circle are fundamen-
tally intertwined. There are bijective correspondences between (i) contractive analytic functions in the disk, (ii) analytic
functions in the disk with positive semi-definite real part, i.e. Herglotz functions and (iii) positive, finite and regular Borel
measures on the complex unit circle. Namely, starting with such a positive measure, 𝜇, its Herglotz–Riesz transform is the
Herglotz function,

𝐻𝜇 (𝑧) :=
∫
𝜕D

1 + 𝑧𝜁
1 − 𝑧𝜁

𝜇(𝑑𝜁) ∈ 𝒪(D).
3
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It is easily verified that Re𝐻𝜇 (𝑧) ≥ 0, is a positive harmonic function. Applying the inverseCayley transform to anyHerglotz
function, i.e. the Möbius transformation sending the open right half-plane onto the open unit disk,D, which interchanges
the points 1 and 0, yields a contractive analytic function, 𝑏𝜇 , in the disk,

𝑏𝜇 (𝑧) :=
𝐻𝜇 (𝑧) − 1
𝐻𝜇 (𝑧) + 1

, |𝑏𝜇 (𝑧) | ≤ 1, 𝑧 ∈ D.

(By the maximum modulus principle, 𝑏𝜇 is strictly contractive inD unless it is constant.) Each of these transformations is
essentially reversible. Namely, given any contractive analytic function, 𝑏, the Cayley transform, 𝐻𝑏 := 1+𝑏

1−𝑏 , is a Herglotz
function and theHerglotz representation theorem states that if𝐻 is anyHerglotz function in the disk, then there is a unique
finite, positive and regular Borel measure, 𝜇 on the circle, so that

𝐻 (𝑧) = 𝑖Im𝐻 (0) +
∫
𝜕D

1 + 𝑧𝜁
1 − 𝑧𝜁

𝜇(𝑑𝜁) = 𝑖Im𝐻 (0) + 𝐻𝜇 (𝑧),

see [13, Boundary Values, Chapter 3]. To be precise, two Herglotz functions correspond to the same positive measure, 𝜇, if
and only if they differ by an imaginary constant. If 𝐻1, 𝐻2 are two Herglotz functions so that 𝐻2 = 𝐻1 + 𝑖𝑡 for some 𝑡 ∈ R,
then their corresponding inverse Cayley transforms obey

𝑏2 =
𝑧(𝑡)
𝑧(𝑡) ·𝔪𝑧 (𝑡 ) ◦ 𝑏1, 𝔪𝑧 (𝑡 ) (𝑧) =

𝑧 − 𝑧(𝑡)
1 − 𝑧(𝑡)𝑧

, 𝑧(𝑡) := 𝑡

2𝑖 + 𝑡 ∈ D,

so that 𝑏2 is, up to multiplication by the unimodular constant 𝑧 (𝑡 )
𝑧 (𝑡 ) , a Möbius transformation, 𝔪𝑧 (𝑡 ) , of 𝑏1, where 𝔪𝑧 (𝑡 )

defines an automorphism of the disk interchanging 0 with 𝑧(𝑡).
If a contractive analytic function, 𝑏, corresponds, essentially uniquely, to a positivemeasure, 𝜇, in this way, wewrite 𝜇 :=

𝜇𝑏 , and 𝜇𝑏 is called the Clark or Aleksandrov–Clark measure of 𝑏 [5]. Many properties of contractive analytic functions in
the disk can be described in terms of corresponding properties of their Clarkmeasures and vice versa [1, 2]. For example, by
Fatou’s theorem, the Radon–Nikodym derivative of any Clark measure, 𝜇𝑏 , with respect to normalized Lebesgue measure,
𝑚, on the circle is given by the radial, or more generally non-tangential, limits of the real part of its Herglotz function,

𝜇𝑏 (𝑑𝜁)
𝑚(𝑑𝜁) = lim

𝑟↑1
Re𝐻𝑏 (𝑟𝜁); 𝑚 − 𝑎.𝑒., 𝜁 ∈ 𝜕D

= lim
𝑟↑1

1 − |𝑏(𝑟𝜁) |2
|1 − 𝑏(𝑟𝜁) |2 ≥ 0,

[7], [13, Fatou’s Theorem, Chapter 3]. As a corollary of this formula, we see that 𝑏 is inner, i.e. it has unimodular radial
boundary limits 𝑚−a.e. on the circle, if and only if its Radon–Nikodym derivative vanishes almost everywhere, i.e. if and
and only if its Clark measure is singular with respect to Lebesgue measure.

As a second example which will be relevant for our investigations here, 𝑏 is an extreme point of the closed convex set of
contractive analytic functions in the disk if and only if its Radon–Nikodym derivative with respect to Lebesgue measure is
not log-integrable. That is, 𝑏 is an extreme point if and only if

log
𝜇𝑏 (𝑑𝜁)
𝑚(𝑑𝜁) ∉ 𝐿1 = 𝐿1 (𝑚).

This follows from the characterization of extreme points in the set of contractive analytic functions given in [13, Extreme
Points, Chapter 9] and Fatou’s Radon–Nikodym formula as described above. Here, equipping the set of all bounded analytic
functions in the disk with the supremum norm, we obtain the unital Banach algebra, 𝐻∞, the Hardy algebra, whose closed
unit ball, [𝐻∞]1, is the compact and convex set of contractive analytic functions in the disk. It further follows from a well-
known theorem of Szegö (later strengthened by Kolmogoroff and Kreı̆n), that 𝐻2 (𝜇) = 𝐿2 (𝜇) if and only if 𝜇 = 𝜇𝑏 for an
extreme point 𝑏 ∈ [𝐻∞]1 [13, Szegö’s Theorem, Chapter 4], [23]. Namely, Szegö’s theorem gives a formula for the distance
from the constant function 1 to the closure of the analytic polynomials with zero constant term in 𝐿2 (𝜇):

inf𝑝∈C[𝜁 ]
𝑝 (0)=0

∥1 − 𝑝∥2
𝐿2 (𝜇) = exp

∫
𝜕D

log
𝜇(𝑑𝜁)
𝑚(𝑑𝜁) 𝑚(𝑑𝜁).

It follows, in particular, that 𝑏 is an extreme point so that 𝑑𝜇
𝑑𝑚

is not log-integrable if and only if 1 belongs to the closure,
𝐻2

0 (𝜇), in 𝐿2 (𝜇) of the analytic polynomials obeying 𝑝(0) = 0. That is, if and only if 𝐻2
0 (𝜇) = 𝐻2 (𝜇). An inductive

argument then shows that this is equivalent to 𝐻2 (𝜇) = 𝐿2 (𝜇), so that 𝑍𝜇 = 𝑀
𝜇

𝜁
|𝐻2 (𝜇) = 𝑀

𝜇

𝜁
is unitary. If 𝜇 = 𝜇𝑏 is the

Clark measure of an extreme point, 𝑏, we will say that 𝜇 is extreme, and that 𝜇 is non-extreme if 𝑏 is not an extreme point.
The results of this paper reinforce the close relationship between function theory in the disk andmeasure theory on the

circle by establishing the Lebesgue decomposition and Radon–Nikodym theorem for positive measures using functional
4
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analysis and reproducing kernel theory applied to spaces of Cauchy transforms of positive measures. We will see that the
reproducing kernel construction of the Lebesgue decomposition of a positive measure 𝜇, with respect to another, 𝜆, bifur-
cates into the two cases, where: the intersection of the spaces of 𝜇 and 𝜆−Cauchy transforms, is (i) invariant, or (ii), not
invariant for the image of 𝑍𝜇 under Cauchy transform. Moreover, whether or not this intersection space is invariant is
largely dependent on whether 𝜆, or 𝜇 + 𝜆 are non-extreme or extreme.

1.2 Reproducing kernel Hilbert spaces

As described in the introduction, a reproducing kernel Hilbert space (RKHS) is any complex, separable Hilbert space of
functions,H, on a set 𝑋 , with the property that the linear functional of point evaluation at any 𝑥 ∈ 𝑋 is bounded onH.
Further recall, as described above, that for any 𝑥 ∈ 𝑋 , there is then a unique kernel vector or point evaluation vector, 𝑘𝑥 ∈ H

so that ⟨𝑘𝑥 , ℎ⟩H = ℎ(𝑥) for any ℎ ∈ H and we writeH = H(𝑘), where 𝑘 : 𝑋 × 𝑋 → C is a positive kernel function on 𝑋 in
the sense of Equation (0.1). Much of elementary reproducing kernel Hilbert space theory was developed by N. Aronszajn
in his seminal paper, [3]. In particular, there is a bijective correspondence between RKHS on a set 𝑋 and positive kernel
functions on 𝑋 given by the Aronszajn–Moore theorem, [3, Part I], [20, Proposition 2.13, Theorem 2.14] and this motivates
the notationH = H(𝑘).

Theorem (Aronszajn–Moore) If H = H(𝑘) is a RKHS of functions on a set, 𝑋 , then 𝑘 is a positive kernel function on 𝑋 .
Conversely, if 𝑘 is a positive kernel function on 𝑋 , then there is a (necessarily unique) RKHS of functions on 𝑋 with reproducing
kernel, 𝑘 .

Any RKHS,H(𝑘), of functions on a set 𝑋 , is naturally equipped with a multiplier algebra, Mult(𝑘), the unital algebra of
all functions on 𝑋 which ‘multiply’H(𝑘) into itself. That is, 𝑔 ∈ Mult(𝑘) if and only if 𝑔 · ℎ ∈ H(𝑘) for any ℎ ∈ H(𝑘).
Any ℎ ∈ Mult(𝑘) can be identified with the linear multiplication operator 𝑀ℎ : H(𝑘) → H(𝑘). More generally, one
can consider the set of multipliers, Mult(𝑘, 𝐾), between two RKHS on the same set. If ℎ ∈ Mult(𝑘, 𝐾), then 𝑀ℎ is always
bounded, by the closed graph theorem. Adjoints of multiplication operators have a natural action on kernel vectors: If
ℎ ∈ Mult(𝑘, 𝐾), then

𝑀∗
ℎ𝐾𝑧 = 𝑘𝑧ℎ(𝑧).

All RKHS in this paperwill be RKHS,H(𝑘), of analytic functions in the complex unit disk,D = (C)1, with the additional
property that evaluation of the Taylor coefficients of any ℎ ∈ H(𝑘) (at 0) defines a bounded linear functional on H(𝑘).
Again, by the Riesz representation lemma, for any 𝑗 ∈ N ∪ {0}, there is then a unique Taylor coefficient kernel vector,
𝑘 𝑗 ∈ H(𝑘), so that if ℎ ∈ H(𝑘) has Taylor series at 0,

ℎ(𝑧) =
∞∑︁
𝑗=0

ℎ̂ 𝑗 𝑧
𝑗 ,

then
〈
𝑘 𝑗 , ℎ

〉
H(𝑘 ) = ℎ̂ 𝑗 . It follows that

𝑘̂ (𝑖, 𝑗) :=
〈
𝑘𝑖 , 𝑘 𝑗

〉
H(𝑘 ) ,

defines a positive kernel function, the coefficient reproducing kernel ofH(𝑘), on the setN ∪ {0}. It is easily checked that for
any such Taylor coefficient reproducing kernel Hilbert spaces,H(𝑘) andH(𝐾), of analytic functions inD,

𝑘 ≤ 𝐾 ⇔ 𝑘̂ ≤ 𝐾̂ .

The reproducing and coefficient reproducing kernels of a Taylor coefficient RKHS inD are related by the formulas:

𝑘 (𝑧, 𝑤) =
∞∑︁
𝑗 ,ℓ=0

𝑘̂ ( 𝑗 , ℓ)𝑧 𝑗𝑤ℓ , and 𝑘𝑧 =

∞∑︁
𝑗=0
𝑧 𝑗 𝑘 𝑗 .

Adjoints of multipliers also have a natural convolution action on coefficient kernels, if ℎ ∈ Mult(𝐾, 𝑘), then,

𝑀∗
ℎ𝐾ℓ =

∑︁
𝑖+ 𝑗=ℓ

𝑘𝑖 ℎ̂ 𝑗 . (1.1)

We will say that a RKHS,H(𝑘), of analytic functions in 𝑋 = D is a coefficient RKHS in D, if Taylor coefficient evaluations
define bounded linear functionals onH(𝑘). In this case the positive coefficient kernel function 𝑘̂ onN∪ {0} is an example
of a discrete or formal reproducing kernel in the sense of [4].

In this paper it will be useful to consider densely–defined multipliers between RKHSH(𝐾),H(𝑘) on 𝑋 , which are not
necessarily bounded.
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Proposition 1.1 (Multipliers are closeable) Let 𝑘, 𝐾 be positive kernel functions on 𝑋 , and let ℎ be a function on 𝑋 so that the
linear operator 𝑀ℎ : Dom𝑀ℎ ⊆ H(𝑘) → H(𝐾) has dense domain, Dom𝑀ℎ . Then 𝑀ℎ is closeable, and closed on its maximal
domain, Dommax 𝑀ℎ := {𝑔 ∈ H(𝑘) | ℎ · 𝑔 ∈ H(𝐾)}, 𝑀∗

ℎ
𝐾𝑥 = 𝑘𝑥ℎ(𝑥), and

∨
𝑥∈𝑋 𝐾𝑥 is a core for 𝑀∗

ℎ
, if 𝑀ℎ is defined on its

maximal domain.

Recall that a linear operator with dense domain in a Hilbert space,H, is said to be closed if its graph is a closed subspace
ofH⊕H. Further recall that a dense set,𝒟 ⊆ Dom 𝐴, contained in the domain of closed operator, 𝐴, is called a core for 𝐴 if
𝐴 is equal to the closure (minimal closed extension) of its restriction to𝒟. In general, given any two linear transformations
𝐴, 𝐵, we say that 𝐵 is an extension of 𝐴 or that 𝐴 is a restriction of 𝐵, written 𝐴 ⊆ 𝐵, if Dom 𝐴 ⊆ Dom 𝐵 and 𝐵 |Dom 𝐴 = 𝐴.
Equivalently, the set of all pairs (𝑥, 𝐴𝑥), for 𝑥 ∈ 𝒟, is dense in the graph of 𝐴. Finally, 𝐴 is closeable if it has a closed extension.

Proof Define Dommax 𝑀ℎ to be the linear space of all 𝑔 ∈ H(𝑘) so that ℎ · 𝑔 ∈ H(𝐾). This is the largest domain on
which 𝑀ℎ makes sense. If 𝑔𝑛 ∈ Dommax 𝑀ℎ is such that 𝑔𝑛 → 𝑔 and 𝑀ℎ𝑔𝑛 → 𝑓 , then sinceH(𝑘),H(𝐾) are RKHS, it
necessarily follows that

𝑔𝑛 (𝑥) → 𝑔(𝑥), and ℎ(𝑥)𝑔𝑛 (𝑥) → ℎ(𝑥)𝑔(𝑥) = 𝑓 (𝑥), 𝑥 ∈ 𝑋.

This proves that 𝑓 = ℎ ·𝑔, so that 𝑔 ∈ Dommax 𝑀ℎ and𝑀ℎ is closed onDommax 𝑀ℎ . If𝑀ℎ is densely-defined on some other
domain, Dom𝑀ℎ , then Dom𝑀ℎ ⊆ Dommax 𝑀ℎ by maximality, so that 𝑀ℎ has a closed extension, and is hence closeable.

The fact that
∨
𝐾𝑥 is a core for𝑀∗

ℎ
follows from the assumption that𝑀ℎ is defined (and closed) on its maximal domain.

By maximality, 𝑀ℎ , with domain Dommax 𝑀ℎ , has no non-trivial closed extensions which act as multiplication by ℎ. Let
𝑇∗ be the closure of the restriction of 𝑀∗

ℎ
to

∨
𝐾𝑥 . Then 𝑇∗ ⊆ 𝑀∗

ℎ
is densely–defined and closed so that 𝑀ℎ ⊆ 𝑇 := 𝑇∗

∗ ,
where 𝑇∗

∗ , the adjoint of 𝑇∗ is necessarily closed so that 𝑇∗ = 𝑇∗. However,

𝑇∗𝐾𝑥 = 𝑀
∗
ℎ𝐾𝑥 = 𝐾𝑥ℎ(𝑥),

so that 𝑇 necessarily acts as multiplication by ℎ on its domain. By maximality, Dom𝑇 = Dom 𝑚𝑎𝑥𝑀ℎ and 𝑀ℎ = 𝑇 . ■

Remark 1.2 IfH(𝑘) andH(𝐾) are Taylor coefficient RKHS inD, then one can further show that the adjoint of any closed
multiplication operator, 𝑀ℎ : H(𝑘) → H(𝐾) acts as a convolution operator on coefficient kernels, as in Equation (1.1),
and the linear span of all Taylor coefficient kernels is also a core for 𝑀∗

ℎ
.

One can define a natural partial order on positive kernel functions on a fixed set, 𝑋 . Namely, if 𝑘 and 𝐾 are two positive
kernel functions on the same set, 𝑋 , we write 𝑘 ≤ 𝐾 , if 𝐾 − 𝑘 is a positive kernel function on 𝑋 . Notice that the identically
zero kernel function is a positive kernel on 𝑋 , so that 𝑘 ≤ 𝐾 can be equivalently written as 𝐾 − 𝑘 ≥ 0. The following
theorem of Aronszajn describes when one RKHS of functions on 𝑋 is boundedly contained in another in terms of this
partial order, [3, Section 7] [20, Theorem 5.1].

Theorem (Aronszajn’s inclusion theorem) Let 𝑘, 𝐾 be positive kernel functions on a set, 𝑋 . ThenH(𝑘) ⊆ H(𝐾) and the norm
of the embedding e : H(𝑘) ↩→ H(𝐾) is at most 𝑡2 > 0 if and only if 𝑡2𝐾 ≥ 𝑘 .

If 𝑘 and 𝐾 are both positive kernel functions on a set, 𝑋 , it is immediate that 𝑘 + 𝐾 is also a positive kernel function on
𝑋 . The following ‘sums of kernels’ theorem of Aronszajn describes the norm ofH(𝑘 + 𝐾) and the decomposition of this
space in terms ofH(𝑘) andH(𝐾) [3], [20, Theorem 5.4, Corollary 5.5]. Notice, in particular that 𝑘, 𝐾 ≤ 𝑘 + 𝐾 as kernel
functions so thatH(𝑘) andH(𝐾) are contractively contained inH(𝑘 + 𝐾), by the inclusion theorem.

Theorem (Aronszajn’s sums of kernels theorem) Let 𝑘, 𝐾 be positive kernel functions on a set, 𝑋 . Then,H(𝑘 + 𝐾) = H(𝑘) +
H(𝐾) and

∥ℎ∥2H(𝑘+𝐾 ) = min {∥ 𝑓 ∥2H(𝑘 ) + ∥𝑔∥2H(𝐾 ) | 𝑓 + 𝑔 = ℎ}.
In particular,H(𝑘 + 𝐾) = H(𝑘) ⊕ H(𝐾) if and only ifH(𝑘) ∩H(𝐾) = {0}.

Observe that the sums of kernels theorem asserts that the algebraic sum H(𝑘 + 𝐾) = H(𝑘) + H(𝐾) is a direct sum
if and only if it is an orthogonal direct sum. More can be said about this decomposition and the structure of H(𝑘 + 𝐾)
using the theory of operator–range spaces of contractions and their complementary spaces in the sense of de Branges and
Rovnyak [6], [8, Chapter 16]. Let 𝐴 ∈ ℒ(H, J) be a bounded linear operator. The operator–range space of 𝐴,ℛ(𝐴), is the
Hilbert space obtained by equipping the range of 𝐴with the inner product that makes 𝐴 a co-isometry onto its range. That
is,ℛ(𝐴) = Ran 𝐴 ⊆ J, with inner product,

⟨𝐴𝑥, 𝐴𝑦⟩𝐴 :=
〈
𝑥, 𝑃⊥

Ker 𝐴𝑦
〉
H
.
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One can generally show that ℛ(𝐴) = ℛ(
√
𝐴𝐴∗), [8, Corollary 16.8]. If 𝐴 is a contraction, ∥𝐴∥ ≤ 1, then ℛ(𝐴) ⊆ J

is contractively contained in J in the sense that the embedding, e : ℛ(𝐴) ↩→ J is a linear contraction. In this case, one
can define the complementary space of 𝐴, ℛ𝑐 (𝐴) := ℛ(

√
𝐼 − 𝐴𝐴∗). The notion of complementary space was originally

introduced in a more geometric way by de Branges and Rovnyak [6]. Namely, if H is any Hilbert space and ℛ ⊆ H is a
Hilbert space which is contractively contained inH, thenℛ = ℛ(j), where j : ℛ ↩→ H is the contractive embedding. L.
de Branges and J. Rovnyak defined the complementary space,ℛ𝑐 ofℛ as the set of all 𝑦 ∈ H so that

sup
𝑥∈ℛ

(
∥𝑦 + 𝑥∥2H − ∥𝑥∥2

ℛ

)
< +∞.

One can prove thatℛ𝑐 = ℛ
𝑐 (j) and that the above formula is equal to the norm of 𝑦 inℛ𝑐 (j), so that these two definitions

coincide [8, Chapter 16]. The following theorem summarizes several results in the theory of operator–range spaces, see [8,
Chapter 16].

Theorem 1.3 (Operator–range spaces of contractions) Let 𝐴 ∈ ℒ(H, J) be a contraction. If e : ℛ(𝐴) ↩→ J and j : ℛ𝑐 (𝐴) ↩→
J are the contractive embeddings, then

J = ℛ(𝐴) +ℛ
𝑐 (𝐴).

For any 𝑥 = 𝑦 + 𝑧 ∈ J so that 𝑦 ∈ ℛ(𝐴) and 𝑧 ∈ ℛ
𝑐 (𝐴), the Pythagorean equality,

∥𝑥∥2J = ∥𝑦∥2
ℛ(𝐴) + ∥𝑧∥2

ℛ𝑐 (𝐴) , (1.2)

holds if and only if 𝑦 = ee∗𝑥 and 𝑧 = jj∗𝑥, so that, in particular, 𝐼J = ee∗ + jj∗. As a vector space, the overlapping space is

ℛ(𝐴) ∩ℛ
𝑐 (𝐴) = 𝐴ℛ𝑐 (𝐴∗),

and 𝐴 : ℛ𝑐 (𝐴∗) → ℛ
𝑐 (𝐴) acts as a linear contraction.

Moreover, the following are equivalent:

(i) 𝐴 is a partial isometry,
(ii) ℛ(𝐴) andℛ𝑐 (𝐴) are isometrically contained in J as orthgonal complements, J = ℛ(𝐴) ⊕ ℛ

𝑐 (𝐴),
(iii) ℛ(𝐴) ∩ℛ

𝑐 (𝐴) = {0}.

Observe that, as in Aronszajn’s sums of kernels theorem, the algebraic sum J = ℛ(𝐴) +ℛ
𝑐 (𝐴) is a direct sum if and

only if it is an orthogonal direct sum.

Theorem 1.4 Let H(𝐾) be a RKHS on a set, 𝑋 . If H(𝑘) is another RKHS on 𝑋 which embeds, contractively, in H(𝐾), and
e : H(𝑘) ↩→ H(𝐾) is the contractive embedding, thenH(𝑘) = ℛ(e) and the complementary space,ℛ𝑐 (e), is the RKHS on 𝑋
with reproducing kernel 𝐾 − 𝑘 .

An embedding of RKHS, e : H(𝑘) ↩→ H(𝐾), is necessarily injective.

Proof Let e : H(𝑘) ↩→ H(𝐾) be the contractive embedding and consider the operator–range space of e. Given any
𝑔, ℎ ∈ H(𝑘), we have that

⟨e𝑔, eℎ⟩e = ⟨𝑔, ℎ⟩H(𝑘 ) ,

since e is injective. Hence, for any 𝑥 ∈ 𝑋 ,

⟨e𝑘𝑥 , eℎ⟩e = ⟨𝑘𝑥 , ℎ⟩H(𝑘 ) = ℎ(𝑥) = (eℎ) (𝑥), (1.3)

and it follows thatℛ(e) = H(𝑘). Indeed, equation (1.3) shows thatℛ(e) is a reproducing kernel Hilbert space on 𝑋 with
point evaluation vectors 𝑘̃𝑥 := e𝑘𝑥 and that for any 𝑥, 𝑦 ∈ 𝑋 ,

𝑘̃ (𝑥, 𝑦) =
〈
𝑘̃𝑥 , 𝑘̃𝑦

〉
e
=
〈
𝑘𝑥 , 𝑘𝑦

〉
= 𝑘 (𝑥, 𝑦),

so that ℛ(e) = H( 𝑘̃) = H(𝑘). Now consider the complementary space, ℛ𝑐 (e), of H(𝑘) = ℛ(e). Since this
complementary space is contractively contained inH(𝐾), for any

√
𝐼 − ee∗𝑔 ∈ ℛ

𝑐 (e),〈
(𝐼 − ee∗)𝐾𝑥 ,

√
𝐼 − ee∗𝑔

〉
ℋ

=

〈√
𝐼 − ee∗𝐾𝑥 , 𝑔

〉
H(𝐾 )

= (
√
𝐼 − ee∗𝑔) (𝑥),
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proving thatℛ𝑐 (e) is also a RKHS on 𝑋 with point evaluation vectors 𝑘 ′𝑥 := (𝐼 − ee∗)𝐾𝑥 . Hence,

𝑘 ′ (𝑥, 𝑦) =
〈
𝑘 ′𝑥 , 𝑘

′
𝑦

〉
ℋ

=
〈
(𝐼 − ee∗)𝐾𝑥 , (𝐼 − ee∗)𝐾𝑦

〉
ℋ

=
〈
𝐾𝑥 , (𝐼 − ee∗)𝐾𝑦

〉
H(𝐾 )

= 𝐾 (𝑥, 𝑦) − 𝑘 (𝑥, 𝑦).

If j : ℛ𝑐 (e) ↩→ ℋ
+ (𝜇) is the contractive embedding, then observe that jj∗ + ee∗ = 𝐼H(𝐾 ) , so that

ℛ(j) = ℛ(
√︁
jj∗) = ℛ

𝑐 (e).

■

Theprevious theoremandTheorem1.3 provide additional information on the structure and decomposition ofH(𝑘+𝐾)
in Aronszajn’s sums of kernels theorem.

Corollary 1.5 Let 𝑘, 𝐾 be positive kernel functions on a set, 𝑋 and let e : H(𝑘) ↩→ H(𝑘 + 𝐾) and j : H(𝐾) ↩→ H(𝑘 + 𝐾)
be the contractive embeddings. Then we can identifyH(𝑘) andH(𝐾) with the operator range spacesℛ(e) andℛ(j), respectively.
Moreover, 𝐼H(𝑘+𝐾 ) = ee∗+jj∗ so thatH(𝐾) = ℛ

𝑐 (e) is the complementary space ofℛ(e) = H(𝑘), and given any ℎ ∈ H(𝑘+𝐾),

∥ℎ∥2𝑘+𝐾 = ∥e∗ℎ∥2𝑘 + ∥j∗ℎ∥2𝐾 .

The intersection space,H(𝑘) ∩H(𝐾) is equal to eℛ𝑐 (e∗) and jℛ𝑐 (j∗), and e : ℛ𝑐 (e∗) → ℛ
𝑐 (e) = H(𝐾), j : ℛ𝑐 (j∗) →

ℛ
𝑐 (j) are contractions.

Finally, as described in [18] and [17, Section 5], we can define a pair of natural ‘lattice operations’, ∨ and ∧ on the set of
all positive kernel functions on a fixed set, 𝑋 . Given two positive kernel functions, 𝑘 and 𝐾 , on 𝑋 , let 𝑘 ∨ 𝐾 := 𝑘 + 𝐾 , a
positive kernel function on 𝑋 . We can also construct a second RKHS on 𝑋 by defining

int(𝑘, 𝐾) := H(𝑘) ∩H(𝐾),

equipped with the inner product

⟨𝑔, ℎ⟩𝑘∧𝐾 := ⟨𝑔, ℎ⟩𝑘 + ⟨𝑔, ℎ⟩𝐾 .
It is not difficult to verify that int(𝑘, 𝐾), equipped with this inner product is complete, and that point evaluation at any
𝑥 ∈ 𝑋 defines a bounded linear functional on int(𝑘, 𝐾), so that this is a RKHS,H(𝑘∧𝐾), of functions on 𝑋 . The following
theorem describes a useful relationship betweenH(𝑘 + 𝐾) andH(𝑘 ∧ 𝐾) [17, Theorem 5.2], [18].

Theorem (Sums and intersections of RKHS) Let 𝑘, 𝐾 ≥ 0 be positive kernel functions on a set, 𝑋 . Define two linear maps,𝑈∨
and𝑈∧ ofH(𝑘 + 𝐾) andH(𝑘 ∧ 𝐾), respectively, intoH(𝑘) ⊕ H(𝐾) by

𝑈∨ (𝑘 + 𝐾)𝑥 := 𝑘𝑥 ⊕ 𝐾𝑥 , 𝑥 ∈ 𝑋, and 𝑈∧ 𝑓 := 𝑓 ⊕ − 𝑓 , 𝑓 ∈ H(𝑘 ∧ 𝐾).

Then,𝑈∨,𝑈∧ both define isometries intoH(𝑘) ⊕ H(𝐾) with Ran𝑈∨ = Ran𝑈⊥
∧ , so that

H(𝑘) ⊕ H(𝐾) = 𝑈∨H(𝑘 + 𝐾) ⊕ 𝑈∧H(𝑘 ∧ 𝐾).

The point evaluation vectors forH(𝑘 ∧ 𝐾) = H(𝑘) ∩H(𝐾) are given by the formulas

(𝑘 ∧ 𝐾)𝑥 =
1
2
𝑈∗
∧ (𝐾𝑥 ⊕ −𝑘𝑥) = 𝑈∗

∧ (𝐾𝑥 ⊕ 0) = 𝑈∗
∧ (0 ⊕ −𝑘𝑥).

1.3 Positive quadratic forms

A quadratic or sesquilinear form, 𝔮 : Dom 𝔮 × Dom 𝔮 → C, with dense form domain, Dom 𝔮 in a separable Hilbert space,
H, is said to be positive semi-definite if 𝔮(𝑥, 𝑥) ≥ 0 for all 𝑥 ∈ Dom 𝔮. Such a quadratic form is said to be closed, if Dom 𝔮

is complete with respect to the norm induced by the inner product

⟨·, ·⟩𝔮+𝔦𝔡 := ⟨·, ·⟩H + 𝔮(·, ·)

and 𝔮 is closeable if it has a closed extension. We will let Ĥ(𝔮) denote the Hilbert space completion of Dom 𝔮 with respect
to this 𝔮 + 𝔦𝔡−inner product. Hence, 𝔮 is closed if and only if Ĥ(𝔮) = Dom 𝔮. If 𝔮 ≥ 0 is closeable, then its closure, 𝔮, is
the minimal closed extension of 𝔮. By Kato, closed positive semi-definite forms obey an ‘unbounded version’ of the Riesz
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Lemma [16, Chapter VI, Theorem 2.1 andTheorem 2.23]. Namely, 𝔮 ≥ 0 is closed if and only if there is a unique self-adjoint,
densely–defined and positive semi-definite operator, 𝐴, so that Dom 𝔮 = Dom

√
𝐴 and

𝔮(𝑥, 𝑥) = 𝔮𝐴(𝑥, 𝑥) =
〈√
𝐴𝑥,

√
𝐴𝑥

〉
H
.

Any self-adjoint operator is necessarily closed. FollowingKato and Simon, we can define a partial order on densely–defined
and positive semi-definite forms by 𝔮1 ≤ 𝔮2 if

(i) Dom 𝔮2 ⊆ Dom 𝔮1, and
(ii) 𝔮1 (𝑥, 𝑥) ≤ 𝔮2 (𝑥, 𝑥) for all 𝑥 ∈ Dom 𝔮2.

In particular, if 𝔮𝐴 and 𝔮𝐵 are the closed forms of the self-adjoint and positive semi-definite operators 𝐴 and 𝐵, we say
that 𝐴 ≤ 𝐵 in the form sense if 𝔮𝐴 ≤ 𝔮𝐵 as forms. This reduces to the usual Löwner partial order on bounded, self-adjoint
operators, if 𝐴 and 𝐵 are bounded. At first sight, it may seem strange that the ‘larger’ form in the above definition may have
a smaller domain. The following result of Kato provides some justification for this [16, Chapter VI, Theorem 2.21], [22,
Proposition 1.1].

Lemma 1.6 (Kato) Let 𝐴, 𝐵 ≥ 0 be self-adjoint and densely–defined inH. Then 𝐴 ≤ 𝐵 in the form sense if and only if

(𝑡 𝐼 + 𝐴)−1 ≤ (𝑡 𝐼 + 𝐵)−1,

for any 𝑡 > 0.

Recall that if 𝐴 is a closed operator with dense domain, Dom 𝐴 ⊆ H, that 𝒟 ⊆ Dom 𝐴 is called a core for 𝐴, if 𝐴
is equal to the closure of its restriction to 𝒟. Similarly, if 𝔮 is a closed, densely–defined and positive semi-definite form,
a (necessarily dense) set 𝒟 ⊆ Dom 𝔮 is called a form-core for 𝔮, if 𝒟 is dense in Ĥ(𝔮). It is not difficult to verify that if
𝔮 = 𝔮𝐴 is closed, then𝒟 is a form-core for 𝔮 if and only if𝒟 is a core for

√
𝐴.

Toeplitz forms. The classical Hardy space, 𝐻2 = 𝐻2 (D), is the Hilbert space of square-summable Taylor series in the
complex unit disk, equipped with the ℓ2−inner product of these coefficients. By results of Fatou, any element of 𝐻2 has
non-tangential boundary limits almost everywhere on the unit circle, 𝜕D, with respect to normalized Lebesgue measure,
𝑚 [13]. Identifying any ℎ ∈ 𝐻2 with its boundary limits defines an isometric inclusion of 𝐻2 into 𝐿2 = 𝐿2 (𝑚). Classically,
Toeplitz operators, 𝑇 , on 𝐻2, are defined as the compression of bounded multiplication operators on 𝐿2 to 𝐻2. Namely,
𝑇 = 𝑇𝑔 := 𝑃𝐻2𝑀𝑔 |𝐻2 , and ∥𝑇𝑔∥ = ∥𝑀𝑔∥ = ∥𝑔∥∞ so that 𝑔 ∈ 𝐿∞. A theorem of Brown and Halmos, [10, Theorem 6],
characterizes the Toeplitz operators as the set of all bounded operators,𝑇 , on𝐻2which obey the simple algebraic condition,

𝑆∗𝑇𝑆 = 𝑇,

where 𝑆 = 𝑀𝑧 , is the shift on 𝐻2, the isometry of multiplication by 𝑧. Under the boundary value identification of 𝐻2 with
the subspace 𝐻2 (𝑚) ⊆ 𝐿2 (𝑚, 𝜕D), the shift is identified with the isometry 𝑆 = 𝑍𝑚 = 𝑀𝑚

𝜁
|𝐻2 (𝑚) .

Recall, as described in the Outline, given a positive, finite and regular Borel measure, 𝜇, on 𝜕D, we can associate to 𝜇 the
densely–defined andpositive semi-definite quadratic form,𝔮𝜇 , with dense formdomain,Dom 𝔮𝜇 := 𝐴(D) in𝐻2 = 𝐻2 (𝑚),
where𝑚 is normalized Lebesgue measure. This positive form, 𝔮𝜇 , is an example of a Toeplitz form, as studied by Grenander
and Szegö in [9]. Namely, Dom 𝔮𝜇 = 𝐴(D) obeys 𝑆Dom 𝔮𝜇 ⊆ Dom 𝔮𝜇 , and

𝔮𝜇 (𝑆𝑥, 𝑆𝑦) = 𝔮𝜇 (𝑥, 𝑦); 𝑥, 𝑦 ∈ 𝐴(D) = Dom 𝔮𝜇 .

If 𝔮𝜇 is closeable so that 𝔮𝜇 = 𝔮𝑇 for a closed, self-adjoint 𝑇 ≥ 0, then by Kato’s unbounded Riesz lemma we have that
𝑆∗𝑇𝑆 = 𝑇 , and our results will show that

𝔮𝜇 (𝑥, 𝑦) =
〈
𝑀√

𝑓
𝑥, 𝑀√

𝑓
𝑦

〉
𝐿2

; 𝑓 =
𝑑𝜇

𝑑𝑚
∈ 𝐿1, 𝑥, 𝑦 ∈ 𝐴(D),

see Theorem 3.12. Hence, 𝑇 = 𝑇 𝑓 = 𝑃𝐻2𝑀 𝑓 |𝐻2 is a closed, potentially unbounded Toeplitz operator with symbol 𝑓 , in
this ‘quadratic form sense’. In particular, if 𝑇 ≥ 0 is bounded, which happens if and only if 𝜇 ≤ 𝑡2𝑚 for some 𝑡 > 0, then
by the Riesz representation lemma, 𝑆∗𝑇𝑆 = 𝑇 , so that 𝑇 is a bounded Toeplitz operator by Brown–Halmos, in which case
𝑇 = 𝑇 𝑓 for 𝑓 = 𝑑𝜇

𝑑𝑚
∈ 𝐿∞ and ∥ 𝑓 ∥∞ ≤ 𝑡, by Theorem 3.1 and Corollary 3.2.
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2 Spaces of Cauchy transforms

Let 𝜇 be a positive, finite and regular Borel measure on the complex unit circle. Recall that given any ℎ ∈ 𝐻2 (𝜇) =

C[𝜁]−∥ · ∥
𝐿2 (𝜇) , its 𝜇−Cauchy transform is the function

(𝒞𝜇ℎ) (𝑧) :=
∫
𝜕D
ℎ(𝜁) 1

1 − 𝑧𝜁
𝜇(𝑑𝜁) = ⟨𝑘𝑧 , ℎ⟩𝐿2 (𝜇) ; 𝑘𝑧 (𝜁) := (1 − 𝑧𝜁)−1. (2.1)

We will call the functions 𝑘𝑧 , 𝑧 ∈ D, Szegö kernel vectors.
Recall that 𝐴(D) denotes the disk algebra, the unital Banach algebra of analytic functions in D which extend contin-

uously to the boundary, 𝜕D. Since the analytic polynomials are supremum-norm dense in 𝐴(D), viewed as a subspace of
the continuous functions, 𝒞(𝜕D), on the circle and 𝐻2 (𝜇) = 𝐴(D)−∥ · ∥

𝐿2 (𝜇) , it follows that 𝐻2 (𝜇) = C[𝜁]−∥ · ∥
𝐿2 (𝜇) =

𝐴(D)−∥ · ∥
𝐿2 (𝜇) . Similarly,𝒦D :=

∨
𝑧∈D 𝑘𝑧 is also supremum-norm dense in 𝐴(D) ⊆ 𝒞(𝜕D), so that this subspace is also

dense in 𝐻2 (𝜇).

Lemma 2.1 The 𝜇−Cauchy transform of any ℎ ∈ 𝐻2 (𝜇) is holomorphic in D.

Proof Given any 𝑧 ∈ D, since (𝒞𝜇ℎ) (𝑧) := ⟨𝑘𝑧 , ℎ⟩𝐿2 (𝜇) , consider the Leibniz difference quotient

lim
𝜖→0

(𝒞𝜇ℎ) (𝑧 + 𝜖) − (𝒞𝜇ℎ) (𝑧)
𝜖

= lim
𝜖→0

𝜖−1 ⟨𝑘𝑧+𝜖 − 𝑘𝑧 , ℎ⟩𝐿2 (𝜇) .

(Here, recall that our inner products are conjugate linear in their first argument.) This limit will exist and 𝒞𝜇ℎ will be
holomorphic, if and only if the limit of 𝜖−1 (𝑘𝑧+𝜖 − 𝑘𝑧) exists in 𝐻2 (𝜇). This limit exists in supremum norm on the circle
(and so belongs to 𝐴(D)), and so it certainly exists in the 𝐿2 (𝜇)−norm by Cauchy–Schwarz. Indeed,

lim
𝜖→0

𝑘𝑧+𝜖 (𝜁) − 𝑘𝑧 (𝜁)
𝜖

= lim
1 − 𝜁 𝑧 − (1 − 𝜁 𝑧 − 𝜁𝜖)
𝜖 (1 − 𝜁 𝑧) (1 − 𝜁 (𝑧 + 𝜖))

=
𝜁

(1 − 𝜁 𝑧)2
,

and this limit is continuous on 𝜕D for any fixed 𝑧 ∈ D. Hence𝒞𝜇ℎ ∈ 𝒪(D) for any ℎ ∈ 𝐻2 (𝜇). ■

Let ℋ+ (𝜇) := 𝒞𝜇𝐻
2 (𝜇) ⊆ 𝒪(D) be the complex vector space of 𝜇−Cauchy transforms equipped with the inner

product, 〈
𝒞𝜇𝑔,𝒞𝜇ℎ

〉
𝜇
:= ⟨𝑔, ℎ⟩𝐿2 (𝜇) .

Lemma 2.2 The space of 𝜇−Cauchy transforms,ℋ+ (𝜇), is a RKHS of analytic functions in D with reproducing kernel

𝑘𝜇 (𝑧, 𝑤) :=
∫
𝜕D

1
1 − 𝑧𝜁

1
1 − 𝑤𝜁 𝜇(𝑑𝜁) = ⟨𝑘𝑧 , 𝑘𝑤⟩𝐿2 (𝜇)

=
1
2
𝐻𝜇 (𝑧) + 𝐻𝜇 (𝑤)

1 − 𝑧𝑤 ,

where 𝐻𝜇 (𝑧) =
∫
𝜕D

1+𝑧𝜁
1−𝑧𝜁 𝜇(𝑑𝜁) is the Herglotz–Riesz transform of 𝜇.

By construction,𝒞𝜇 is an isometry of 𝐻2 (𝜇) ontoℋ+ (𝜇).

Proof To show that this inner product is well-defined, we need to check that𝒞𝜇ℎ ≡ 0 in the disk implies that ℎ = 0 in
𝐻2 (𝜇). Indeed,

(𝒞𝜇ℎ) (𝑧) = ⟨𝑘𝑧 , ℎ⟩𝐻2 (𝜇) ,

and since
∨
𝑘𝑧 is dense in 𝐴(D), the linear span of the Szegö kernels is also dense in 𝐻2 (𝜇) as described above. Hence this

vanishes for all 𝑧 ∈ D if and only if ℎ = 0.
By definition, for any 𝑧 ∈ D,

(𝒞𝜇ℎ) (𝑧) = ⟨𝑘𝑧 , ℎ⟩𝐻2 (𝜇) =
〈
𝒞𝜇𝑘𝑧 ,𝒞𝜇ℎ

〉
𝜇
,
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so thatℋ+ (𝜇) is a RKHS inD with kernel vectors 𝑘𝜇𝑧 := 𝒞𝜇𝑘𝑧 and reproducing kernel

𝑘𝜇 (𝑧, 𝑤) :=
〈
𝒞𝜇𝑘𝑧 ,𝒞𝜇𝑘𝑤

〉
𝐿2 (𝜇) =

∫
𝜕D

1
1 − 𝑧𝜁

1
1 − 𝑤𝜁 𝜇(𝑑𝜁).

Finally,

𝐻𝜇 (𝑧) + 𝐻𝜇 (𝑤) =

∫
𝜕D

1 + 𝑧𝜁
1 − 𝑧𝜁

𝜇(𝑑𝜁) +
∫
𝜕D

1 + 𝑤𝜁
1 − 𝑤𝜁 𝜇(𝑑𝜁)

= 2(1 − 𝑧𝑤)
∫
𝜕D

1
1 − 𝑧𝜁

1
1 − 𝑤𝜁 𝜇(𝑑𝜁),

establishing the second formula. ■

Example 2.3 (Hardy space.) If 𝜇 = 𝑚 is normalized Lebesgue measure, then,

𝐻𝑚 (𝑧) :=
∫
𝜕D

1 + 𝑧𝜁
1 − 𝑧𝜁

𝑚(𝑑𝜁)

=

∫
𝜕D

2
1 − 𝑧𝜁

𝑚(𝑑𝜁) − 𝑚(𝜕D)

=

∞∑︁
𝑗=0
𝑧 𝑗

∫
𝜕D
𝜁
𝑗
𝑚(𝑑𝜁) −

∫
𝜕D
𝑚(𝑑𝜁)

=

∞∑︁
𝑗=0
𝑧 𝑗

1
2𝜋

∫ 2𝜋

0
𝑒−𝑖 𝑗 𝜃𝑑𝜃 − 1

2𝜋

∫ 2𝜋

0
𝑑𝜃 = 2𝛿 𝑗 ,0 − 1 = 1.

It follows that 𝑏𝑚 := 𝐻𝑚−1
𝐻𝑚+1 ≡ 0, so that 𝑚 = 𝜇0 is the Clark measure of the identically 0 function. Moreover,

𝑘𝑚 (𝑧, 𝑤) = 1
2
𝐻𝑚 (𝑧) + 𝐻𝑚 (𝑤)

1 − 𝑧𝑤 =
1

1 − 𝑧𝑤 = 𝑘 (𝑧, 𝑤),

is the Szegö kernel. This is the reproducing kernel for the classical Hardy space 𝐻2 = 𝐻2 (D), of square–summable Taylor
series in the complex unit disk, equipped with the ℓ2−inner product of the Taylor coefficients. That is,ℋ+ (𝑚) = 𝐻2.

Since any ℎ := 𝒞𝜇𝑔 ∈ ℋ
+ (𝜇) is holomorphic in the open unit disk, its Taylor series at 0 has radius of convergence at

least one,

ℎ(𝑧) =
∞∑︁
𝑗=0

ℎ̂ 𝑗 𝑧
𝑗 .

Moreover, expanding 𝑘𝑧 (𝜁) in a convergent geometric sum,

ℎ(𝑧) =
∞∑︁
𝑗=0

ℎ̂ 𝑗 𝑧
𝑗 = ⟨𝑘𝑧 , 𝑔⟩𝐿2 (𝜇) =

∞∑︁
𝑗=0
𝑧 𝑗

〈
𝜁 𝑗 , 𝑔

〉
𝐿2 (𝜇)

=

∞∑︁
𝑗=0
𝑧 𝑗

〈
𝒞𝜇𝜁

𝑗 , ℎ
〉
𝜇
,

and it follows that the Taylor coefficients are given by

ℎ̂ 𝑗 =
〈
𝒞𝜇𝜁

𝑗 , ℎ
〉
𝜇
; 𝑗 ∈ N ∪ {0}.

That is, for any 𝑗 ∈ N ∪ {0}, the linear functionals ℓ 𝑗 (ℎ) = ℎ̂ 𝑗 are bounded onℋ
+ (𝜇) and are implemented by inner

products against the Taylor coefficient kernel vectors 𝑘𝜇
𝑗
:= 𝒞𝜇𝜁

𝑗 . Henceℋ+ (𝜇) is a Taylor coefficient RKHS in D with
coefficient reproducing kernel, 𝑘̂𝜇 (𝑖, 𝑗), on the setN ∪ {0},

𝑘̂𝜇 (𝑖, 𝑗) :=
〈
𝑘
𝜇

𝑖
, 𝑘
𝜇

𝑗

〉
𝜇
,

and 𝑘̂𝜇 is then a positive kernel function onN ∪ {0}.
11
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Given a positive measure 𝜇, let 𝑉𝜇 := 𝒞𝜇𝑍
𝜇
𝒞

∗
𝜇 . This is an isometry on ℋ

+ (𝜇) that will play a central role in our
analysis. This operator has a natural action on kernel vectors:

𝑉𝜇𝑘
𝜇
𝑧 𝑧 = 𝑘

𝜇
𝑧 − 𝑘𝜇0 , and 𝑉∗

𝜇 (𝑘
𝜇
𝑧 − 𝑘𝜇0 ) = 𝑘

𝜇
𝑧 𝑧. (2.2)

In particular, ∨
𝑧∈D

(𝑘𝜇𝑧 − 𝑘𝜇0 ) = Ran𝑉𝜇,

where, here,
∨

denotes closed linear span. It is easy to check that a function, ℎ ∈ ℋ
+ (𝜇), is orthogonal to Ran𝑉𝜇 if and

only if ℎ = 𝑐1, 𝑐 ∈ C, is constant in the disk. Hence the following statements are equivalent:

(i) 𝜇 is extreme,
(ii) 𝐻2 (𝜇) = 𝐿2 (𝜇),
(iii) 𝑍𝜇 = 𝑀

𝜇

𝜁
|𝐻2 (𝜇) and hence𝑉𝜇 is unitary,

(iv) ℋ+ (𝜇) does not contain the constant functions.

Lemma 2.4 Given any finite, positive and regular Borel measure, 𝜇, on 𝜕D, the co-isometry 𝑉∗
𝜇 , acts as a backward shift on

ℋ
+ (𝜇), i.e. if ℎ ∈ ℋ

+ (𝜇), ℎ(𝑧) = ∑∞
𝑗=0 ℎ̂ 𝑗 𝑧

𝑗 , then

(𝑉∗
𝜇ℎ) (𝑧) =

∞∑︁
𝑗=0

ℎ̂ 𝑗+1𝑧
𝑗 =

ℎ(𝑧) − ℎ(0)
𝑧

.

Given any ℎ ∈ ℋ
+ (𝜇),

(𝑉𝜇ℎ) (𝑧) = 𝑧ℎ(𝑧) + (𝑉𝜇ℎ) (0)1.

Given any ℎ in the classical Hardy space, 𝐻2 = ℋ
+ (𝑚), one can check that 𝑆 := 𝑉𝑚 = 𝑀𝑧 is the isometry of mul-

tiplication by the independent variable, 𝑧, on 𝐻2, the shift. In this case, adjoint of 𝑆 is called the backward shift and acts
as

(𝑆∗ℎ) (𝑧) = ℎ(𝑧) − ℎ(0)
𝑧

.

It is straightforward to verify that if ℎ ∈ 𝐻2 has Taylor series ℎ(𝑧) = ∑
ℎ̂ 𝑗 𝑧

𝑗 , then (𝑆∗ℎ) (𝑧) = ∑∞
𝑗=0 ℎ̂ 𝑗+1𝑧

𝑗 . Thismotivates
the terminology ‘backward shift’ in the above lemma statement. This lemma is easily verified and we omit the proof.

3 Absolute continuity in the reproducing kernel sense

Recall that given positivemeasures 𝜇 and𝜆, we say that 𝜇 is dominated by𝜆 if there is a 𝑡 > 0 so that 𝜇 ≤ 𝑡2𝜆, andwe say that
𝜇 is reproducing kernel or RK-dominated by 𝜆, ifℋ+ (𝜇) ⊆ ℋ

+ (𝜆) and there is a 𝑡 > 0 so that the norm of the embedding
e𝜇,𝜆 : ℋ+ (𝜇) ↩→ ℋ

+ (𝜆) is at most 𝑡, written 𝜇 ≤𝑅𝐾 𝑡2𝜆. We will begin this section by showing that these two definitions
of domination are equivalent.

Theorem 3.1 Given positive, finite and regular Borel measures 𝜇, 𝜆 on the unit circle, 𝜇 ≤ 𝑡2𝜆 for some 𝑡 > 0 if and only if
𝜇 ≤𝑅𝐾 𝑡2𝜆.

Proof (Necessity.) If 𝜇 ≤ 𝑡2𝜆, then 𝛾 := 𝑡2𝜆 − 𝜇 is a positive measure and

𝑡2𝑘𝜆 (𝑧, 𝑤) − 𝑘𝜇 (𝑧, 𝑤) = 𝑡2
∫
𝜕D

1
1 − 𝑧𝜁

1
1 − 𝑤𝜁 𝜆(𝑑𝜁) −

∫
𝜕D

1
1 − 𝑧𝜁

1
1 − 𝑤𝜁 𝜇(𝑑𝜁)

=

∫
𝜕D

1
1 − 𝑧𝜁

1
1 − 𝑤𝜁 𝛾(𝑑𝜁) = 𝑘

𝛾 (𝑧, 𝑤).

It follows that 𝑡2𝑘𝜆 − 𝑘𝜇 = 𝑘𝛾 is a positive kernel so that 𝑘𝜇 ≤ 𝑡2𝑘𝜆.

First proof of sufficiency. Conversely, suppose that 𝐾 := 𝑡2𝑘𝜆 − 𝑘𝜇 ≥ 0 is a positive kernel. View the analytic polynomials,
C[𝜁] , as a dense subspace of the disk algebra 𝐴(D), embedded isometrically in the Banach space 𝒞(𝜕D). For any finite,
positive and regular Borel measure on the complex unit circle, 𝜇, we define the positive linear functional, 𝜇̂ on𝒞(𝜕D) by

𝜇̂( 𝑓 ) :=
∫
𝜕D

𝑓 𝑑𝜇.

12

https://doi.org/10.4153/S0008414X24000488 Published online by Cambridge University Press

https://doi.org/10.4153/S0008414X24000488


(The map 𝜇 ↦→ 𝜇̂ is a bijection, by the Riesz–Markov theorem.) We then define a bounded linear functional, ℓ𝐾 on𝒞(𝜕D)
by ℓ𝐾 := 𝑡2𝜆̂ − 𝜇̂.

By Weierstraß approximation, C[𝜁] + C[𝜁] is supremum-norm dense in the continuous functions,𝒞(𝜕D). Since the
Fejér kernel is positive semi-definite, the partial Cesàro sums of any positive semi-definite 𝑓 ∈ 𝒞(𝜕D) will be a positive
trigonometric polynomial, i.e. a positive semi-definite element of C[𝜁] + C[𝜁] and, by Fourier theory, it follows that the
positive cone of C[𝜁] + C[𝜁] is supremum norm-dense in the positive cone of 𝒞(𝜕D). Moreover, by the Fejér–Riesz
theorem, any positive trigonometric polynomial, 𝑝+𝑞 ≥ 0, on 𝜕D factors as |𝑔 |2 for an analytic 𝑔 ∈ C[𝜁] (and necessarily,
𝑝 = 𝑞, deg(𝑝) = deg(𝑔)). Hence, to check that ℓ𝐾 is a positive linear functional on 𝒞(𝜕D), it suffices to check that
ℓ𝐾 (𝑝 + 𝑝) ≥ 0 for any 𝑝 + 𝑝 = |𝑔 |2 ≥ 0, 𝑝, 𝑔 ∈ C[𝜁]. If 𝑝 =

∑𝑛
𝑗=0 𝑝 𝑗 𝜁

𝑗 and 𝑔 =
∑𝑛
𝑗=0 𝑔̂ 𝑗 𝜁

𝑗 , then by construction〈
𝒞𝜇𝑔,𝒞𝜇𝑔

〉
𝜇
= ⟨𝑔, 𝑔⟩𝐻2 (𝜇) = ⟨𝑝, 1⟩𝐻2 (𝜇) + ⟨1, 𝑝⟩𝐻2 (𝜇) =

〈
𝒞𝜇𝑝,𝒞𝜇1

〉
𝜇
+
〈
𝒞𝜇1,𝒞𝜇𝑝

〉
𝜇
.

Since

𝒞𝜇𝑝 =

𝑛∑︁
𝑗=0

𝑝 𝑗 𝑘
𝜇

𝑗
,

where the 𝑘𝜇
𝑗
, 𝑗 ∈ N ∪ {0} are the Taylor coefficient evaluation vectors, and since similar formulas hold for 𝜆, we obtain

that

ℓ𝐾 ( |𝑔 |2) =
∫
𝜕D

|𝑔(𝜁) |2 (𝑡2𝜆(𝑑𝜁) − 𝜇(𝑑𝜁)) =
𝑛∑︁

𝑖, 𝑗=0
𝑔̂𝑖 𝑔̂ 𝑗

〈
𝐾𝑖 , 𝐾 𝑗

〉
H(𝐾 ) ,

where the 𝐾𝑖 , 𝑖 ∈ N∪ {0} are the Taylor coefficient evaluation vectors inH(𝐾). Namely,H(𝐾) is also a Taylor coefficient
RKHS inD so that 𝐾̂ (𝑖, 𝑗) :=

〈
𝐾𝑖 , 𝐾 𝑗

〉
H(𝐾 ) defines a positive kernel function on the setN ∪ {0}. It follows that∫

𝜕D
|𝑔(𝜁) |2 (𝑡2𝜆(𝑑𝜁) − 𝜇(𝑑𝜁)) ≥ 0,

for any 𝑔 ∈ C[𝜁] , or, equivalently,

ℓ𝐾 (𝑝 + 𝑝) =
∫
𝜕D

(𝑝 + 𝑝) (𝑡2𝑑𝜆 − 𝑑𝜇) ≥ 0,

for any positive semi-definite 𝑝 + 𝑝 ∈ C[𝜁] +C[𝜁]. By density of the positive cone of C[𝜁] +C[𝜁] in the positive cone of
the continuous functions, it follows that ℓ𝐾 is a bounded, positive linear functional on𝒞(𝜕D), with norm ∥ℓ𝐾 ∥ = ℓ𝐾 (1) =
𝑡2𝜆(𝜕D) − 𝜇(𝜕D) = 𝐾 (0, 0) ≥ 0. By the Riesz–Markov theorem, there is then a unique, positive, finite and regular Borel
measure, 𝛾, on 𝜕D, so that

ℓ𝐾 ( 𝑓 ) =
∫
𝜕D

𝑓 (𝜁)𝛾(𝑑𝜁),

for any 𝑓 ∈ 𝒞(𝜕D), i.e. ℓ𝐾 = 𝛾̂, and we conclude that 𝛾 = 𝑡2𝜆 − 𝜇 ≥ 0 so that 𝑡2𝜆 ≥ 𝜇.

Second proof of sufficiency. If 𝑡2𝑘𝜆 ≥ 𝑘𝜇 , then by Aronszajn’s inclusion theorem,ℋ+ (𝜇) ⊆ ℋ
+ (𝜆) and the norm of the

embedding e𝜇,𝜆 : ℋ+ (𝜇) ↩→ ℋ
+ (𝜆) is at most 𝑡 > 0. Observe that e := e𝜇,𝜆 acts trivially as a multiplier by the constant

function 1, so that
e∗𝑘𝜆𝑧 = 𝑘

𝜇
𝑧 , and e∗𝑘𝜆𝑗 = 𝑘

𝜇

𝑗
,

for any 𝑧 ∈ D and 𝑗 ∈ N ∪ {0}. Hence,

e∗𝑉𝜆𝑘𝜆𝑧 𝑧 = e∗ (𝑘𝜆𝑧 − 𝑘𝜆0 )
= 𝑘

𝜇
𝑧 − 𝑘𝜇0 = 𝑉 𝜇𝑘

𝜇
𝑧 𝑧

= 𝑉 𝜇e∗𝑘𝜆𝑧 𝑧,

so that e∗ intertwines𝑉𝜆 with𝑉 𝜇 , e∗𝑉𝜆 = 𝑉 𝜇e∗. Setting 𝐸 := 𝒞
∗
𝜇e∗𝒞𝜆, we see that for any monomial,

𝐸𝜁 𝑗 = 𝒞
∗
𝜇e

∗𝑘𝜆𝑗

= 𝒞
∗
𝜇𝑘

𝜇

𝑗
= 𝜁 𝑗 ∈ 𝐻2 (𝜇),

so that 𝐸 : 𝐻2 (𝜆) ↩→ 𝐻2 (𝜇) obeys 𝐸𝑝 = 𝑝 for any 𝑝 ∈ C[𝜁] ⊆ 𝐻2 (𝜆). In particular, 𝐸𝑍𝜆 = 𝑍𝜇𝐸 . At this point one
could argue using the Riesz–Markov theorem as above, however, here is an alternative argument. Since 𝑍𝜆 and 𝑍𝜇 are
contractions (they are isometries), we can apply the intertwining version of the commutant lifting theorem [19, Corollary
5.9] to conclude that 𝐸 can be ‘lifted’ to a bounded operator 𝐸̂ : 𝐿2 (𝜆) → 𝐿2 (𝜇), with norm ∥𝐸̂ ∥ = ∥𝐸 ∥, so that

13

https://doi.org/10.4153/S0008414X24000488 Published online by Cambridge University Press

https://doi.org/10.4153/S0008414X24000488


𝐸̂𝑀𝜆
𝜁
= 𝑀

𝜇

𝜁
𝐸̂ , and 𝑃𝐻2 (𝜇) 𝐸̂ |𝐻2 (𝜆) = 𝐸 . Setting 𝑇 := 𝐸̂∗𝐸̂ ∈ ℒ(𝐿2 (𝜆)), 𝑇 ≥ 0 is a positive semi-definite 𝑀𝜆

𝜁
−Toeplitz

operator in the sense that
𝑀𝜆∗
𝜁 𝑇𝑀

𝜆
𝜁 = 𝐸̂∗𝑀𝜇∗

𝜁
𝑀
𝜇

𝜁
𝐸̂ = 𝑇,

since 𝑀𝜆
𝜁
, 𝑀

𝜇

𝜁
are isometries. Since, 𝑀𝜆

𝜁
(and 𝑀𝜇

𝜁
) is in fact unitary, it follows that 𝑇 commutes with 𝑀𝜆

𝜁
. Since C[𝜁] +

C[𝜁] ⊆ Ran𝑀𝜆
𝜁
is a dense set in 𝐿2 (𝜆), a simple argument shows that 𝑇 acts as multiplication by 𝑓 := 𝑇1 ∈ 𝐿2 (𝜆).

However, since 𝑇 = 𝑀 𝑓 is a bounded and positive semi-definite operator, it is easy to check that 𝑡2 ≥ ∥𝑇 ∥ = ∥ 𝑓 ∥∞,
∥𝑇 ∥ = ∥𝐸̂ ∥2 = ∥𝐸 ∥2 = ∥𝑇 ∥, and 𝑓 ≥ 0 𝜆−a.e. Finally, one can also check that 𝑇 = 𝑃𝐻2 (𝜆)𝑇 |𝐻2 (𝜆) is 𝑍𝜆−Toeplitz, i.e.
𝑍𝜆∗𝑇𝑍𝜆 = 𝑇 . In conclusion, for any 𝑝, 𝑞 ∈ C[𝜁] ,∫

𝜕D
𝑝(𝜁)𝑞(𝜁)𝜇(𝑑𝜁) = ⟨𝑝, 𝑞⟩𝐻2 (𝜇) = ⟨𝐸𝑝, 𝐸𝑞⟩𝐻2 (𝜇)

=

〈√
𝑇 𝑝,

√
𝑇𝑞

〉
𝐻2 (𝜆)

=
〈
𝑝, 𝑇𝑞

〉
𝐿2 (𝜆)

=
〈
𝑝, 𝑀 𝑓 𝑞

〉
𝐿2 (𝜆) =

∫
𝜕D
𝑝(𝜁)𝑞(𝜁) 𝑓 (𝜁)𝜆(𝑑𝜁).

This formula extends to elements of the form 𝑔 = 𝑝 + 𝑞 ∈ C[𝜁] + C[𝜁] since〈
𝑝1 + 𝑞1, 𝑝2 + 𝑞2

〉
𝐿2 (𝜇) = ⟨𝑞1, 𝑞2⟩𝐻2 (𝜇) + ⟨𝑞1𝑝2, 1⟩𝐻2 (𝜇) + ⟨𝑝2, 𝑝1⟩𝐻2 (𝜇) + ⟨1, 𝑝1𝑞2⟩𝐻2 (𝜇) .

Again, by Weierstraß approximation, since C[𝜁] + C[𝜁] is supremum-norm dense in 𝒞(𝜕D), which is in turn dense in
𝐿2 (𝜆) and 𝐿2 (𝜇), it follows that for any 𝑔, ℎ ∈ 𝐿2 (𝜆),∫

𝜕D
𝑔(𝜁)ℎ(𝜁)𝜇(𝑑𝜁) =

∫
𝜕D
𝑔(𝜁)ℎ(𝜁) 𝑓 (𝜁)𝜆(𝑑𝜁),

where 𝑓 ≥ 0, 𝜆−a.e. and ∥ 𝑓 ∥∞ ≤ 𝑡2. We conclude that 𝜇 ≤ 𝑡2𝜆 and that

𝑓 =
𝜇(𝑑𝜁)
𝜆(𝑑𝜁) ,

is the (bounded) Radon–Nikodym derivative of 𝜇 with respect to 𝜆. ■

Definition 1. Let 𝑇 ∈ ℒ(H) be a bounded operator and let𝑉 be an isometry onH. We say that 𝑇 is𝑉−Toeplitz if

𝑉∗𝑇𝑉 = 𝑇.

If 𝔮 ≥ 0 is a positive semi-definite quadratic form with dense form domain, Dom 𝔮 ⊆ H, we say that 𝔮 is𝑉−Toeplitz if
Dom 𝔮 is𝑉−invariant and

𝔮(𝑉𝑔,𝑉ℎ) = 𝔮(𝑔, ℎ); 𝑔, ℎ ∈ Dom 𝔮.

In particular, if𝑇 ≥ 0 is a positive semi-definite, self-adjoint and densely–defined operator inH, we say that𝑇 is𝑉−Toeplitz
if the closed, positive semi-definite form it generates,

𝔮𝑇 (𝑥, 𝑦) :=
〈√
𝑇𝑥,

√
𝑇𝑦

〉
H

; 𝑥, 𝑦 ∈ Dom 𝔮𝑇 = Dom
√
𝑇,

is 𝑉−Toeplitz. If 𝑇 ≥ 0 is bounded, this latter definition reduces to the definition of a bounded, positive semi-definite
𝑉−Toeplitz operator.

Corollary 3.2 Let 𝜇, 𝜆 be positive, finite and regular Borel measures on 𝜕D so that 𝜇 ≤ 𝑡2𝜆. In this case,

𝐸𝜇,𝜆 := 𝒞
∗
𝜇e

∗
𝜇,𝜆𝒞𝜆 : 𝐻

2 (𝜆) ↩→ 𝐻2 (𝜇),

is a co-embedding in the sense that 𝐸𝜇,𝜆𝑝 = 𝑝 for any 𝑝 ∈ C[𝜁]. Moreover,

e∗𝜇,𝜆𝑘
𝜆
𝑧 = 𝑘

𝜇
𝑧 , e∗𝜇,𝜆𝑘

𝜆
𝑗 = 𝑘

𝜇

𝑗
, ∀ 𝑧 ∈ D, 𝑗 ∈ N ∪ {0},

e∗
𝜇,𝜆
𝑉𝜆 = 𝑉 𝜇e∗

𝜇,𝜆
and equivalently 𝐸𝜇,𝜆𝑍𝜆 = 𝑍𝜇𝐸𝜇,𝜆. If 𝑇𝜇 := 𝐸∗

𝜇,𝜆
𝐸𝜇,𝜆, then 𝑇𝜇 is 𝑍𝜆−Toeplitz and 𝑇 is the compression

of a bounded multiplication operator, 𝑇 = 𝑃𝐻2 (𝜆)𝑀 𝑓 |𝐻2 (𝜆) , where 𝑓 ≥ 0 𝜆 − 𝑎.𝑒., ∥ 𝑓 ∥∞ ≤ 𝑡2, and 𝑓 =
𝜇 (𝑑𝜁 )
𝜆(𝑑𝜁 ) is the

Radon–Nikodym derivative of 𝜇 with respect to 𝜆.

Remark 3.3 While the co-embedding, 𝐸𝜇,𝜆 : 𝐻2 (𝜆) ↩→ 𝐻2 (𝜇) always has dense range, it may have non-trivial kernel.
For example, if 𝜆 is the sum of two Dirac point masses at distinct points 𝜁, 𝜉 ∈ 𝜕D, 𝜇 is the point mass at 𝜁 , then 𝜇 ≤ 𝜆
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and if 𝑝 is any polynomial vanishing at 𝜁 , then 𝐸𝜇,𝜆𝑝 = 0 ∈ 𝐻2 (𝜇). To be precise, 𝐻2 (𝜇) is the closure of the disk algebra,
𝐴(D), or the polynomials, C[𝜁] , in the 𝐿2 (𝜇)−norm, so that if 𝑝 ∈ C[𝜁] or 𝑎 ∈ 𝐴(D) vanishes on the support of 𝜇, then
𝑝 = 0 = 𝑎 in 𝐻2 (𝜇).

More generally, absolute continuity of positive measures can also be described in terms of their spaces of Cauchy trans-
forms. It is a straightforward exercise, using the Radon–Nikodym formula, to show that 𝜇 is absolutely continuous with
respect to 𝜆, if and only if one can construct a monotonically increasing sequence of positive measures, 𝜇𝑛 ≥ 0, so that
𝜇𝑛 ≤ 𝜇 for all 𝑛, the 𝜇𝑛 ↑ 𝜇 increase monotonically to 𝜇, and there is a sequence of positive constants, 𝑡𝑛 > 0 so
that 𝜇𝑛 ≤ 𝑡2𝑛𝜆. Indeed, this can be readily established by taking the ‘join’ or point-wise maxima of 𝑑𝜇

𝑑𝜆
and the constant

functions 𝑡2𝑛 · 1. Since 𝜇𝑛 ≤ 𝜇 for all 𝑛, Aronszajn’s inclusion theorem implies that ℋ+ (𝜇𝑛) ⊆ ℋ
+ (𝜇) and that the

embeddings e𝑛 : ℋ+ (𝜇𝑛) ↩→ ℋ
+ (𝜇) are all contractive. Moreover, and again by Aronszajn’s inclusion theorem, each

ℋ
+ (𝜇𝑛) ⊆ ℋ

+ (𝜆) is boundedly contained inℋ+ (𝜆) so that

ℋ
+ (𝜇𝑛) ⊆ ℋ

+ (𝜇) ∩ℋ
+ (𝜆) =: int(𝜇, 𝜆). (3.1)

Proposition 3.4 If 𝜇 ≪ 𝜆 then the intersection space, int(𝜇, 𝜆) = ℋ
+ (𝜇) ∩ℋ

+ (𝜆) is dense inℋ+ (𝜇).

Proof Wehave that for all 𝑛, 0 ≤ 𝜇𝑛 ≤ 𝜇 and 𝜇𝑛 ↑ 𝜇.Moreover,ℋ+ (𝜇𝑛) ⊆ int(𝜇, 𝜆) for all 𝑛. If 1 ≥ 𝑔𝑛 ≥ 0, 𝜇−𝑎.𝑒. are
theRadon–Nikodymderivatives of the 𝜇𝑛with respect to 𝜇, and 𝑝 ∈ C[𝜁] , let𝒞𝑛 := 𝒞𝜇𝑛 and let e𝑛 : ℋ+ (𝜇𝑛) ↩→ ℋ

+ (𝜇).
Then,

∥𝒞𝜇𝑝 − e𝑛𝒞𝑛𝑝∥2𝜇 = ∥𝒞𝜇𝑝∥2𝜇 − 2Re
〈
𝒞𝜇𝑝, e𝑛𝒞𝑛𝑝

〉
𝜇
+ ∥e𝑛𝒞𝑛𝑝∥2𝜇

= ∥𝑝∥2
𝐻2 (𝜇) − 2Re ⟨𝐸𝑛𝑝, 𝑝⟩𝐻2 (𝜇𝑛 ) + ∥𝐸∗

𝑛𝑝∥2𝐻2 (𝜇)

≤ 2∥𝑝∥2
𝐻2 (𝜇) − 2∥𝑝∥2

𝐻2 (𝜇𝑛 )

= 2
∫
𝜕D

|𝑝(𝜁) |2 (1 − 𝑔𝑛 (𝜁))𝜇(𝑑𝜁) → 0,

by the Lebesgue monotone convergence theorem. In conclusion,

ℋ
+ (𝜇) =

∞∨
𝑛=1

ℋ
+ (𝜇𝑛),

where, here,
∨

denotes closed linear span. ■

This motivates the following definitions:

Definition 2. Let 𝜇, 𝜆 be finite, positive and regular Borel measures on 𝜕D. We say that 𝜇 is absolutely continuous with
respect to 𝜆 in the reproducing kernel sense, 𝜇 ≪𝑅𝐾 𝜆, if the intersection space,

int(𝜇, 𝜆) = ℋ
+ (𝜇) ∩ℋ

+ (𝜆)

is norm-dense inℋ+ (𝜇).

We say that 𝜇 is reproducing kernel singular with respect to 𝜆, written 𝜇 ⊥𝑅𝐾 𝜆, if the intersection space is trivial,
int(𝜇, 𝜆) = {0}.

By the previous proposition, 𝜇 ≪ 𝜆 implies that 𝜇 ≪𝑅𝐾 𝜆. The main result of this section will be to show that this new
‘reproducing kernel’ definition of absolute continuity is equivalent to the classical one.

Lemma 3.5 If 𝜇 ≪𝑅𝐾 𝜆 then the embedding, e𝜇,𝜆 : int(𝜇, 𝜆) ⊆ ℋ
+ (𝜇) ↩→ ℋ

+ (𝜆), is closed with dense domain int(𝜇, 𝜆).
In this case, the co-embedding, 𝐸𝜇,𝜆 : Dom 𝐸𝜇,𝜆 ⊆ 𝐻2 (𝜆) ↩→ 𝐻2 (𝜇), is densely–defined and closed. Both C[𝜁] and 𝒦D =∨
𝑧∈D 𝑘𝑧 are cores for 𝐸𝜇,𝜆 and 𝐸𝜇,𝜆𝑘𝑧 = 𝑘𝑧 , 𝐸𝜇,𝜆𝑝 = 𝑝 for all 𝑘𝑧 ∈ 𝒦D and 𝑝 ∈ C[𝜁]. The (closed) self-adjoint and positive

semi-definite operator, 𝑇𝜇 := 𝐸∗
𝜇,𝜆
𝐸𝜇,𝜆 is 𝑍𝜆−Toeplitz.

Proof Let e := e𝜇,𝜆 and observe that e is, trivially, a multiplier by the constant function 1 fromℋ
+ (𝜇) intoℋ+ (𝜆). By

Proposition 1.1 and Remark 1.2, e is closed on its maximal domain, int(𝜇, 𝜆), its adjoint acts as

e∗𝑘𝜆𝑧 = 𝑘
𝜇
𝑧 , and e∗𝑘𝜆𝑗 = 𝑘

𝜇

𝑗
,
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on kernels and coefficient kernels and the linear spans of the point evaluation and Taylor coefficient kernels inℋ+ (𝜆) are
both cores for e∗. Since 𝐸 = 𝐸𝜇,𝜆 := 𝒞

∗
𝜇e∗𝒞𝜆, 𝐸 is closed, the formulas 𝐸𝑝 = 𝑝 for 𝑝 ∈ C[𝜁] and 𝐸𝑘𝑧 = 𝑘𝑧 are easily

verified, and it further follows that𝒦D and C[𝜁] are cores for 𝐸 .
To check that 𝑇 := 𝑇𝜇 = 𝐸∗

𝜇,𝜆
𝐸𝜇,𝜆 ≥ 0 is 𝜆−Toeplitz, consider, for any 𝑝, 𝑞 ∈ C[𝜁] ,〈√
𝑇𝑍𝜆𝑝,

√
𝑇𝑍𝜆𝑞

〉
𝐻2 (𝜆)

= ⟨𝐸𝜁 · 𝑝, 𝐸𝜁 · 𝑞⟩𝐻2 (𝜇)

= ⟨𝜁 𝑝, 𝜁𝑞⟩𝐻2 (𝜇) = ⟨𝑍𝜇𝑝, 𝑍𝜇𝑞⟩𝐻2 (𝜇)
= ⟨𝑝, 𝑞⟩𝐻2 (𝜇) = ⟨𝐸𝑝, 𝐸𝑞⟩𝐻2 (𝜇)

=

〈√
𝑇 𝑝,

√
𝑇𝑞

〉
𝐻2 (𝜆)

.

As the polynomials are a core for 𝐸 = 𝐸𝜇,𝜆, this calculation holds on Dom 𝐸 = Dom
√
𝑇 . Moreover, since Dom 𝐸 =

Dom
√
𝑇 , by polar decomposition of closed operators, and since C[𝜁] and𝒦D are 𝑍𝜆−invariant cores for 𝐸 , they are also

cores for
√
𝑇 , and it follows that Dom

√
𝑇 𝜇 = Dom 𝐸 is also 𝑍𝜆−invariant. ■

Proposition 3.6 Given 𝜇, 𝜆 ≥ 0, if 𝜆 is extreme, then 𝜇 ≪𝑅𝐾 𝜆 if and only if 𝜇 ≪ 𝜆.

Proof Recall that 𝜆 is extreme if and only if 𝐻2 (𝜆) = 𝐿2 (𝜆) so that 𝑍𝜆 = 𝑀𝜆
𝜁
. In this case, the self-adjoint 𝜆−Toeplitz

operator 𝑇𝜇 ≥ 0 is Toeplitz with respect to the unitary 𝑀𝜆
𝜁
. That is,〈√︁

𝑇𝜇𝑀
𝜆
𝜁 ℎ,

√︁
𝑇𝜇𝑀

𝜆
𝜁 ℎ

〉
𝐻2 (𝜆)

=

〈√︁
𝑇𝜇ℎ,

√︁
𝑇𝜇ℎ

〉
𝐻2 (𝜆)

,

for all ℎ ∈ Dom
√︁
𝑇𝜇 . Hence the quadratic forms for (𝑀𝜆

𝜁
)∗𝑇𝜇𝑀𝜆

𝜁
and 𝑇𝜇 are the same. By uniqueness of the unbounded

Riesz representation, (𝑀𝜆
𝜁
)∗𝑇𝜇𝑀𝜆

𝜁
= 𝑇𝜇 , so that, by Lemma 1.6,

(𝐼 + (𝑀𝜆
𝜁 )∗𝑇𝜇𝑀𝜆

𝜁 )−1 = (𝐼 + 𝑇𝜇)−1,

or, equivalently,

𝑀𝜆
𝜁 (𝐼 + 𝑇𝜇)−1 = (𝐼 + 𝑇𝜇)−1𝑀𝜆

𝜁 .

This shows that 𝑇𝜇 , and hence
√
𝑇 𝜇 are affiliated to the commutant of the unitary operator 𝑀𝜆

𝜁
. Since C[𝜁] ⊆ Dom

√︁
𝑇𝜇 ,

we conclude that
√︁
𝑇𝜇 = 𝑀√

𝑇𝜇1
acts as multiplication by

√︁
𝑇𝜇1 =: 𝑓 ∈ 𝐿2 (𝜆). Since

√︁
𝑇𝜇 ≥ 0, we necessarily have that

𝑓 ≥ 0, 𝜆 − 𝑎.𝑒., and we conclude that for any polynomials 𝑝, 𝑞,

⟨𝑝, 𝑞⟩𝐻2 (𝜇) =
〈√︁
𝑇𝜇𝑝,

√︁
𝑇𝜇𝑞

〉
𝐻2 (𝜆)

=

∫
𝜕D
𝑝(𝜁)𝑞(𝜁) 𝑓 (𝜁)2𝜆(𝑑𝜁).

As in the proof of sufficiency in Theorem 3.1, we conclude that the above formula holds for any 𝑔, ℎ ∈ C[𝜁] +C[𝜁] , which
is dense in𝒞(𝜕D) and 𝐿∞ (𝜇). In particular, the formula holds for all simple functions and characteristic functions of Borel
sets. Since 𝑓 ∈ 𝐿2 (𝜆), 𝑓 2 ∈ 𝐿1 (𝜆) and it follows that

𝑓 2 =
𝜇(𝑑𝜁)
𝜆(𝑑𝜁) ,

is the Radon–Nikodym derivative of 𝜇 with respect to 𝜆. ■

To prove that absolute continuity in the reproducing kernel sense is equivalent to absolute continuity in general, we will
appeal to B. Simon’s Lebesgue decomposition theory for positive quadratic forms in Hilbert space [22], [21, Supplement
to VIII.7]. Let Ĥ(𝔮) be the Hilbert space completion of Dom 𝔮 with respect to the inner product ⟨·, ·⟩H + 𝔮(·, ·), and let
j𝔮 : Dom 𝔮 ↩→ Ĥ(𝔮) denote the formal embedding. Further define the co-embedding 𝐸𝔮 : Ĥ(𝔮) ↩→ H by

𝐸𝔮 (j𝔮 (𝑥)) := 𝑥, 𝑥 ∈ Dom 𝔮.

By construction, j𝔮 is densely–defined, has dense range, and 𝐸𝔮 is contractive with dense range inH. Hence 𝐸𝔮 extends by
continuity to a contraction, also denoted by 𝐸𝔮 , 𝐸𝔮 : Ĥ(𝔮) ↩→ H.

Lemma 3.7 A densely–defined and positive semi-definite quadratic form, 𝔮, in H, is closeable if and only if j𝔮 is closeable, or
equivalently, if and only if 𝐸𝔮 is injective.
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This lemma is a straightforward consequence of the definitions, see also [22].

Theorem 3.8 (Simon–Lebesgue decomposition of positive forms) Let 𝔮 ≥ 0 be a positive semi-definite quadratic form with
dense form domain, Dom 𝔮, in a separable, complex Hilbert space,H. Then 𝔮 has a unique Lebesgue decomposition, 𝔮 = 𝔮𝑎𝑐 + 𝔮𝑠 ,
where 0 ≤ 𝔮𝑎𝑐, 𝔮𝑠 ≤ 𝔮 in the quadratic form sense, 𝔮𝑎𝑐 is the maximal absolutely continuous form less than or equal to 𝔮 and 𝔮𝑠
is a singular form.

If 𝑃𝑠 denotes the projection onto Ker 𝐸𝔮 , and 𝑃𝑎𝑐 = 𝐼 − 𝑃𝑠 , then 𝔮𝑎𝑐 is given by the formula,

𝔮𝑎𝑐 (𝑥, 𝑦) =
〈
j𝔮 (𝑥), (𝑃𝑎𝑐 − 𝐸∗

𝔮𝐸𝔮)j𝔮 (𝑦)
〉
Ĥ(𝔮) =

〈
j𝔮 (𝑥), 𝑃𝑎𝑐 j𝔮 (𝑦)

〉
Ĥ(𝔮) − ⟨𝑥, 𝑦⟩H . (3.2)

In the above theorem statement, recall that we defined the notions of an absolutely continuous or singular positive
quadratic form in the introduction. Namely, a positive semi-definite and densely–defined quadratic form, 𝔮 : Dom 𝔮 ×
Dom 𝔮 → H, Dom 𝔮 ⊆ H, is called absolutely continuous if it is closeable, and singular if the only absolutely continuous
and positive semi-definite form it dominates is the identically zero form.

Remark 3.9 If, now, 𝜇, 𝜆 ≥ 0 are measures on the circle, we can takeH := 𝐿2 (𝜆) or𝐻2 (𝜆), and define 𝔮𝜇 ≥ 0 on a dense
form domain inH by the formula

𝔮𝜇 ( 𝑓 , 𝑔) =
∫
𝜕D

𝑓 (𝜁)𝑔(𝜁)𝜇(𝑑𝜁).

For example, if H = 𝐿2 (𝜆), one can take Dom 𝔮𝜇 = 𝒞(𝜕D), the continuous functions. In this case, by the remark on
[22, p. 381], the quadratic form Lebesgue decomposition of 𝔮𝜇 coincides with the classical Lebesgue decomposition of 𝜇
with respect to 𝜆. Namely, in this case, the absolutely continuous part of 𝔮𝜇 , 𝔮𝜇;𝑎𝑐 is equal to 𝔮𝜇𝑎𝑐 , the positive form of the
absolutely continuous part of 𝜇 with respect to 𝜆, 𝜇𝑎𝑐 , and 𝔮𝜇;𝑠 = 𝔮𝜇𝑠 . In particular, 𝔮𝑇 := 𝔮𝑎𝑐 is the form of the positive
semi-definite, self-adjoint operator 𝑇 = 𝑀 𝑓 ≥ 0, where 𝑓 ∈ 𝐿1 (𝜆) is the Radon–Nikodym derivative of 𝜇 with respect to
𝜆. This follows because, as observed by Simon, in this case his construction of the absolutely continuous and singular parts
of 𝔮𝜇 essentially reduces to vonNeumann’s functional analytic proof of the Lebesgue decomposition and Radon–Nikodym
theorem in [24, Lemma 3.2.3]. See also [12, Section 5], which arrives at the same conclusionwith the choice of form domain,
Dom 𝔮𝜇 ⊆ 𝐿2 (𝜆), equal to the simple functions, i.e. linear combinations of characteristic functions of Borel sets.

Theorem 3.10 Let 𝔮 ≥ 0 be a densely–defined and positive semi-definite quadratic form in a separable complex Hilbert space,H.
If 𝔮𝑇 = 𝔮𝑎𝑐 is the closure of 𝔮𝑎𝑐 , then (𝐼 + 𝑇)−1 = 𝐸𝔮𝐸

∗
𝔮 , where 𝐸𝔮 : Ĥ(𝔮) ↩→ H is the contractive co-embedding.

Lemma 3.11 Let 𝐴 : Dom 𝐴 ⊆ H → H be a densely-defined linear operator. Then 𝐴 is closeable if and only if the positive
semi-definite quadratic form 𝔮𝐴∗𝐴(𝑥, 𝑦) := ⟨𝐴𝑥, 𝐴𝑦⟩H , with form domain Dom 𝔮𝐴∗𝐴 := Dom 𝐴, is closeable.

In the above statement, note that 𝐴∗𝐴 is not defined if 𝐴 is not closeable.

Proof (Proof of Theorem 3.10.) Let (𝑥 𝑗 )∞𝑗=1 ⊆ Dom 𝔮 be a sequence with dense linear span. Apply Gram-Schimdt
orthogonalization to (𝑥 𝑗 )with respect to the 𝔮+𝔦𝔡−inner product of Ĥ(𝔮). This yields a countable basis (𝑦 𝑗 )∞𝑗=1 ⊆ Dom 𝔮,
so that the sequence (j𝔮 (𝑦 𝑗 )) is an orthonormal basis of Ĥ(𝔮). Hence,

𝐸𝔮𝐸
∗
𝔮 = 𝐸𝔮 𝐼Ĥ𝔮

𝐸∗
𝔮 =

∞∑︁
𝑗=1

〈
𝐸𝔮 j𝔮 (𝑦 𝑗 ), ·

〉
H
𝐸𝔮 j𝔮 (𝑦 𝑗 ) =

∑︁〈
𝑦 𝑗 , ·

〉
H
𝑦 𝑗 .

By [22, Theorem 2.1, Corollary 2.3], see Theorem 3.8 and Equation (3.2) above,

𝔮𝑎𝑐 (𝑥, 𝑦) + ⟨𝑥, 𝑦⟩H = 𝔮𝐼+𝑇 (𝑥, 𝑦) =
〈√
𝐼 + 𝑇𝑥,

√
𝐼 + 𝑇𝑦

〉
H

=
〈
j𝔮 (𝑥), 𝑃𝑎𝑐 j𝔮 (𝑦)

〉
Ĥ(𝔮) ,
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for any 𝑥, 𝑦 ∈ Dom 𝔮 ⊆ Dom 𝔮𝑎𝑐 ⊆ Dom
√
𝐼 + 𝑇 . Hence, for any 𝑥, 𝑦 ∈ Dom𝑇 ,

𝑞𝐸𝔮𝐸
∗
𝔮
((𝐼 + 𝑇)𝑥, (𝐼 + 𝑇)𝑦) =

〈√︃
𝐸𝔮𝐸

∗
𝔮 (𝐼 + 𝑇)𝑥,

√︃
𝐸𝔮𝐸

∗
𝔮 (𝐼 + 𝑇)𝑦

〉
H

=

∞∑︁
𝑗=1

〈
(𝐼 + 𝑇)𝑥, 𝑦 𝑗

〉
H

〈
𝑦 𝑗 , (𝐼 + 𝑇)𝑦

〉
H

=
∑︁〈√

𝐼 + 𝑇𝑥,
√
𝐼 + 𝑇𝑦 𝑗

〉
H

〈√
𝐼 + 𝑇𝑦 𝑗 ,

√
𝐼 + 𝑇𝑦

〉
H

=
∑︁〈

𝑃𝑎𝑐 j𝔮 (𝑥), j𝔮 (𝑦 𝑗 )
〉
𝔮+𝔦𝔡

〈
j𝔮 (𝑦 𝑗 ), 𝑃𝑎𝑐 j𝔮 (𝑦)

〉
𝔮+𝔦𝔡

=
〈
𝑃𝑎𝑐 j𝔮 (𝑥), 𝑃𝑎𝑐 j𝔮 (𝑦)

〉
𝑞+𝔦𝔡 = 𝑞𝐼+𝑇 (𝑥, 𝑦)

= ⟨𝑥, (𝐼 + 𝑇)𝑦⟩H .

That is, the (closeable) quadratic forms of 𝐼 + 𝑇 and (𝐼 + 𝑇)𝐸𝔮𝐸
∗
𝔮 (𝐼 + 𝑇) agree on Dom𝑇 , which is a core for

√
𝐼 + 𝑇 , and

a form-core for 𝔮𝐼+𝑇 . Moreover,𝒟 := Ran
√
𝐼 + 𝑇 ∩ Dom

√
𝐼 + 𝑇 is a core for

√
𝐼 + 𝑇 , so that for all 𝑥 =

√
𝐼 + 𝑇𝑦 ∈ 𝒟,

⟨𝑥, 𝑥⟩H =

〈√
𝐼 + 𝑇𝑦,

√
𝐼 + 𝑇𝑦

〉
H

=
〈
(𝐼 + 𝑇)𝑦, 𝐸𝔮𝐸

∗
𝔮 (𝐼 + 𝑇)𝑦

〉
H

=

〈√
𝐼 + 𝑇𝑥, 𝐸𝔮𝐸

∗
𝔮

√
𝐼 + 𝑇𝑥

〉
H
.

That is, the (bounded) positive quadratic formof the identity, 𝐼 , agreeswith the quadratic formof
√
𝐼 + 𝑇𝐸𝔮𝐸

∗
𝔮

√
𝐼 + 𝑇 on the

dense subspace Dom
√
𝐼 + 𝑇 . Here, if𝑉 := 𝐸∗

𝔮

√
𝐼 + 𝑇 , this is a closeable operator by Lemma 3.11. In fact,𝑉 extends by con-

tinuity to an isometry, since 𝔮𝑉∗𝑉 = 𝔮𝐼 |Dom√
𝐼+𝑇 .Moreover, 𝐸𝔮 , and hence

√︁
𝐸𝔮𝐸

∗
𝔮 have dense range, so that

√︁
𝐸𝔮𝐸

∗
𝔮

√
𝐼 + 𝑇

extends to an isometry with dense range, i.e. a unitary. For any 𝑥, 𝑦 ∈ Dom
√
𝐼 + 𝑇 , we have that

⟨𝑥, 𝑦⟩H =

〈√
𝐼 + 𝑇𝑥, 𝐸𝔮𝐸

∗
𝔮

√
𝐼 + 𝑇𝑦

〉
H
.

Hence, by definition of the adjoint, for any 𝑦 ∈ Dom
√
𝐼 + 𝑇 , 𝐸𝔮𝐸

∗
𝔮

√
𝐼 + 𝑇𝑦 ∈ Dom

√
𝐼 + 𝑇 , and

√
𝐼 + 𝑇𝐸𝔮𝐸

∗
𝔮

√
𝐼 + 𝑇𝑦 = 𝑦.

Hence for any 𝑥 =
√
𝐼 + 𝑇−1

𝑔 and 𝑦 =
√
𝐼 + 𝑇−1

ℎ,〈
𝑔, (𝐼 + 𝑇)−1ℎ

〉
H

= ⟨𝑥, 𝑦⟩H =

〈
𝐸∗
𝔮

√
𝐼 + 𝑇𝑥, 𝐸∗

𝔮

√
𝐼 + 𝑇𝑦

〉
H

=
〈
𝑔, 𝐸𝔮𝐸

∗
𝔮ℎ

〉
H
,

and we conclude, by the Riesz lemma for bounded sesquilinear forms, that

(𝐼 + 𝑇)−1 = 𝐸𝔮𝐸
∗
𝔮 .

■

Theorem 3.12 Let 𝜇, 𝜆 be positive, finite and regular Borel measures on 𝜕D. Then 𝜇 ≪ 𝜆 if and only if 𝜇 ≪𝑅𝐾 𝜆.
In this case, the co-embedding, 𝐸𝜇,𝜆 : Dom 𝐸𝜇,𝜆 ⊆ 𝐻2 (𝜆) ↩→ 𝐻2 (𝜇) is closed, and its domain is 𝑍𝜆−invariant. Both C[𝜁]

and 𝒦D =
∨
𝑘𝑧 are cores for 𝐸𝜇,𝜆, 𝐸𝜇,𝜆𝑝 = 𝑝 and 𝐸𝜇,𝜆𝑘𝑧 = 𝑘𝑧 for any 𝑝 ∈ C[𝜁] or Szegö kernel 𝑘𝑧 . The self-adjoint and

positive semi-definite operator, 𝑇𝜇 := 𝐸∗
𝜇,𝜆
𝐸𝜇,𝜆, is 𝜆−Toeplitz and

𝑇𝜇 = 𝑃𝐻2 (𝜆)𝑀 𝑓 |𝐻2 (𝜆) ; 𝑓 :=
𝑑𝜇

𝑑𝜆
,

in the quadratic form sense, i.e.〈√
𝑇 𝜇𝑝,

√
𝑇 𝜇𝑞

〉
𝐻2 (𝜆)

=

〈
𝑀√

𝑓
𝑝, 𝑀√

𝑓
𝑞

〉
𝐿2 (𝜆)

; ∀ 𝑝, 𝑞 ∈ C[𝜁] .

Proof Necessity was established in Proposition 3.4 and sufficiency, in the case where 𝜆 is extreme, was proven in Propo-
sition 3.6. To prove sufficiency in general, assume that 𝜇 ≪𝑅𝐾 𝜆 so that the intersection space int(𝜇, 𝜆) is dense in the
space of 𝜇−Cauchy transforms,ℋ+ (𝜇). Note that 𝜇 ≪𝑅𝐾 𝜆 if and only if 𝜇 + 𝜆 ≪𝑅𝐾 𝜆 (and the same is true for≪). This
follows from Aronszajn’s ‘sums of kernels’ theorem as stated in Subsection 1.2. By Lemma 3.5, e𝜇+𝜆,𝜆 : int(𝜇 + 𝜆, 𝜆) ⊆
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ℋ
+ (𝜇 + 𝜆) ↩→ ℋ

+ (𝜆) is a closed embedding, 𝐸𝜇+𝜆,𝜆 := 𝒞
∗
𝜇+𝜆e

∗
𝜇+𝜆,𝜆𝒞𝜆, is a closed co-embedding with𝒦D =

∨
𝑘𝑧 and

C[𝜁] as cores, and𝑇 := 𝑇𝜇+𝜆 = 𝐸∗
𝜇+𝜆,𝜆𝐸𝜇+𝜆,𝜆 ≥ 0 is self-adjoint, positive semi-definite, densely–defined and 𝜆−Toeplitz.

By Remark 3.9 and Theorem 3.10 above if 𝐸̂ : 𝐿2 (𝜇 + 𝜆) ↩→ 𝐿2 (𝜆) is the contractive co-embedding, and 𝑇 := 𝑀 𝑓 ,
where 𝑓 ≥ 0 𝜆−𝑎.𝑒., 𝑓 ∈ 𝐿1 (𝜆) is the self-adjoint, positive semi-definite multiplication operator by the Radon–Nikodym
derivative, 𝑓 =

𝑑𝜇

𝑑𝜆
, then (𝐼 + 𝑇)−1 = 𝐸̂ 𝐸̂∗. On the other hand, 𝐸 := 𝐸𝜇+𝜆,𝜆 : Dom 𝐸𝜇+𝜆,𝜆 ⊆ 𝐻2 (𝜆) ↩→ 𝐻2 (𝜇 + 𝜆) is

closed and bounded below by 1, and so has a contractive inverse, namely, for any ℎ ∈ 𝒦D or in C[𝜁] ,

𝐸̂𝐸ℎ = ℎ ∈ 𝐻2 (𝜆), and, 𝐸𝐸̂ℎ = ℎ ∈ 𝐻2 (𝜇 + 𝜆).

Hence,

𝐸̂𝐸 |Dom𝐸 = 𝐼𝐻2 (𝜆) |Dom𝐸 , and 𝐸𝐸̂ |𝐻2 (𝜇+𝜆) = 𝐼𝜇+𝜆.

Observe that the contractive co-embedding, 𝐸̂ is necessarily injective and has dense range, so that it has a closed, potentially
unbounded inverse, 𝐸̂−1, which is densely–defined. Since (𝐼 +𝑇)−1 = 𝐸̂ 𝐸̂∗, we conclude that 𝐼 +𝑇 = 𝐸̂−∗𝐸̂−1. Hence, for
any 𝑝, 𝑞 ∈ C[𝜁] ⊆ 𝐻2 (𝜆), 〈√︁

𝐼 + 𝑇 𝑝,
√︁
𝐼 + 𝑇𝑞

〉
𝐿2 (𝜆)

=
〈
𝐸̂−1𝑝, 𝐸̂−1𝑞

〉
𝐿2 (𝜇+𝜆)

= ⟨𝑝, 𝑞⟩𝐻2 (𝜇+𝜆) = ⟨𝐸𝑝, 𝐸𝑞⟩𝐻2 (𝜇+𝜆)

=

〈√
𝑇 𝑝,

√
𝑇𝑞

〉
𝐻2 (𝜆)

.

This calculation shows that the ‘compression’ of 𝐼 + 𝑇 to the intersection of its domain with the subspace 𝐻2 (𝜆) is equal
to𝑇 , in this quadratic form sense. In particular𝑇 − 𝐼 ≥ 0 is the compression of𝑇 = 𝑀 𝑓 to 𝐻2 (𝜆), where 𝑓 ∈ 𝐿1 (𝜆) is the
Radon–Nikodym derivative of 𝜇 with respect to 𝜆. In conclusion, for any polynomials 𝑝, 𝑞,∫

𝜕D
𝑝(𝜁)𝑞(𝜁)𝜇(𝑑𝜁) = ⟨𝑝, 𝑞⟩𝐻2 (𝜇)

=

〈√
𝑇 𝑝,

√
𝑇𝑞

〉
𝐻2 (𝜆)

− ⟨𝑝, 𝑞⟩𝐻2 (𝜆)

=

〈√︁
𝑇 𝑝,

√︁
𝑇𝑞

〉
𝐿2 (𝜆)

=

〈
𝑀√

𝑓
𝑝, 𝑀√

𝑓
𝑞

〉
𝐿2 (𝜆)

=

∫
𝜕D
𝑝(𝜁)𝑞(𝜁) 𝑓 (𝜁)𝜆(𝑑𝜁).

As in the second proof of sufficiency of Theorem 3.1, this equality can be extended to arbitrary 𝑔, ℎ ∈ C[𝜁] +C[𝜁] , so that
by Weierstraß approximation, 𝜇 ≪ 𝜆 with Radon–Nikodym derivative 𝑓 ≥ 0, 𝑓 ∈ 𝐿1 (𝜆). ■

4 Lebesgue decomposition via reproducing kernels

By Theorem 3.12, our definition of reproducing kernel absolute continuity is equivalent to the classical definition of abso-
lute continuity for finite, positive and regular Borel measures on the complex unit circle. In particular, if 𝜇 ≪ 𝜆, it
follows that the intersection space of 𝜇 and 𝜆−Cauchy transforms is dense in the space of 𝜇−Cauchy transforms. Hence,
if 𝜇 = 𝜇𝑎𝑐 + 𝜇𝑠 is the Lebesgue decomposition of 𝜇 with respect to 𝜆, then int(𝜇𝑎𝑐, 𝜆) is dense inℋ

+ (𝜇𝑎𝑐), and since
𝜇 ≥ 𝜇𝑎𝑐 , int(𝜇𝑎𝑐, 𝜆) ⊆ int(𝜇, 𝜆). That is, if 𝜇𝑎𝑐 ≠ 0, it follows that int(𝜇, 𝜆) ≠ {0} is not trivial. This raises several natural
questions: How can we identify the space of 𝜇𝑎𝑐−Cauchy transforms? Is int(𝜇, 𝜆)−𝜇 := int(𝜇, 𝜆)−∥ · ∥𝜇 equal to the space
of 𝜇𝑎𝑐−Cauchy transforms? We will see that the answer to the second question is positive if 𝜆 is non-extreme, but that in
general, int(𝜇, 𝜆)−𝜇 is not the space of Cauchy transforms of any positive measure, see Corollary 4.15 and Example 4.17.

Theorem 4.1 Ifℳ is a RKHS inD that embeds contractively inℋ+ (𝜇), thenℳ = ℋ
+ (𝛾) for a positive measure, 𝛾, 𝛾 ≤ 𝜇, if

and only if e : ℳ ↩→ ℋ
+ (𝜇) is such that the positive semi-definite contraction 𝜏 := ee∗ is𝑉𝜇−Toeplitz.

In this case,ℳ = ℋ
+ (𝛾) = ℛ(e), and the complementary space ofℋ+ (𝛾) inℋ+ (𝜇) isℋ+ (𝜈), for a positive measure, 𝜈,

where 𝑘𝜈 = 𝑘𝜇 − 𝑘𝛾 so that 𝜇 = 𝛾 + 𝜈.

Proof First, ifℋ+ (𝛾) = ℳ ⊆ ℋ
+ (𝜇) is contractively contained, then, e : ℋ+ (𝛾) ↩→ ℋ

+ (𝜇) is trivially a (contractive)
multiplier so that, as before, e∗𝑘𝜇𝑧 = 𝑘

𝛾
𝑧 , and

e∗𝑉 𝜇 = 𝑉𝛾e∗.19
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In conclusion,
𝑉 𝜇∗ee∗𝑉 𝜇 = e𝑉𝛾∗𝑉𝛾e∗ = ee∗ = 𝜏.

Conversely, if 𝜏 = ee∗ is 𝑉 𝜇−Toeplitz and contractive, then, as in the proof of Theorem 3.1, 𝑇 := 𝒞
∗
𝜇ee∗𝒞𝜇 is a con-

tractive 𝑍𝜇−Toeplitz operator and we can appeal to the Riesz–Markov theorem to show that there is a 𝛾 ≥ 0, so that
𝑇 = 𝑃𝐻2 (𝜇)𝑀 𝑓 |𝐻2 (𝜇) , where 𝑓 ≥ 0, ∥ 𝑓 ∥∞ ≤ 1 is the Radon–Nikodym derivative of 𝛾 with respect to 𝜇. Namely, one can
define a linear functional, 𝜇̂𝑇 , on C[𝜁] + C[𝜁] ⊆ 𝒞(𝜕D), by

𝜇̂𝑇 (𝑝 + 𝑞) := ⟨1, 𝑇 𝑝⟩𝐻2 (𝜇) + ⟨𝑞, 𝑇1⟩𝐻2 (𝜇) .

It is easy to check that 𝜇̂𝑇 is bounded and positive using the Fejér–Riesz theorem, as in the proof of Theorem 3.1. The fact
that𝑇 is a positive semi-definite 𝑍𝜇−Toeplitz contraction ensures that 𝜇̂𝑇 extends to a bounded, positive linear functional
on 𝒞(𝜕D), and that 𝜇̂𝑇 ≤ 𝜇̂, so that 𝜇̂𝑇 = 𝛾̂ for some finite, regular and positive Borel measure, 𝛾 ≤ 𝜇, by the Riesz–
Markov theorem.

By Theorem 1.4, the complementary space, ℛ𝑐 (e), of ℛ(e) = ℋ
+ (𝛾) is a RKHS in D with reproducing kernel

𝑘 ′ (𝑧, 𝑤) = 𝑘𝜇 (𝑧, 𝑤) − 𝑘𝛾 (𝑧, 𝑤) and it is contractively contained in ℋ
+ (𝜇), by the inclusion theorem. Moreover, if

j : ℛ
𝑐 (e) ↩→ ℋ

+ (𝜇) is the contractive embedding, then it follows that jj∗ = 𝐼 − ee∗ ≥ 0 is also a positive semi-
definite 𝑉 𝜇−Toeplitz contraction. Hence, by the first part of the proof, ℋ = ℋ

+ (𝜈) for a positive measure, 𝜈. Finally,
since 𝑘𝜇 = 𝑘𝛾 + 𝑘𝜈 , we obtain that 𝜇 = 𝛾 + 𝜈. ■

Lemma 4.2 Given any 𝜇, 𝜆, the intersection space int(𝜇, 𝜆), is both𝑉𝜆 and𝑉𝜇−co-invariant, and𝑉∗
𝜆
|int(𝜇,𝜆) = 𝑉∗

𝜇 |int(𝜇,𝜆) .

Proof This is immediate, by Lemma 2.4, since both𝑉∗
𝜇 and𝑉∗

𝜆
act as ‘backward shifts’ on power series. ■

Lemma 4.3 If 𝜆 is non-extreme, then the intersection space, int(𝜇, 𝜆), is 𝑉𝜇−reducing. If 𝜆 is extreme, then int(𝜇, 𝜆) is
𝑉𝜇−reducing (and𝑉𝜆−reducing) if and only if𝑉𝜇 |int(𝜇,𝜆) = 𝑉𝜆 |int(𝜇,𝜆) .

Proof By Lemma 2.4, if ℎ ∈ int(𝜇, 𝜆), then𝑉𝜇ℎ ∈ ℋ
+ (𝜇) and

(𝑉𝜇ℎ) (𝑧) = 𝑧ℎ(𝑧) + (𝑉𝜇ℎ) (0)1 = (𝑉𝜆ℎ) (𝑧) − (𝑉𝜆ℎ) (0)1 + (𝑉𝜇ℎ) (0)1. (4.1)

Hence, if 𝑐 := (𝑉𝜆ℎ) (0) − (𝑉𝜇ℎ) (0) ∈ C and 𝜆 is non-extreme, then both 𝑉𝜆ℎ and 𝑐1 belong toℋ+ (𝜆) so that 𝑉𝜇ℎ ∈
ℋ

+ (𝜆) ∩ℋ
+ (𝜇) = int(𝜇, 𝜆). Recall that 𝜆 is extreme if and only ifℋ+ (𝜆) does not contain the constant functions. Hence,

if 𝜆 is extreme then int(𝜇, 𝜆) will be 𝑉𝜇−reducing if and only if (𝑉𝜇ℎ) (0) = (𝑉𝜆ℎ) (0) for all ℎ ∈ int(𝜇, 𝜆). By Equation
(4.1), this happens if and only if𝑉𝜇ℎ = 𝑉𝜆ℎ. ■

Corollary 4.4 Ifℳ ⊆ ℋ
+ (𝜇) is a 𝑉𝜇−reducing subspace, thenℳ = ℋ

+ (𝛾) for some 𝛾 ≤ 𝜇. Moreover,ℳ⊥ = ℋ
+ (𝛾′) for

some 𝜇 ≥ 𝛾′ ≥ 0 so that 𝛾 + 𝛾′ = 𝜇.

Proof Let 𝑃 be the orthogonal projection ofℋ+ (𝜇) onto ℳ. Then if e : ℳ ↩→ ℋ
+ (𝜇) is the isometric embedding,

𝑃 = ee∗. Hence,
𝑉∗
𝜇ee

∗𝑉𝜇 = 𝑉∗
𝜇𝑃𝑉𝜇 = 𝑉∗

𝜇𝑉𝜇𝑃 = 𝑃 = ee∗,
so that 𝜏 = ee∗ is𝑉 𝜇−Toeplitz andℳ = ℋ

+ (𝛾) for some 0 ≤ 𝛾 ≤ 𝜇, andℳ⊥ = ℋ
+ (𝛾′), by Theorem 4.1. ■

Theorem 4.5 Let 𝜇, 𝜆 ≥ 0 be finite, positive and regular Borel measures on 𝜕D. If the intersection space, int(𝜇, 𝜆), is𝑉 𝜇−reducing
and 𝜇 = 𝜇𝑎𝑐 + 𝜇𝑠 is the Lebesgue decomposition of 𝜇 with respect to 𝜆, then

ℋ
+ (𝜇) = ℋ

+ (𝜇𝑎𝑐) ⊕ℋ
+ (𝜇𝑠).

In this case,

ℋ
+ (𝜇𝑎𝑐) = int(𝜇, 𝜆)−𝜇, and ℋ

+ (𝜇𝑠) ∩ℋ
+ (𝜆) = {0}.

That is, 𝜇𝑎𝑐 is the largest positive measure ≤ 𝜇 which is RK-ac with respect to 𝜆, and 𝜇𝑠 is RK-singular with respect to 𝜆.

In particular, int(𝜇, 𝜆) will be𝑉 𝜇−reducing if 𝜆 is non-extreme by Lemma 4.3.

Proof By Theorem 3.12, we have that int(𝜇𝑎𝑐, 𝜆) ⊆ int(𝜇, 𝜆) is dense in ℋ
+ (𝜇𝑎𝑐). Since we assume that int(𝜇, 𝜆)

is 𝑉𝜇−reducing, its closure, int(𝜇, 𝜆)−𝜇 , is also 𝑉𝜇−reducing and then int(𝜇, 𝜆)−𝜇 = ℋ
+ (𝛾) for some 0 ≤ 𝛾 ≤ 𝜇 by

Corollary 4.4. By construction 𝛾 ≪𝑅𝐾 𝜆 so that 𝛾 ≪ 𝜆 by Theorem 3.12. By maximality, 𝛾 ≤ 𝜇𝑎𝑐 and by construction
int(𝜇, 𝜆) ⊆ int(𝛾, 𝜆). However, we also have that int(𝜇𝑎𝑐, 𝜆) ⊆ int(𝜇, 𝜆) ⊆ int(𝛾, 𝜆). Hence if e : ℋ+ (𝜇𝑎𝑐) ↩→ ℋ

+ (𝜇)
20
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is the contractive embedding, then e, restricted to the dense subspace int(𝜇𝑎𝑐, 𝜆) ⊆ ℋ
+ (𝜇𝑎𝑐) defines a contraction into

ℋ
+ (𝛾), which is isometrically contained inℋ+ (𝜇). It follows that e extends by continuity to a contractive embedding of

ℋ
+ (𝜇𝑎𝑐) intoℋ+ (𝛾). Hence, by Theorem 3.1, 𝜇𝑎𝑐 ≤ 𝛾 and we conclude that 𝜇𝑎𝑐 = 𝛾. ■

Corollary 4.6 Let 𝜇, 𝜆 ≥ 0 be finite, positive and regular Borel measures on 𝜕D. If int(𝜇, 𝜆) = {0} so that 𝜇 ⊥𝑅𝐾 𝜆, then
𝜇 ⊥ 𝜆. If int(𝜇, 𝜆) is either𝑉𝜇 or𝑉𝜆−reducing then 𝜇 ⊥ 𝜆 if and only if 𝜇 ⊥𝑅𝐾 𝜆. In particular, if either 𝜇 or 𝜆 is non-extreme
then 𝜇 ⊥ 𝜆 if and only if 𝜇 ⊥𝑅𝐾 𝜆.

While the previous two results give quite a satisfactory description of the Lebesgue decomposition of 𝜇 with respect
to 𝜆 in terms of reproducing kernel theory in the case where the intersection space, int(𝜇, 𝜆) is 𝑉 𝜇−reducing, this is not
generally the case, as the next proposition and example show.

In the proposition statement below, recall the definition of the lattice operations ∨,∧ on positive kernels and the defi-
nition of the isometries𝑈∨ : H(𝐾 + 𝑘) → H(𝐾) ⊕ H(𝑘) and𝑈∧ : H(𝐾 ∧ 𝑘) = H(𝐾) ∩H(𝑘) → H(𝐾) ⊕ H(𝑘), see
Subsection 1.2.

Proposition 4.7 If 𝜇 + 𝜆 is extreme, then int(𝜇, 𝜆) is 𝑉𝜇−reducing. If 𝜇, 𝜆 are both extreme but 𝜇 + 𝜆 is non-extreme, then
int(𝜇, 𝜆) is non-trivial, but not𝑉𝜇−reducing and

int(𝜇, 𝜆) ⊇ 𝑈∗
∧

∞∨
𝑗=1

(𝑉∗
𝜇 ⊕ 𝑉∗

𝜆) 𝑗𝑈∨1.

Lemma 4.8 Let 𝜇, 𝜆 ≥ 0 be positive, finite and regular Borel measures on 𝜕D. Consider the reproducing kernel Hilbert spaces of
𝜇, 𝜆 and 𝜇 + 𝜆−Cauchy transforms in 𝜕D,ℋ+ (𝜇) = H(𝑘𝜇),ℋ+ (𝜆) = H(𝑘𝜆) andℋ+ (𝜇 + 𝜆) = H(𝑘𝜇 + 𝑘𝜆). Then,

𝑈∨𝑉𝜇+𝜆 = 𝑉𝜇 ⊕ 𝑉𝜆𝑈∨

and Ran𝑈∨ is𝑉𝜇 ⊕ 𝑉𝜆−invariant so that Ran𝑈∧ is𝑉𝜇 ⊕ 𝑉𝜆 co-invariant, and

𝑈∧𝑉
𝜇∗ |int(𝜇,𝜆) = 𝑈∧𝑉

𝜆∗ |int(𝜇,𝜆) = (𝑉 𝜇 ⊕ 𝑉𝜆)∗𝑈∧.

Moreover, we have that 𝑉𝜇 |int(𝜇,𝜆) = 𝑉𝜆 |int(𝜇,𝜆) so that int(𝜇, 𝜆) = H(𝑘𝜇 ∧ 𝑘𝜆) is both 𝑉𝜇 and 𝑉𝜆−invariant if and only if
Ran𝑈∧ is𝑉𝜇 ⊕ 𝑉𝜆−invariant.

Proof The intertwining formulas are easily verified. The range of 𝑈∧ : ℋ
+ (𝜇 + 𝜆) → ℋ

+ (𝜇) ⊕ ℋ
+ (𝜆) is 𝑉𝜇 ⊕

𝑉𝜆−reducing if and only if, for any ℎ ⊕ −ℎ ∈ Ran𝑈∧, ℎ ∈ int(𝜇, 𝜆),

𝑉𝜇ℎ ⊕ −𝑉𝜆ℎ = 𝑔 ⊕ −𝑔,

for some 𝑔 ∈ int(𝜇, 𝜆). Clearly this happens if and only if𝑉𝜇 |int(𝜇,𝜆) = 𝑉𝜆 |int(𝜇,𝜆) . ■

Proof (Proof of Proposition 4.7.) If 𝜆 + 𝜇 is extreme thenℋ+ (𝜇 + 𝜆) = ℋ
+ (𝜇) +ℋ+ (𝜆) does not contain the constant

functions. Hence both 𝜆 and 𝜇 must also be extreme. In this case𝑉𝜇, 𝑉𝜆 and𝑉𝜇+𝜆 are all unitary operators. We know that
Ran𝑈∨ is always𝑉𝜇 ⊕ 𝑉𝜆−invariant. On the other hand since 𝜇 + 𝜆 is extreme,𝑉𝜇+𝜆 is unitary, hence surjective, and

ℋ
+ (𝜇 + 𝜆) =

∨
(𝑘𝜇+𝜆𝑧 − 𝑘𝜇+𝜆0 ),

so that

Ran𝑈∨ =
∨

(𝑘𝜇𝑧 − 𝑘𝜇0 ) ⊕ (𝑘𝜆𝑧 − 𝑘𝜆0 ).
Hence,

(𝑉∗
𝜇 ⊕ 𝑉∗

𝜆)Ran𝑈∨ =
∨

𝑘
𝜇
𝑧 𝑧 ⊕ 𝑘𝜆𝑧 𝑧 ⊆ Ran𝑈∨.

It follows that Ran𝑈∨ is𝑉𝜇 ⊕ 𝑉𝜆−reducing, so that Ran𝑈∧ = Ran𝑈⊥
∨ is also reducing. The previous lemma now implies

that int(𝜇, 𝜆) is𝑉𝜇−reducing.
If, on the other hand, 𝜇, 𝜆 are both extreme but 𝜇 + 𝜆 is not, then𝑉 𝜇, 𝑉𝜆 are both unitary but𝑉 𝜇+𝜆 is not. Hence, since

1 ⊥ Ran𝑉 𝜇+𝜆, 1 ∈ ℋ
+ (𝜇 + 𝜆), we have that

𝑈∨1 ⊥ 𝑉 𝜇 ⊕ 𝑉𝜆Ran𝑈∨,

or, equivalently,

(𝑉 𝜇 ⊕ 𝑉𝜆)∗𝑈∨1 ⊥ Ran𝑈∨.
21
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Since𝑉 𝜇 ⊕ 𝑉𝜆 is unitary, it follows that

0 ≠ (𝑉 𝜇 ⊕ 𝑉𝜆)∗𝑈∨1 ∈ Ran𝑈∧,

so that int(𝜇, 𝜆) ≠ {0}. Since Ran𝑈∨ is not𝑉 𝜇 ⊕𝑉𝜆−reducing, neither is Ran𝑈∧, and hence int(𝜇, 𝜆) is not𝑉𝜇−reducing
by the previous lemma. ■

Example 4.9 (Lebesgue measure on the half circles.) Let𝑚± be normalized Lebesgue measure restricted to the upper and
lower half-circles. Then 𝑚 = 𝑚+ + 𝑚− , and 𝑚+ ⊥ 𝑚− . Note that both 𝑚± are extreme since 𝑑𝑚±

𝑑𝑚
= 𝜒𝜕D± , where 𝜒Ω

denotes the characteristic function of a Borel set,Ω, is not log-integrable (with respect to𝑚). On the other hand,𝑚 is non-
extreme. By the previous proposition, int(𝑚+, 𝑚−) ≠ {0} is non-trivial, and yet 𝑚+ ⊥ 𝑚− . If int(𝑚+, 𝑚−) contained a
non-trivial𝑉+ := 𝑉𝑚+ or𝑉− := 𝑉𝑚−−reducing subspace,ℳ, then the closure,ℳ+ orℳ− in the norms ofℋ+ (𝑚±) would
be a closed 𝑉+ or 𝑉−−reducing subspace. In the first case, Corollary 4.4 would then imply that ℳ+ = ℋ

+ (𝛾) for some
0 ≤ 𝛾 ≤ 𝑚+. On the other hand, int(𝛾, 𝑚−) ⊇ ℳ is dense in ℳ

+ = ℋ
+ (𝛾) so that 𝛾 ≪𝑅𝐾 𝑚− . Since RK-absolute

continuity is equivalent to absolute continuity by Theorem 3.12, this contradicts the mutual singularity of 𝑚+ and 𝑚− . A
symmetric argument shows that int(𝑚+, 𝑚−) cannot contain a non-trivial𝑉−−reducing subspace either.

Similarly, 𝑚 = 𝑚+ + 𝑚− can be viewed as the Lebesgue decomposition of 𝑚 with respect to 𝑚+. In this case,
int(𝑚, 𝑚+) = ℋ

+ (𝑚+) ≠ {0} since 𝑚+ ≤ 𝑚. However, int(𝑚, 𝑚+) cannot be 𝑆 = 𝑉𝑚−reducing as then its closure,
int(𝑚, 𝑚+)−𝑚 would be a closed, 𝑆−reducing subspace of 𝐻2 = ℋ

+ (𝑚) and the shift has no non-trivial reducing sub-
spaces. (Hence this intersection space cannot contain any non-trivial 𝑆−reducing subspace.) In fact, int(𝑚+, 𝑚−) cannot
(contractively) contain the space of 𝛾−Cauchy transforms of any non-zero positive measure, 𝛾, as then 𝛾 ≪𝑅𝐾 𝑚+ and
𝛾 ≪𝑅𝐾 𝑚− , so that 𝛾 ≪ 𝑚+, 𝑚− by Theorem 3.12 and 𝛾 ≡ 0 since 𝑚+ and 𝑚− are mutually singular. Finally, we cannot
have int(𝑚, 𝑚+) dense in 𝐻2 either as this would imply that 𝑚 ≪𝑅𝐾 𝑚+ which would imply that 𝑚 ≪ 𝑚+ by Theorem
3.12.

We can calculate some vectors in int(𝑚+, 𝑚−) more explicitly. By the proof of Proposition 4.7, we have that 𝑉∗
+ ⊕

𝑉∗
−𝑈∨1 ∈ Ran𝑈∧, and since Ran𝑈∧ is always𝑉+ ⊕ 𝑉− co-invariant,

int(𝑚+, 𝑚−) ⊇
∞∨
𝑗=1
𝑉
∗ 𝑗
+ 𝑘+0 =

∨
𝑉∗ 𝑗
− 𝑘

−
0 .

Here, 1 = 𝑘𝑚0 , where 𝑚 = 𝑚+ + 𝑚− , so that𝑈∨1 = 𝑘+0 ⊕ 𝑘−0 . Since the unitaries 𝑉∗
± both act as backward shifts on power

series, we can compute these elements of the intersection space explicitly. First, the kernel vectors ofℋ+ (𝑚±) at 0 are:

𝑘+0 (𝑧) =
1
2𝜋

∫ 𝜋

0

1
1 − 𝑧𝑒−𝑖 𝜃 𝑑𝜃

=
1
2𝜋𝑖

log(𝑒𝑖 𝜃 − 𝑧)
����𝜃=𝜋
𝜃=0

=
1
2𝜋𝑖

log
(
𝑧 + 1
𝑧 − 1

)
,

where log is the branch of the logarithm fixed by the choice of the argument function taking values in [0, 2𝜋). Here, the
branch cut is along the positive real axis, and

Re
𝑧 + 1
𝑧 − 1

=
|𝑧 |2 − 1
|𝑧 − 1|2 < 0,

is strictly negative for any 𝑧 ∈ D so that this formula defines a holomorphic function in D. (We know, of course, that 𝑘+0
must be holomorphic inD.) Since

1 = 𝑘0 (𝑧) = 𝑘 (𝑧, 0) = 𝑘+ (𝑧, 0) + 𝑘− (𝑧, 0) = 𝑘+0 (𝑧) + 𝑘−0 (𝑧),

it follows that

𝑘−0 (𝑧) = 1 − 𝑘+0 (𝑧) = 1 − 1
2𝜋𝑖

log
(
𝑧 + 1
𝑧 − 1

)
. (4.2)

Also note that
1
2
=

1
𝑖2𝜋

log(−1),

so that 1
2 = 𝑘+0 (0) = 𝑘−0 (0).
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Since𝑉∗
± act as backward shifts on power series, it follows that𝑉∗

+ 𝑘
+
0 = −𝑉∗

−𝑘
−
0 , so that

(𝑉+ ⊕ 𝑉−)∗𝑘+0 ⊕ 𝑘−0 ∈ Ran𝑈∧ =
∨

ℎ∈int(𝑚+ ,𝑚− )
ℎ ⊕ −ℎ,

as required.

4.1 Lebesgue decomposition of measures and their forms

As described in Remark 3.9 and Subsection 1.3, if 𝜇, 𝜆 ≥ 0 are positive, finite and regular Borel measures on the unit
circle, 𝜕D, then one can construct the Lebesgue decomposition of 𝜇 with respect to 𝜆 by considering the densely–defined
positive quadratic form, 𝔮𝜇 : 𝒞(𝜕D) ×𝒞(𝜕D) → 0, with dense form domain𝒞(𝜕D) ⊆ 𝐿2 (𝜆), the continuous functions
on the unit circle. Namely, applying the Simon–Lebesgue decomposition to 𝔮𝜇 , viewed as a positive, densely–defined form
in 𝐿2 (𝜆), one obtains,

𝔮𝜇 = 𝔮𝜇;𝑎𝑐 + 𝔮𝜇;𝑠 ,

where 𝔮𝜇;𝑎𝑐 is an absolutely continuous (closeable) form and 𝔮𝑠 is a singular form and moreover, 𝔮𝜇;𝑎𝑐 = 𝔮𝜇𝑎𝑐 , 𝔮𝑠 = 𝔮𝜇𝑠 ,
where 𝜇 = 𝜇𝑎𝑐 + 𝜇𝑠 is the Lebesgue decomposition.

However, in this paper, since wewish to apply analytic and function theoretic methods, we instead consider the positive
quadratic 𝑍𝜆−Toeplitz form, 𝔮𝜇 , associated to 𝜇 ≥ 0, with dense form domain Dom 𝔮𝜇 = C[𝜁] or Dom 𝔮𝜇 = 𝐴(D), in
𝐻2 (𝜆) ⊆ 𝐿2 (𝜆). As we will show, if 𝔮𝜇 = 𝔮𝑎𝑐 + 𝔮𝑠 is the Simon–Lebesgue form decomposition of 𝔮𝜇 in 𝐻2 (𝜆), then one
can define reproducing kernel Hilbert spaces of 𝔮𝑎𝑐 and 𝔮𝑠−Cauchy transforms,ℋ+ (𝔮𝑎𝑐) andℋ+ (𝔮𝑠). The goal of this
subsection is to compare the Lebesgue decomposition of 𝜇 with respect to 𝜆 with the Simon–Lebesgue decomposition of
𝔮𝜇 in 𝐻2 (𝜆).

Let 𝜇, 𝜆 ≥ 0 be finite and regular Borel measures on 𝜕D. Consider the positive quadratic form, 𝔮𝜇 , with dense form
domain, 𝐴(D) ⊆ 𝐻2 (𝜆). Observe that Ĥ(𝔮𝜇) = 𝐻2 (𝜇+𝜆) so thatC[𝜁] and𝒦D are both dense sets in this space. Consider
the Simon–Lebesgue decomposition, 𝔮𝜇 = 𝔮𝑎𝑐 + 𝔮𝑠 , of 𝔮𝜇 in 𝐻2 (𝜆). By Theorem 3.8, 𝔮𝑎𝑐 ≥ 0, is the largest closeable
quadratic form bounded above by 𝔮𝜇 . Since 𝔮𝑎𝑐 ≤ 𝔮𝜇 , this implies that Dom 𝔮𝜇 = 𝐴(D) ⊆ Dom 𝔮𝑎𝑐 , and if 𝔮𝐷 = 𝔮𝑎𝑐
denotes the closure of 𝔮𝑎𝑐 , then 𝐴(D)must be a form-core for the closed form 𝔮𝐷 by themaximality statement in Theorem
3.8. We define 𝐻2 (𝔮𝑎𝑐), 𝐻2 (𝔮𝑠) as the Hilbert space completion of the disk algebra, 𝐴(D), modulo vectors of zero length,
with respect to the pre-inner products, 𝔮𝑎𝑐, 𝔮𝑠 , respectively. Since 0 ≤ 𝔮𝑎𝑐, 𝔮𝑠 ≤ 𝔮𝜇 , we can define the contractive co-
embeddings 𝐸𝑎𝑐 : 𝐻2 (𝜇) ↩→ 𝐻2 (𝔮𝑎𝑐) and 𝐸𝑠 : 𝐻2 (𝜇) ↩→ 𝐻2 (𝔮𝑠) by 𝐸𝑎𝑐𝑎 = 𝑎 ∈ 𝐻2 (𝔮𝑎𝑐) and 𝐸𝑠𝑎 = 𝑎 ∈ 𝐻2 (𝜇𝑠).
(Here, an element 𝑎 ∈ 𝐴(D) could be equal to 0 as an element of 𝐻2 (𝜇), or as an element of the spaces 𝐻2 (𝔮𝑎𝑐), 𝐻2 (𝔮𝑠).
However, the inequality 0 ≤ 𝔮𝑎𝑐, 𝔮𝑠 ≤ 𝔮𝜇 , ensures that if 𝑎 ∈ 𝐴(D) is zero as an element of𝐻2 (𝜇), i.e. it vanishes 𝜇−𝑎.𝑒.,
then 𝑎 = 0 as element of both 𝐻2 (𝔮𝑎𝑐) and 𝐻2 (𝔮𝑠). A more precise notation would be to let 𝑁𝑎𝑐 denote the subspace
of all elements of 𝐴(D) of zero-length with respect to the 𝔮𝑎𝑐−pre-inner product so that equivalence classes of the form
𝑎 + 𝑁𝑎𝑐 , 𝑎 ∈ 𝐴(D), are dense in 𝐻2 (𝔮𝑎𝑐). )

Observe that if𝒟 ⊆ 𝐴(D) is any supremum-norm dense set, such as𝒦D =
∨
𝑘𝑧 or C[𝜁] , then𝒟 is dense in 𝐻2 (𝜇),

and since the co-embedding 𝐸𝑎𝑐 : 𝐻2 (𝜇) ↩→ 𝐻2 (𝔮𝑎𝑐) is a contraction with dense range,𝒟will be dense in 𝐻2 (𝔮𝑎𝑐) and
it will be similarly dense in 𝐻2 (𝔮𝑠).

Lemma 4.10 If 𝔮𝐷 = 𝔮𝑎𝑐 is the closure of 𝔮𝑎𝑐 , and𝒟 ⊆ 𝐴(D) is supremum-norm dense, then𝒟 is a core for
√
𝐷.

Proof Since Dom 𝔮𝜇 = 𝐴(D), and 𝔮𝑎𝑐 ≤ 𝔮𝜇 is the largest closeable and positive semi-definite quadratic form, 𝐴(D) is a
form-core for 𝔮𝐷 , and hence a core for

√
𝐷. Hence, 𝐴(D) is dense in Ĥ(𝔮𝐷) = Ĥ(𝔮𝑎𝑐). Given any 𝑎 ∈ 𝐴(D), let 𝑥𝑛 ∈ 𝒟

be a sequence which converges to 𝑎 in supremum-norm. Then

0 ≤ ∥𝑥𝑛 − 𝑎∥2𝐻2 (𝜆) + 𝔮𝑎𝑐 (𝑥𝑛 − 𝑎, 𝑥𝑛 − 𝑎)

≤ ∥𝑥𝑛 − 𝑎∥2𝐻2 (𝜆) + ∥𝑥𝑛 − 𝑎∥2𝐻2 (𝜇)

≤ ∥𝑥𝑛 − 𝑎∥2∞ (𝜇(𝜕D) + 𝜆(𝜕D)) → 0.

This proves that 𝒟 is dense in the dense subspace 𝐴(D) ⊆ Ĥ(𝔮𝐷), and hence 𝒟 is a form-core for 𝑞𝐷 and a core for√
𝐷. ■

Given any ℎ ∈ 𝐻2 (𝔮𝑎𝑐) or in 𝐻2 (𝔮𝑠), we can now define the 𝔮𝑎𝑐 or 𝔮𝑠−Cauchy transform of ℎ as before:

(𝒞𝑎𝑐ℎ) (𝑧) := 𝔮𝑎𝑐 (𝑘𝑧 , ℎ),
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and similarly for 𝔮𝑠 . As in Lemma 2.1 and Lemma 2.2, Cauchy transforms of elements of𝐻2 (𝔮𝑎𝑐), 𝐻2 (𝔮𝑠) are holomorphic
in the unit disk, and if we equip the vector space of 𝔮𝑎𝑐−Cauchy transforms with the inner product

⟨𝒞𝑎𝑐𝑥,𝒞𝑎𝑐𝑦⟩𝑎𝑐 := 𝔮𝑎𝑐 (𝑥, 𝑦),

we obtain a reproducing kernel Hilbert space of analytic functions in the disk,ℋ+ (𝔮𝑎𝑐) with reproducing kernel:

𝑘 (𝑎𝑐) (𝑧, 𝑤) := 𝔮𝑎𝑐 (𝑘𝑧 , 𝑘𝑤).

Finally, since 𝔮𝜇 = 𝔮𝑎𝑐 + 𝔮𝑠 , 𝔮𝜇 ≥ 𝔮𝑎𝑐, 𝔮𝑠 ≥ 0, we obtain the following.

Proposition 4.11 The RKHS of 𝔮𝑎𝑐 and 𝔮𝑠−Cauchy transforms are contractively contained inℋ+ (𝜇) = ℋ
+ (𝑞𝜇) and 𝑘𝜇 =

𝑘 (𝑎𝑐) + 𝑘𝑠 so that
ℋ

+ (𝜇) = ℋ
+ (𝔮𝑎𝑐) +ℋ

+ (𝔮𝑠).
Moreover, if e𝑎𝑐 : ℋ+ (𝔮𝑎𝑐) ↩→ ℋ

+ (𝜇) and e𝑠 are the contractive embeddings, then

𝐼ℋ+ (𝜇) = e𝑎𝑐e∗𝑎𝑐 + e𝑠e∗𝑠 .

Proof To check the decomposition of the identity, it suffices to calculate

𝑘𝜇 (𝑧, 𝑤) = 𝑘 (𝑎𝑐) (𝑧, 𝑤) + 𝑘𝑠 (𝑧, 𝑤)
=

〈
𝑘
(𝑎𝑐)
𝑧 , 𝑘

(𝑎𝑐)
𝑤

〉
𝑎𝑐

+
〈
𝑘𝑠𝑧 , 𝑘

𝑠
𝑤

〉
𝑠

=
〈
e∗𝑎𝑐𝑘

𝜇
𝑧 , e∗𝑎𝑐𝑘

𝜇
𝑤

〉
𝑎𝑐

+
〈
e∗𝑠𝑘

𝜇
𝑧 , e∗𝑠𝑘

𝜇
𝑤

〉
𝑠

=
〈
𝑘
𝜇
𝑧 , (e𝑎𝑐e∗𝑎𝑐 + e𝑠e∗𝑠)𝑘

𝜇
𝑤

〉
𝜇
.

■

Theorem 4.12 Let 𝔮𝜇 = 𝔮𝑎𝑐 +𝔮𝑠 be the Simon–Lebesgue decomposition of the form 𝔮𝜇 with dense form domain 𝐴(D) in 𝐻2 (𝜆).
Then,

ℋ
+ (𝔮𝑎𝑐) = int(𝜇, 𝜆)−𝜇 =

(
ℋ

+ (𝜇) ∩ℋ
+ (𝜆)

)−∥ · ∥𝜇 .

If e : int(𝜇, 𝜆) ⊆ ℋ
+ (𝜇) ↩→ ℋ

+ (𝜆) is the closed embedding and 𝔮𝐷 = 𝔮𝑎𝑐 , then

𝐷 = 𝒞
∗
𝜆ee

∗
𝒞𝜆.

Lemma 4.13 Let 𝔮1, 𝔮2 be densely–defined, closed and positive semi-definite quadratic forms in a separable, complex Hilbert space,
H. Then 𝔮1 ≤ 𝔮2 if and only if 𝔮1 (𝑥, 𝑥) ≤ 𝔮2 (𝑥, 𝑥) for all 𝑥 in a form-core for 𝔮2.

Proof (of Theorem 4.12.) First, since 𝔮𝑎𝑐 is closeable, 𝔮𝑎𝑐 = 𝔮𝐵 for some closed, self-adjoint operator 𝐵 ≥ 0. By con-
struction, 𝐴(D) ⊆ Dom

√
𝐵, and C[𝜁] ,𝒦D =

∨
𝑘𝑧 and 𝐴(D) are all cores for

√
𝐵. Since 𝐵 ≥ 0 is closed, Dom 𝐵 is also a

core for
√
𝐵. It follows that we can identify Dom 𝐵 with a dense subspace of 𝐻2 (𝔮𝑎𝑐). Namely, if 𝑥 ∈ Dom 𝐵 ⊆ 𝐻2 (𝜆), we

can find 𝑎𝑛 ∈ 𝐴(D) so that 𝑎𝑛 → 𝑥 in𝐻2 (𝜆) and
√
𝐵𝑎𝑛 →

√
𝐵𝑥. Since 𝔮𝑎𝑐 = 𝔮𝐵, it follows that (𝑎𝑛) is a Cauchy sequence

in𝐻2 (𝔮𝑎𝑐), andwe can identify 𝑥 ∈ Dom 𝐵with the limit, 𝑥̂, of this Cauchy sequence in theHilbert space𝐻2 (𝔮𝑎𝑐). Finally,
since Dom 𝐵 is a core for

√
𝐵, for any 𝑎 ∈ 𝐴(D) ⊆ Dom

√
𝐵, we can find 𝑥𝑛 ∈ Dom 𝐵 so that 𝑥𝑛 → 𝑎 and

√
𝐵𝑥𝑛 →

√
𝐵𝑎

and it follows that 𝑥̂𝑛 → 𝑎 in 𝐻2 (𝔮𝑎𝑐), so that Dom 𝐵 can be identified with a dense subspace of 𝐻2 (𝔮𝑎𝑐).
Furthermore, we can then define the 𝔮𝑎𝑐−Cauchy transform of any 𝑥 ∈ Dom 𝐵,

(𝒞𝑎𝑐𝑥) (𝑧) = lim
𝑛↑∞

𝔮𝑎𝑐 (𝑘𝑧 , 𝑎𝑛) = lim
〈√
𝐵𝑘𝑧 ,

√
𝐵𝑎𝑛

〉
𝐻2 (𝜆)

=

〈√
𝐵𝑘𝑧 ,

√
𝐵𝑥

〉
𝐻2 (𝜆)

= ⟨𝑘𝑧 , 𝐵𝑥⟩𝐻2 (𝜆) = (𝒞𝜆𝐵𝑥) (𝑧).

This proves that𝒞𝑎𝑐𝑥 ∈ ℋ
+ (𝜆). Since𝒞𝑎𝑐𝑥 ∈ ℋ

+ (𝔮𝑎𝑐) ⊆ ℋ
+ (𝜇), it follows that𝒞𝑎𝑐Dom 𝐵 ⊆ int(𝜇, 𝜆). Moreover,

since Dom 𝐵 can be identified with a dense subspace of 𝐻2 (𝔮𝑎𝑐), it follows that 𝒞𝑎𝑐Dom 𝐵 ⊆ ℋ
+ (𝔮𝑎𝑐) ∩ ℋ

+ (𝜆) ⊆
int(𝜇, 𝜆) is dense inℋ+ (𝔮𝑎𝑐).

Now consider 𝔮𝐷 , where 𝐷 = 𝒞
∗
𝜆
ee∗𝒞𝜆 and e : int(𝜇, 𝜆) ⊆ ℋ

+ (𝜇) ↩→ ℋ
+ (𝜆), as in the theorem statement. By

construction,𝒦D is a core for
√
𝐷 , and it is also a core for 𝐵, so that this set is a form-core for both 𝔮𝐵 = 𝔮𝑎𝑐 and 𝔮𝐷 . It

follows that𝔮𝐷 |𝒦D ≤ 𝔮𝜇 |𝒦D is a positive closeable form so that bymaximality andLemma4.13,𝔮𝐷 ≤ 𝔮𝐵 in the form-sense.
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Also, by construction, e∗𝑘𝜆𝑧 = 𝑘
𝜇∩𝜆
𝑧 , where 𝑘𝜇∩𝜆 is the reproducing kernel for the closed subspace int(𝜇, 𝜆)−𝜇 ⊆ ℋ

+ (𝜇).
Hence, for any finite subset, {𝑧1, · · · , 𝑧𝑛} ⊆ D, if we consider any finite linear combination of Szegö kernels,

ℎ =

𝑛∑︁
𝑖=1

𝑐𝑖𝑘𝑧𝑖 ,

then

0 ≤
∑︁

𝑐𝑖𝑐 𝑗 𝑘
𝜇∩𝜆 (𝑧𝑖 , 𝑧 𝑗 )

=
∑︁

𝑐𝑖𝑐 𝑗

〈
𝑘
𝜇∩𝜆
𝑧𝑖 , 𝑘

𝜇∩𝜆
𝑧 𝑗

〉
𝜇

= 𝔮𝐷 (ℎ, ℎ) ≤ 𝔮𝐵 (ℎ, ℎ)
=

∑︁
𝑐𝑖𝑐 𝑗𝔮𝐵 (𝑘𝑧𝑖 , 𝑘𝑧 𝑗 )

=
∑︁

𝑐𝑖𝑐 𝑗 𝑘
𝑎𝑐 (𝑧𝑖 , 𝑧 𝑗 ).

That is,

0 ≤ [𝑘𝜇∩𝜆 (𝑧𝑖 , 𝑧 𝑗 )]1≤𝑖, 𝑗≤𝑛 = [𝔮𝐷 (𝑘𝑧𝑖 , 𝑘𝑧 𝑗 )] ≤ [𝔮𝐵 (𝑘𝑧𝑖 , 𝑘𝑧 𝑗 )] = [𝑘𝑎𝑐 (𝑧𝑖 , 𝑧 𝑗 )],

so that 𝑘𝜇∩𝜆 ≤ 𝑘𝑎𝑐 , and by Aronszajn’s inclusion theorem, int(𝜇, 𝜆)−𝜇 is contractively contained inℋ+ (𝔮𝑎𝑐) which is in
turn contractively contained inℋ+ (𝜇). Hence, if e1 is the first embedding intoℋ+ (𝔮𝑎𝑐) and e2 is the second embedding
intoℋ+ (𝜇), the composite embedding, e = e2e1 : int(𝜇, 𝜆)−𝜇 ↩→ ℋ

+ (𝜇) is again a contractive embedding and it must
be isometric since int(𝜇, 𝜆)−𝜇 is a closed subspace ofℋ+ (𝜇). It follows that e1 must be an isometric embedding. Indeed,
if there is a unit vector 𝑥 so that ∥e1𝑥∥ < 1 then

1 = ∥𝑥∥ = ∥e𝑥∥ ≤ ∥e2∥∥e1𝑥∥ < 1.

Similarly e2 must be isometric on the range of e1. On the other hand, since int(𝔮𝑎𝑐, 𝜆) := ℋ
+ (𝔮𝑎𝑐) ∩ ℋ

+ (𝜆) is dense
in ℋ

+ (𝔮𝑎𝑐) and ℋ
+ (𝔮𝑎𝑐) is contractively contained in ℋ

+ (𝜇), we must have that int(𝔮𝑎𝑐, 𝜆) ⊆ int(𝜇, 𝜆) ⊆ Ran e1.
Hence, by the previous argument, since int(𝔮𝑎𝑐, 𝜆) ⊆ Ran e1 is dense in ℋ

+ (𝔮𝑎𝑐) and e2 is isometric on the range of
e1, e2 : ℋ+ (𝔮𝑎𝑐) ↩→ ℋ

+ (𝜇) is also an isometric inclusion. In conclusion, int(𝜇, 𝜆)−𝜇 and ℋ
+ (𝔮𝑎𝑐) are both closed

subspaces ofℋ+ (𝜇), int(𝜇, 𝜆)−𝜇 is a closed subspace ofℋ+ (𝔮𝑎𝑐) and int(𝔮𝑎𝑐, 𝜆) ⊆ int(𝜇, 𝜆) is dense inℋ+ (𝔮𝑎𝑐) so that
int(𝜇, 𝜆)−𝜇 = ℋ

+ (𝔮𝑎𝑐). It follows that 𝔮𝐵 = 𝔮𝐷 on𝒦D so that by Lemma 4.13 and the uniqueness of representation of
closed forms, 𝐷 = 𝐵. ■

Corollary 4.14 If 𝜇, 𝜆 ≥ 0 are finite, positive and regular Borel measures on 𝜕D and 𝔮𝜇 is the densely–defined positive quadratic
form associated to 𝜇 with form domain 𝐴(D) ⊆ 𝐻2 (𝜆), then the space of 𝜇−Cauchy transforms decomposes as the orthogonal
direct sum,

ℋ
+ (𝜇) = ℋ

+ (𝔮𝑎𝑐) ⊕ℋ
+ (𝔮𝑠).

In particular,ℋ+ (𝔮𝑠) ∩ int(𝜇, 𝜆) = {0}.

Proof By Proposition 4.11 and Theorem 3.8, we have that the identity operator onℋ+ (𝜇) decomposes as

𝐼𝜇 = e𝑎𝑐e∗𝑎𝑐 + e𝑠e∗𝑠 ,

andℋ+ (𝔮𝑎𝑐) = int(𝜇, 𝜆)−𝜇 is a closed subspace ofℋ+ (𝜇) so that the contractive embedding, e𝑎𝑐 : ℋ+ (𝔮𝑎𝑐) ↩→ ℋ
+ (𝜇)

is an isometry. Hence, 𝑃𝑎𝑐 := e𝑎𝑐e∗𝑎𝑐 is an orthogonal projection onto the range of e𝑎𝑐 and hence 𝑃𝑠 = 𝐼 − 𝑃𝑎𝑐 = e𝑠e∗𝑠 is
the projection onto the orthgonal complement of Ran e𝑎𝑐 inℋ+ (𝜇). It follows that e𝑠 is also an isometric embedding and
that we can identifyℋ+ (𝔮𝑎𝑐),ℋ+ (𝔮𝑠) with the ranges of these isometric embeddings so that

ℋ
+ (𝜇) = ℋ

+ (𝔮𝑎𝑐) ⊕ℋ
+ (𝔮𝑠).

■

Corollary 4.15 Let 𝜇, 𝜆 be positive, finite and regular Borel measures on the unit circle. The Lebesgue decomposition of 𝜇 with
respect to 𝜆, 𝜇 = 𝜇𝑎𝑐 + 𝜇𝑠 , coincides with the Simon–Lebesgue decomposition of 𝔮𝜇 with form domainDom 𝔮𝜇 = 𝐴(D) in𝐻2 (𝜆),
𝔮𝜇 = 𝔮𝑎𝑐 + 𝔮𝑠 , in the sense that 𝔮𝑎𝑐 = 𝔮𝜇𝑎𝑐 and 𝔮𝑠 = 𝔮𝜇𝑠 if and only if int(𝜇, 𝜆) is𝑉 𝜇−reducing.

Remark 4.16 More generally, one can apply the methods of this section to construct a Lebesgue decomposition for pairs
of positive kernel functions 𝑘, 𝐾 on the same set, 𝑋 , see Appendix A.
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Example 4.17 (Lebesgue measure on the half-circles.) As before, let 𝑚± denote normalized Lebesgue measure restricted
to the upper and lower half-circles. These are mutually singular measures so that 𝑚+ = 𝑚+;𝑠 is the singular part of 𝑚+
with respect to 𝑚− , and yet by Example 4.9, int(𝑚+, 𝑚−) ≠ {0}, so that 𝔮+ = 𝔮𝑚+ has a Simon–Lebesgue decomposition
𝔮+ = 𝔮𝑎𝑐 + 𝔮𝑠 in 𝐻2 (𝑚−), where 𝔮𝑎𝑐 is non-trivial, by Theorem 4.12. Moreover, in this example, 𝑚− is extreme, so that
𝐻2 (𝑚−) = 𝐿2 (𝑚−). This means that while the quadratic form, 𝔮𝜇 , associated to 𝜇, with dense form domain, 𝐴(D) ⊆
𝐿2 (𝑚−) = 𝐻2 (𝑚−) has non-zero absolutely continuous part, if we instead define the form domain of 𝔮𝜇 to be Dom 𝔮𝜇 =

𝒞(𝜕D), then, with this form domain, 𝔮𝜇 has vanishing absolutely continuous part (since the decompositions of 𝔮𝜇 and 𝜇
always coincide in this case, see Remark 3.9). This shows, that in dealing with these unbounded positive quadratic Toeplitz
forms, the choice of form domain is crucial!

4.2 Lebesgue decomposition for arbitrary measures

The question remains: If 𝜇, 𝜆 ≥ 0 are arbitrary, how can we construct the Lebesgue decomposition of 𝜇 with respect of 𝜆
using reproducing kernel theory and their spaces of Cauchy transforms? If 𝜆 is non-extreme, or more generally if int(𝜇, 𝜆)
is 𝑉𝜇−reducing, Theorem 4.5 provides a satisfying answer. However, as Proposition 4.7, Example 4.9 and Theorem 4.12
show, the intersection of the spaces of 𝜇 and𝜆Cauchy transforms cannot be reducing in general, and that there are examples
of pairs of positive measures 𝜇, 𝜆, for which int(𝜇, 𝜆) cannot be equal to, or even contain, the space of Cauchy transforms
of any non-zero positive measure.

By Theorem 3.12, we do know that if 𝜇 = 𝜇𝑎𝑐 + 𝜇𝑠 is the Legbesgue decomposition of 𝜇 with respect to 𝜆, that
𝜇𝑎𝑐 ≪𝑅𝐾 𝜆 so that int(𝜇𝑎𝑐, 𝜆) ⊆ int(𝜇, 𝜆) ⊆ int(𝜇, 𝜆)−𝜇 = ℋ

+ (𝑞𝑎𝑐). The final result below provides an abstract
characterization of the Lebesgue decomposition for arbitrary pairs of positive measures.

Theorem 4.18 If 𝜇 = 𝜇𝑎𝑐 + 𝜇𝑠 is the Lebesgue decomposition of 𝜇 with respect to 𝜆 and 𝔮𝜇 = 𝔮𝑎𝑐 + 𝔮𝑠 is the Simon–Lebesgue
form decomposition of 𝔮𝜇 in 𝐻2 (𝜆) then 𝔮𝜇𝑎𝑐 ≤ 𝔮𝑎𝑐 . Moreover,ℋ+ (𝜇𝑎𝑐) is the maximal RKHS,H(𝑘), in D with the following
property:H(𝑘)∩ℋ+ (𝜆) ⊆ int(𝜇, 𝜆) is dense inH(𝑘),H(𝑘) ⊆ ℋ

+ (𝜇) is contractively contained, and if e : H(𝑘) ↩→ ℋ
+ (𝜇)

is the contractive embedding, then ee∗ is 𝑉𝜇−Toeplitz. Equivalently, 𝑞𝜇𝑎𝑐 is the largest closeable 𝑍𝜆−Toeplitz form bounded above
by 𝑞𝜇 .

Moreover, if e1 := e𝜇𝑎𝑐 and e2 = e𝜇𝑠 then 𝐼𝜇 = e1e∗1 + e2e∗2. Hence, we can identifyℋ
+ (𝜇𝑎𝑐) with the operator–range space

ℛ(e1) andℋ+ (𝜇𝑠) withℛ(e2) = ℛ
𝑐 (e1), the complementary space ofℋ+ (𝜇𝑎𝑐) in the sense of deBranges and Rovnyak and

ℋ
+ (𝜇) = ℋ

+ (𝜇𝑎𝑐) +ℋ
+ (𝜇𝑠).

Proof This follows from the definition of 𝔮𝑎𝑐 , Theorem 1.4 and Theorem 4.1. ■

Remark 4.19 In the case where the complementary space decomposition ofℋ+ (𝜇) = ℋ
+ (𝜇𝑎𝑐) +ℋ+ (𝜇𝑠), appearing in

the above theorem statement, is not an orthogonal direct sum, this yields a corresponding decomposition of the quadratic
form 𝔮𝜇 ,

𝔮𝜇 = 𝔮𝜇𝑎𝑐 + 𝔮𝜇𝑠 , (4.3)
where 𝔮𝜇𝑎𝑐 < 𝔮𝑎𝑐 and 𝔮𝜇 = 𝔮𝑎𝑐 + 𝔮𝑠 is the Simon–Lebesgue decomposition of 𝔮𝜇 . In this case, the decomposition of
Equation (4.3) is an example of a ‘pseudo–orthogonal’ Lebesgue decomposition of 𝔮𝜇 as recently defined and studied in
[11].

The previous theorem is, while interesting, admittedly not very practical for construction of the Lebesgue decom-
position of 𝜇 with respect to 𝜆. A simpler, albeit somewhat ad hoc, approach using our reproducing kernel methods
is simply to ‘add Lebesgue measure’. Namely, if 𝜇𝑎𝑐;𝜆 is the absolutely continuous part of 𝜇 with respect to 𝜆, then
𝜇𝑎𝑐;𝜆 = 𝜇𝑎𝑐;𝜆+𝑚 − 𝜇𝑎𝑐;𝑚 and both 𝜆 + 𝑚 and 𝑚 are non-extreme so that Theorem 4.5 applies.

A Lebesgue decomposition of positive kernels

Let 𝐾 be a fixed positive kernel function on a set, 𝑋 . Given any other positive kernel, 𝑘 , on 𝑋 , we can associate to it
the densely-defined and positive semi-definite quadratic form, 𝔮𝑘 : Dom 𝔮𝑘 × Dom 𝔮𝑘 → C, with dense form domain
Dom 𝔮𝑘 :=

∨
𝑥∈𝑋 𝐾𝑥 inH(𝐾),

𝔮𝑘 (𝐾𝑥 , 𝐾𝑦) := 𝑘 (𝑥, 𝑦).
One can then apply B. Simon’s Lebesgue decomposition of positive quadratic forms to 𝔮𝑘 . Such a Lebesgue decomposi-

tion of positive kernels was first considered in [12, Section 7, Theorem 7.2]. The theorem below provides somemore details
about this decomposition.
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Theorem A.1 Let 𝑘, 𝐾 be positive kernel functions on a set, 𝑋 . If 𝔮𝑘 is the densely-defined positive quadratic form of 𝑘 inH(𝐾),
as defined above, with Simon–Lebesgue form decomposition 𝔮𝑘 = 𝔮𝑎𝑐 + 𝔮𝑠 , then there are positive kernels, 𝑘𝑎𝑐 and 𝑘𝑠 on 𝑋 , so
that 𝔮𝑎𝑐 = 𝔮𝑘 (𝑎𝑐) , 𝔮𝑠 = 𝔮𝑘𝑠 , 𝑘 = 𝑘𝑎𝑐 + 𝑘𝑠 , and

H(𝑘) = H(𝑘𝑎𝑐) ⊕ H(𝑘𝑠).

Moreover, H(𝑘𝑎𝑐) = int(𝑘, 𝐾)−𝑘 := (H(𝑘) ∩H(𝐾))−∥ · ∥𝑘 , and if e : int(𝑘, 𝐾) ↩→ H(𝐾) is the (closed) embedding, then
𝔮𝑎𝑐 = 𝔮ee∗ .

In the above, int(𝑘, 𝐾) := H(𝑘) ∩H(𝐾).

Proof Let ℎ :=
∑𝑛
𝑖=1 𝑐𝑖𝐾𝑥𝑖 be any finite linear combination of the kernels 𝐾𝑥𝑖 , {𝑥𝑖}𝑛𝑖=1 ⊆ 𝑋 . Then, since 𝔮𝑎𝑐 ≤ 𝔮𝑘 , we

obtain that ∑︁
𝑐𝑖𝑐 𝑗 𝑘 (𝑥𝑖 , 𝑥 𝑗 ) =

∑︁
𝑐𝑖𝑐 𝑗𝔮𝑘 (𝑥𝑖 , 𝑥 𝑗 )

= 𝔮𝑘 (ℎ, ℎ) ≥ 𝔮𝑎𝑐 (ℎ, ℎ) ≥ 0,

where
0 ≤ 𝔮𝑎𝑐 (ℎ, ℎ) =

∑︁
𝑐𝑖𝑐 𝑗𝔮𝑎𝑐 (𝐾𝑥𝑖 , 𝐾𝑥 𝑗 ).

It follows that
𝑘𝑎𝑐 (𝑥, 𝑦) := 𝔮𝑎𝑐 (𝐾𝑥 , 𝐾𝑦),

defines a positive kernel function on 𝑋 so that 0 ≤ 𝑘𝑎𝑐 ≤ 𝑘 . Similarly, 𝑘𝑠 (𝑥, 𝑦) := 𝔮𝑠 (𝐾𝑥 , 𝐾𝑦) defines a positive kernel
function on 𝑋 so that 0 ≤ 𝑘𝑠 ≤ 𝑘 , and since 𝔮𝑘 = 𝔮𝑎𝑐 + 𝔮𝑠 , we obtain that 𝑘𝑎𝑐 + 𝑘𝑠 = 𝑘 .

By definition, 𝔮𝑎𝑐 is the largest closeable quadratic form bounded above by 𝔮𝑘 . In particular 𝔮𝑎𝑐 = 𝔮𝐷 is the positive
form of some densely-defined, self-adjoint and positive semi-definite operator 𝐷 , so that 𝒦𝑥 :=

∨
𝑥∈𝑋 𝐾𝑥 is a core for√

𝐷. (Here,
∨

denotes non-closed linear span.) If e : int(𝑘, 𝐾) ⊆ int(𝑘, 𝐾)−𝑘 ↩→ H(𝐾) is the densely-defined and closed
embedding, let 𝐴 := ee∗. We claim that 𝐴 = 𝐷. First, 𝐴 ≥ 0 is self-adjoint, hence closed, and since e is trivially a multiplier,
we obtain that

𝔮𝐴(𝐾𝑥 , 𝐾𝑦) =
〈
e∗𝐾𝑥 , e∗𝐾𝑦

〉
𝑘
=
〈
𝑘∩𝑥 , 𝑘

∩
𝑦

〉
𝑘
= 𝑘∩ (𝑥, 𝑦),

where 𝑘∩ denotes the reproducing kernel of the subspace int(𝑘, 𝐾)−𝑘 ⊆ H(𝑘), the closure of the intersection space,
int(𝑘, 𝐾) in H(𝑘). In particular, since 𝑘∩𝑥 = 𝑃∩𝑘𝑥 , where 𝑃∩ : H(𝑘) → int(𝑘, 𝐾)−𝑘 is the orthogonal projection, it
follows that 𝑘∩ ≤ 𝑘 , and hence that 𝔮𝐴 ≤ 𝔮𝑘 . Since 𝔮𝐴 |𝒦𝑋 is closeable, it follows, by maximality of the Simon–Lebesgue
decomposition, that 𝔮𝐴 ≤ 𝔮𝐷 . This inequality implies that 𝑘∩ ≤ 𝑘𝑎𝑐 as positive kernels on 𝑋 .

Now suppose that ℎ ∈ Dom𝐷 ⊆ H(𝐾) and choose ℎ𝑛 ∈ 𝒦𝑋 =
∨
𝑥∈𝑋 𝐾𝑥 so that ℎ𝑛 → ℎ and

√
𝐷ℎ𝑛 →

√
𝐷ℎ. (This

can be done since Dom𝐷 is a core for
√
𝐷.) If ℎ𝑛 =

∑𝑚𝑛
𝑗=1 𝑐 𝑗 (𝑛)𝐾𝑥 𝑗 (𝑛) , a finite linear combination, then note that

(𝐷ℎ) (𝑥) = lim
𝑛↑∞

∑︁
𝑐 𝑗 (𝑛)

〈√
𝐷𝐾𝑥 ,

√
𝐷𝐾𝑥 𝑗 (𝑛)

〉
𝐾

= lim
∑︁

𝑐 𝑗 (𝑛)𝑘𝑎𝑐 (𝑥, 𝑥 𝑗 (𝑛)) = lim 𝑔𝑛 (𝑥),

where
𝑔𝑛 =

∑︁
𝑐 𝑗 (𝑛)𝑘𝑎𝑐𝑥 𝑗 (𝑛) ∈ H(𝑘𝑎𝑐) ⊆ H(𝑘).

Moreover,

∥𝑔𝑛∥2𝑘𝑎𝑐 =
∑︁
𝑖, 𝑗

𝑐𝑖 (𝑛)𝑐 𝑗 (𝑛)𝑘𝑎𝑐 (𝑥𝑖 (𝑛), 𝑥 𝑗 (𝑛))

=

〈√
𝐷ℎ𝑛,

√
𝐷ℎ𝑛

〉
𝐾
→ ∥

√
𝐷ℎ∥2𝐾 ,

so that the sequence (𝑔𝑛) ⊆ H(𝑘𝑎𝑐) is uniformly bounded in norm. Since 𝑔𝑛 (𝑥) → (𝐷ℎ) (𝑥) pointwise in 𝑋 , this and
uniform boundedness imply that 𝑔𝑛 converges weakly to the function 𝐷ℎ. Since Hilbert spaces are weakly closed, the
function 𝐷ℎ ∈ H(𝑘𝑎𝑐) ⊆ H(𝑘), and also 𝐷ℎ ∈ H(𝐾) so that 𝐷ℎ ∈ int(𝑘, 𝐾) ⊆ H(𝑘∩). Hence 𝐷ℎ ∈ H(𝑘𝑎𝑐) and

∥𝐷ℎ∥2𝑘𝑎𝑐 = ∥
√
𝐷ℎ∥2𝐾 .

Let j1 : H(𝑘∩) ↩→ H(𝑘𝑎𝑐) and j2 : H(𝑘𝑎𝑐) ↩→ H(𝑘) be the contractive embeddings. Then j := j2j1 : H(𝑘∩) ↩→ H(𝑘)
is the isometric embedding of the subspaceH(𝑘∩) ⊆ H(𝑘) intoH(𝑘). It follows that j1 must be isometric and j2 must be
isometric on the range of j1 inH(𝑘𝑎𝑐).
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We claim that Ran j1 is dense in H(𝑘𝑎𝑐) so that j2 and j2 are both isometries. Define a linear map, 𝑉 : 𝒦
𝑎𝑐
𝑋

:=∨
𝑥∈𝑋 𝑘

𝑎𝑐
𝑥 → H(𝐾) by

𝑉𝑘𝑎𝑐𝑥 :=
√
𝐷𝐾𝑥 ,

and extending linearly. Since 〈
𝑘𝑎𝑐𝑥 , 𝑘

𝑎𝑐
𝑦

〉
𝑘𝑎𝑐

= 𝑘𝑎𝑐 (𝑥, 𝑦) =
〈√
𝐷𝐾𝑥 ,

√
𝐷𝐾𝑦

〉
𝐾
,

it follows that𝑉 is an isometry and extends by continuity to an isometry fromH(𝑘𝑎𝑐) onto the closure of
√
𝐷𝒦𝑋 inH(𝐾),

which we also denote by 𝑉 . Since 𝒦𝑋 is a core for
√
𝐷 , 𝑉 is onto Ran

√
𝐷

−∥ · ∥𝐾 in H(𝐾). If there exists a 𝑔 ∈ H(𝑘𝑎𝑐)
orthogonal to Ran𝐷 ⊆ H(𝑘𝑎𝑐), then choose a sequence 𝑔𝑛 =

∑𝑚𝑛
𝑗=1 𝑐 𝑗 (𝑛)𝑘𝑎𝑐𝑥 𝑗 (𝑛) ∈ 𝒦

𝑎𝑐
𝑋

so that 𝑔𝑛 → 𝑔 and calculate,
for any ℎ ∈ Dom𝐷 , that

0 = ⟨𝑔, 𝐷ℎ⟩𝑘𝑎𝑐 = lim
𝑛

⟨𝑔𝑛, 𝐷ℎ⟩𝑘𝑎𝑐

= lim
𝑛

∑︁
𝑗

𝑐 𝑗 (𝑛)
〈
𝑘𝑎𝑐
𝑥 𝑗 (𝑛) , 𝐷ℎ

〉
𝑘𝑎𝑐

= lim
𝑛

∑︁
𝑗

𝑐 𝑗 (𝑛) (𝐷ℎ) (𝑥 𝑗 (𝑛))

= lim
𝑛

∑︁
𝑗

𝑐 𝑗 (𝑛)
〈
𝐾𝑥 𝑗 (𝑛) , 𝐷ℎ

〉
𝐾

= lim
𝑛

〈∑︁
𝑗

𝑐 𝑗 (𝑛)
√
𝐷𝐾𝑥 𝑗 (𝑛) ,

√
𝐷ℎ

〉
𝐾

= lim
𝑛

〈
𝑉𝑔𝑛,

√
𝐷ℎ

〉
𝐾

=

〈
𝑉𝑔,

√
𝐷ℎ

〉
𝐾
.

This proves that𝑉𝑔 ∈ Ran
√
𝐷

−∥ · ∥𝐾 is orthogonal to
√
𝐷Dom𝐷. However, Dom𝐷 is a core for

√
𝐷 , so that

√
𝐷Dom𝐷

is dense in Ran
√
𝐷. This proves that 𝑉𝑔 = 0, and hence 𝑔 = 0. In conclusion, Ran𝐷 ⊆ Ran j1 ⊆ H(𝑘𝑎𝑐) is dense in

H(𝑘𝑎𝑐) so that both j1 and j2 are isometric embeddings. That is,H(𝑘∩) embeds, as a closed, dense subspace ofH(𝑘𝑎𝑐),
which embeds isometrically intoH(𝑘) and we conclude thatH(𝑘∩) = H(𝑘𝑎𝑐) so that 𝑘∩ = 𝑘𝑎𝑐 and 𝔮𝐷 = 𝔮𝐴. By the
uniqueness of Kato’s Riesz representation of closed, positive semi-definite forms, 𝐷 = 𝐴 as closed operators.

The fact that 𝑘 = 𝑘𝑎𝑐 + 𝑘𝑠 , implies that if e𝑎𝑐 : H(𝑘𝑎𝑐) ↩→ H(𝑘) is the isometric embedding and e𝑠 : H(𝑘𝑠) ↩→ H(𝑘)
is the contractive (and injective) embedding, that 𝐼 = e𝑎𝑐e∗𝑎𝑐 + e𝑠e∗𝑠 . Hence e𝑠e∗𝑠 = 𝐼 − 𝑃𝑎𝑐 , so that H(𝑘𝑠) also embeds
isometrically inH(𝑘) as the orthogonal complement ofH(𝑘𝑎𝑐). ■

References

[1] A. B. Aleksandrov. Multiplicity of boundary values of inner functions. (Russian). Izvestiya Akademii Nauk Armyanskoi
SSR, 22:490–503, 1987.

[2] A. B. Aleksandrov. On the existence of nontangential boundary values of pseudocontinuable functions. (Russian).
Zapiski Nauchnykh Seminarov POMI, 222:5–17, 1995.

[3] N. Aronszajn. Theory of reproducing kernels. Transactions of the American Mathematical Society, 68:337–404, 1950.
[4] J. A. Ball and V. Vinnikov. Formal reproducing kernel Hilbert spaces: the commutative and noncommutative settings.

In Reproducing kernel spaces and applications, pages 77–134. Springer, 2003.
[5] D. N. Clark. One dimensional perturbations of restricted shifts. Journal d’Analyse Mathématique, 25:169–191, 1972.
[6] L. de Branges and J. Rovnyak. Square summable power series. Holt, Rinehart and Winston, 1966.
[7] P. Fatou. Séries trigonométriques et séries de Taylor. Acta Mathematica, 37:335–400, 1906.
[8] E. Fricain and J. Mashreghi. The theory ofℋ(𝑏) spaces, volume 2. Cambridge University Press, 2016.
[9] U. Grenander and G. Szegö. Toeplitz forms and their applications. University of California Press, 1958.
[10] P. R.Halmos andA. Brown. Algebraic properties of Toeplitz operators. Journal für die reine und angewandteMathematik,

213:89–102, 1963.
[11] S. Hassi and H. de Snoo. Complementation and Lebesgue type decompositions of linear operators and relations.

arXiv:2308.09408, 2023.
[12] S. Hassi, Z. Sebestyén, and H. de Snoo. Lebesgue type decompositions for nonnegative forms. Journal of Functional

Analysis, 257:3858–3894, 2009.
28

https://doi.org/10.4153/S0008414X24000488 Published online by Cambridge University Press

https://doi.org/10.4153/S0008414X24000488


[13] K. Hoffman. Banach spaces of analytic functions. Prentice-Hall, 1962.
[14] M. T. Jury andR. T.W.Martin. Fatou’s theorem for non-commutativemeasures. Advances inMathematics, 400:108293,

2022.
[15] M. T. Jury and R. T. W. Martin. Lebesgue decomposition of non-commutative measures. International Mathematics

Research Notices, 2022:2968–3030, 2022.
[16] T. Kato. Perturbation theory for linear operators. Springer, 1980.
[17] R. T. W. Martin and E. Shamovich. A de Branges–Beurling theorem for the full Fock space. Journal of Mathematical

Analysis and Applications, 496:124765, 2021.
[18] B. Okutmustur and A. Gheondea. Reproducing Kernel Hilbert spaces. The Basics, Bergman spaces, and interpolation

problems. Lambert, 2010.
[19] V. I. Paulsen. Completely Bounded Maps and Operator Algebras. Cambridge University Press, New York, NY, 2002.
[20] V. I. Paulsen andM.Raghupathi. An introduction to the theory of reproducing kernel Hilbert spaces, volume 152. Cambridge

university press, 2016.
[21] M. Reed and B. Simon. Functional Analysis. Academic Press, 1980.
[22] B. Simon. A canonical decomposition for quadratic forms with applications to monotone convergence theorems.

Journal of Functional Analysis, 28:377–385, 1978.
[23] G. Szegö. Beiträge zur theorie der Toeplitzschen formen. Mathematische Zeitschrift, 6:167–202, 1920.
[24] J. von Neumann. On rings of operators III. Annals of Mathematics, 41:94–161, 1940.

Jashan Bal, Department of Pure Mathematics, University of Waterloo
E-mail address: j2bal@uwaterloo.ca

Robert T. W. Martin, Department of Mathematics, University of Manitoba
E-mail address: Robert.Martin@umanitoba.ca

Fouad Naderi, Department of Mathematics, University of Manitoba
E-mail address: naderif@myumanitoba.ca

29

https://doi.org/10.4153/S0008414X24000488 Published online by Cambridge University Press

https://doi.org/10.4153/S0008414X24000488

	Background
	Function theory in the disk, measure theory on the circle
	Reproducing kernel Hilbert spaces
	Positive quadratic forms

	Spaces of Cauchy transforms
	Absolute continuity in the reproducing kernel sense
	Lebesgue decomposition via reproducing kernels
	Lebesgue decomposition of measures and their forms
	Lebesgue decomposition for arbitrary measures

	Lebesgue decomposition of positive kernels
	References



