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## Abstract

We identify the class of smooth boundary conditions that yield an initial-boundary value problem admitting a unique smooth solution for the case of a dispersive linear evolution PDE of arbitrary order, in one spatial dimension, defined on a finite interval.

This result is obtained by an application of a spectral transform method, introduced by Fokas, which allows us to reduce the problem to the study of the singularities of the set of functions arising as the unique solution of a certain linear system.

## 1. Introduction

The Fokas transform method is a method for solving boundary value problems for linear and for integrable nonlinear PDEs in two dimensions, see the review [3]. In a recent paper by Fokas and the author [5], this method has been applied to solve a particular class of two-point boundary value problems for the general linear dispersive evolution equation of the form

$$
\left(\partial_{t}+i \sum_{j=0}^{n} \alpha_{j}\left(-i \partial_{x}\right)^{j}\right) q(x, t)=0, \quad 0<x<L, \quad 0<t<T,
$$

where $q(x, t)$ is a real scalar function, $\alpha_{j}$ are real constants with $\alpha_{n} \neq 0$ and $L, T$ are positive constants. In this notation, the dispersion relation of equation (1-1) is given by

$$
\omega(k)=\sum_{j=1}^{n} \alpha_{j} k^{j} .
$$

We assume throughout this paper that all given functions are sufficiently smooth (e.g. of $\mathbf{C}^{\infty}$ class); this is not necessary, but it allows us to simplify the exposition. We also assume that $q(x, t)$ satisfies the initial condition

$$
q(x, 0)=q_{0}(x), \quad 0<x<L, \quad q_{0}(x) \in \mathbf{C}^{\infty}[0, L] .
$$

The aim of the present work is to characterise the class of boundary conditions that, prescribed at $x=0$ and at $x=L$, give rise to an initial boundary value
problem for equations $(1 \cdot 1)-(1 \cdot 3)$ which admits a unique smooth solution, and is, in this sense, well-posed. The result we prove is that well-posed problems are precisely those obtained by prescribing $N$ conditions at $x=0$ and $n-N$ at $x=L ; N$ is equal to $n / 2$ when $N$ is even, but can be equal to either $(n+1) / 2$ or $(n-1) / 2$ when $n$ is odd. Namely,

$$
N=\left\{\begin{array}{lll}
n / 2 & n \text { even } & \\
(n+1) / 2 & n \text { odd }, & \alpha_{n}>0 \\
(n-1) / 2 & n \text { odd }, & \alpha_{n}<0
\end{array}\right.
$$

where $\alpha_{n}$ is the highest degree coefficient of the dispersion relation (1.2) of the equation. As a special case, when the prescribed boundary conditions are the values for $q(0, t), \ldots, \partial_{x}^{N-1} q(0, t), q(L, t), \ldots, \partial_{x}^{n-N-1} q(L, t)$, we obtain the result of [5].

We break the analysis up into three steps:
Step 1: prove that for any well-posed boundary value problem, the unique smooth solution $q(x, t)$ admits an integral representation with explicit exponential $x$ and $t$ dependence; this representation involves certain functions - called the spectral functions - defined only in terms of the initial and boundary values of the solution and of its $x$-derivatives; see Proposition $2 \cdot 1$.
Step 2: prove the existence and uniqueness of the solution under a certain admissibility assumption for the boundary data; we define this notion in Section 3, see Theorem $3 \cdot 1$.
Step 3: characterise the boundary conditions that yield a set of admissible functions, hence a well-posed boundary value problem. This question is the heart of the the present paper, and is addressed in Sections 4-6.
Step 1 and Step 2 can be found in [5]; the analysis of Step 3 yields the following theorem.

Theorem 1•1. Consider the boundary value problem for equation (1-1) obtained when there are prescribed:
(i) the initial condition (1-3);
(ii) the boundary conditions

$$
\left(-i \partial_{x}\right)^{j_{1}} q(0, t)=u_{j_{1}}(t), \quad\left(-i \partial_{x}\right)^{j_{2}} q(L, t)=v_{j_{2}}(t),
$$

where $\left(j_{1}, j_{2}\right) \in J_{1} \times J_{2}$, with $J_{1}, J_{2}$ subsets of the index set $\{0, \ldots, n-1\}$.
Assume that these initial and boundary conditions are of $\mathbf{C}^{\infty}$ class and that they are compatible, i.e. that $\left(-i \partial_{x}\right)^{j_{1}} q_{0}(0)=u_{j_{1}}(0), j_{1} \in J_{1}$ and $\left(-i \partial_{x}\right)^{j_{2}} q_{0}(L)=v_{j_{2}}(0), j_{2} \in J_{2}$.

This boundary value problem has a unique solution $q(x, t)$ such that $t \rightarrow q(\cdot, t)$ is a $\mathbf{C}^{\infty}$ map from $[0, T]$ into $\mathbf{C}^{\infty}[0, L]$ if and only if $\left|J_{1}\right|=N$ and $\left|J_{2}\right|=n-N$, where $|\cdot|$ denotes the cardinality of the index set, and $N$ is given by (1-4).

The paper is organized as follows. In Section 2, we set the notation, give some definitions and summarise the results that yield Step 1. In Section 3, we define the admissibility condition and state the existence theorem, whose proof can be found in [5]. In Section 4, we consider some preliminary results in view of the proof of our main theorem. In Section 5 we illustrate the results by discussing two particular examples, and finally in Section 5 we give the proof of Theorem $1 \cdot 1$. We end with Section 6 and some concluding remarks.

## 2. Step 1: the integral representation of the solution

We summarise in this and the next section the results of previous work, see [5], [7]. In order to describe these results, we start by defining certain contours and domains in the complex $k$-plane.

Definition $2 \cdot 1$. Let $D, D_{+}$and $D_{-}$be the domains in the complex $k$-plane defined by

$$
D=\{k \in \mathbb{C}: \operatorname{Im} \omega(k)>0\}, \quad D_{+}=D \cap \mathbb{C}^{+}, \quad D_{-}=D \cap \mathbb{C}^{-}
$$

where $\mathbb{C}^{+}$and $\mathbb{C}^{-}$indicate the upper and lower half plane, respectively.

$$
\partial D_{+}, \partial D_{-} \text {are the oriented boundaries of } D_{+}, D_{-},
$$

where the orientation is such that $D$ is on the left-hand side of the increasing direction of $\partial D$.

Remark $2 \cdot 1$. The domain $D$ is precisely the region of $\mathbb{C}$ where the function $\mathrm{e}^{i \omega(k) t}$ is a bounded function of $k$. Indeed,

$$
\operatorname{Re}(i \omega(k) t)=-\operatorname{Im}(\omega(k)) t \longrightarrow\left|\mathrm{e}^{i \omega(k) t}\right|=\left|\mathrm{e}^{-\operatorname{Im}(\omega(k)) t}\right|
$$

and as $t \geqslant 0$, the last term is bounded for any $k$ such that $\operatorname{Im}(\omega(k))>0$.
It is easily shown, by induction on the degree of the polynomial $\operatorname{Im}(\omega(k))$, that $\operatorname{Im} \omega(k)=\operatorname{Im}(k) \tilde{p}(k)$, where $\tilde{p}(k)$ is a nonzero polynomial in $\operatorname{Re}(k), \operatorname{Im}(k)$. Hence, for $k \in D($ when $\operatorname{Im} \omega(k)>0)$,

$$
\operatorname{Im}(k) \longrightarrow_{k \rightarrow \infty} \infty \Longrightarrow \operatorname{Im} \omega(k) \longrightarrow_{k \rightarrow \infty} \infty
$$

We shall use this fact implicitly when considering the behaviour of various functions at infinity.

It is shown in [7] that the components of $D$ are simply connected and unbounded, and that there exists an $R>0$ such that, outside the curve $|\omega(k)|=R, \partial D$ is the union of smooth disjoint simple contours that approach asymptotically, as $k \rightarrow \infty$, the rays of the variety $\operatorname{Im}(k+\alpha)^{n}=0$, where $\alpha=\alpha_{n-1} /\left(n \alpha_{n}\right)$. Moreover, the following lemma holds [7].

Lemma 2•1. Let $D_{R}$ be defined by

$$
D_{R}=\{k \in D:|\omega(k)|>R\} .
$$

Let $D_{R,+}$ and $D_{R,-}$ denote the part of $D_{R}$ in $\mathbb{C}^{+}$and $\mathbb{C}^{-}$respectively, i.e.

$$
D_{R,+}=D_{R} \cap \mathbb{C}^{+}, \quad D_{R,-}=D_{R} \cap \mathbb{C}^{-}
$$

If $R$ is sufficiently large, $D_{R}$ has n components, $D_{R,+}$ has $N$ components, and $D_{R,-}$ has $n-N$ components, where $N$ is given by (1-4).

In what follows, we denote by $D_{R, 1}, D_{R, 2}, \ldots, D_{R, N}$ the $N$ components of $D_{R,+}$, and we denote by $D_{R, N+1}, D_{R, N+2}, \ldots, D_{R, n}$ the $n-N$ components of $D_{R,-}$.

The next proposition gives the integral representation of the solution $q(x, t)$; its proof can be found in [5].

Proposition $2 \cdot 1$ (Representation of solutions of equation(1-1)). Assume that $q(x, t)$ is a sufficiently smooth solution of (1-1). Then $q(x, t)$ is given by

$$
\begin{align*}
q(x, t)= & \frac{1}{2 \pi}\left\{\int_{-\infty}^{\infty} \mathrm{e}^{i k x-i \omega(k) t} \hat{q}_{0}(k) d k+\int_{\partial D_{+}} \mathrm{e}^{i k x-i \omega(k) t} \hat{Q}(0, k) d k\right. \\
& \left.+\int_{\partial D_{-}} \mathrm{e}^{i k(x-L)-i \omega(k) t} \hat{Q}(L, k) d k\right\}
\end{align*}
$$

where

$$
\hat{q}_{0}(k)=\int_{0}^{L} \mathrm{e}^{-i k x} q_{0}(x) d x, \quad k \in \mathbb{C}
$$

the spectral functions $\hat{Q}(0, k), \hat{Q}(L, k)$ are defined by

$$
\begin{align*}
\hat{Q}(\alpha, k) & =\sum_{j=1}^{n} \alpha_{j}\left(\hat{Q}_{j-1}(\alpha, k)+k \hat{Q}_{j-2}(\alpha, k)+\cdots+k^{j-1} \hat{Q}_{0}(\alpha, k)\right) \\
\hat{Q}_{j}(\alpha, k) & =\int_{0}^{T} \mathrm{e}^{i \omega(k) t}\left(-i \partial_{x}\right)^{j} q(\alpha, t) d t, \quad j=0, \ldots, n-1, \quad k \in \mathbb{C}
\end{align*}
$$

with $\alpha=0$ or $\alpha=L$, and $D_{+}, D_{-}$the domains given in Definition $2 \cdot 1$.
Moreover, the boundary values of $q(x, t)$ satisfy the global relation

$$
\hat{Q}(0, k)-\mathrm{e}^{-i k L} \hat{Q}(L, k)=-\hat{q}_{0}(k)+\mathrm{e}^{i \omega(k) T} \hat{q}_{T}(k),
$$

where

$$
\hat{q}_{T}(k)=\int_{0}^{L} \mathrm{e}^{-i k x} q(x, T) d x
$$

We stress the fact that to obtain the above representation, which involves the initial condition as well as the values of the solution and of its derivatives at the boundary points $x=0$ and $x=L$, one must assume that a solution with sufficient differentiability exists. The question of when this existence can be estabilished is addressed in the next section.

## 3. Step 2: admissible functions and the existence theorem

We start by defining the notion of a set of admissible functions. This notion is important because, given such a set, it is possible to prove the existence theorem $3 \cdot 1$ stated below; the proof is given in [5].

Definition $3 \cdot 1$ (Admissible functions). Let $q_{0}(x) \in \mathbf{C}^{\infty}[0, L]$, and let $\omega(k)$ be defined by equation (1•2). Let $\left\{f_{0}(t), \ldots, f_{n-1}(t), g_{0}(t), \ldots, g_{n-1}(t)\right\}$ be a set of $2 n$ functions in $\mathbf{C}^{\infty}[0, T]$ such that $\left(-i \partial_{x}\right)^{j} q_{0}(0)=f_{j}(0)$ and $\left(-i \partial_{x}\right)^{j} q_{0}(L)=g_{j}(0), j=0, \ldots, n-1$.

Let $\hat{q}_{0}(k)$ be given by equation (2-5), and define two functions $\hat{F}(k)$ and $\hat{G}(k)$ by

$$
\begin{align*}
& \hat{F}(k)=\sum_{j=1}^{n} \alpha_{j}\left(\hat{f}_{j-1}(k)+k \hat{f}_{j-2}(k)+\cdots+k^{j-1} \hat{f}_{0}(k)\right), \\
& \hat{G}(k)=\sum_{j=1}^{n} \alpha_{j}\left(\hat{g}_{j-1}(k)+k \hat{g}_{j-2}(k)+\cdots+k^{j-1} \hat{g}_{0}(k)\right),
\end{align*}
$$

where

$$
\begin{align*}
& \hat{f}_{j}(k)=\int_{0}^{T} \mathrm{e}^{i \omega(k) t} f_{j}(t) d t, \quad j=0, \ldots, n-1, k \in \mathbb{C} \\
& \hat{g}_{j}(k)=\int_{0}^{T} \mathrm{e}^{i \omega(k) t} g_{j}(t) d t, \quad j=0, \ldots, n-1, k \in \mathbb{C} .
\end{align*}
$$

The set of smooth functions $\left\{f_{0}(t), \ldots, f_{n-1}(t), g_{0}(t), \ldots g_{n-1}(t)\right\}$ is called admissible with respect to $q_{0}(x)$ if and only if the functions $\hat{F}(k)$ and $\hat{G}(k)$ satisfy the relation

$$
\hat{F}(k)-\mathrm{e}^{-i k L} \hat{G}(k)=-\hat{q}_{0}(k)+\mathrm{e}^{i \omega(k) T} \hat{\gamma}(k), \quad k \in \mathbb{C}
$$

where

$$
\hat{\gamma}(k)=\int_{0}^{L} \mathrm{e}^{-i k x} \gamma(x) d x
$$

and $\gamma(x)$ is some function belonging to the space $\mathbf{C}^{\infty}[0, L]$.
The functions $\hat{F}(k)$ and $\hat{G}(k)$ are called the spectral functions associated with the set $\left\{f_{0}, \ldots, f_{n-1}, g_{0}, \ldots, g_{n-1}\right\}$.

Remark 3•1. It follows from equation (2•7), setting $f_{j}(t)=\left(-i \partial_{x}\right)^{j} q(0, t)$, and $g_{j}(t)=\left(-i \partial_{x}\right)^{j} q(L, t)$, that the set of the boundary values of any smooth solution $q(x, t)$ of $(1 \cdot 1)-(1 \cdot 3)$ is an admissible set with respect to the initial condition $q_{0}(x)$. In this case, $\gamma(x)=q(x, T)$.

Remark 3•2. Equation (3.5) can be written in the equivalent form

$$
\mathrm{e}^{i k L} \hat{F}(k)-\hat{G}(k)=-\mathrm{e}^{i k L} \hat{q}_{0}(k)+\mathrm{e}^{i k L+i \omega(k) T} \hat{\gamma}(k) .
$$

Although both relations are well defined for all $k \in \mathbb{C}$, as $\operatorname{Im}(k) \rightarrow \infty$ the functions appearing in expression $(3 \cdot 5)$ are bounded only if $k \in D_{-}$, while those in $(3 \cdot 6)$ are bounded only if $k \in D_{+}$. Indeed, the functions $\hat{f}_{j}(k)$ and $\hat{g}_{j}(k)$, hence the spectral functions $\hat{F}(k)$ and $\hat{G}(k)$, are holomorphic, and bounded as $\operatorname{Im}(k) \rightarrow \infty$ only if $k \in D$ (see Remark 2•1); indeed, these functions vanish as $\operatorname{Im}(k) \rightarrow \infty$ for all $k \in D$. The exponential terms $\mathrm{e}^{ \pm i k L}$ further restrict the boundedness region to $D \cap \mathbb{C}^{ \pm}=D_{ \pm}$, respectively.

These properties are a necessary condition for the functions $\hat{f}_{j}(k)$ and $\hat{g}_{j}(k)$ to correspond to smooth functions $f_{j}(t), g_{j}(t)$ via equations $(3 \cdot 3)-(3 \cdot 4)$.

Remark $3 \cdot 3$. Multiplying the global relations (3.5) and (3.6) by the exponential term $\mathrm{e}^{-i \omega(k) t}$ and integrating the resulting expression along $\partial D_{-}$and $\partial D_{+}$respectively, we obtain

$$
\begin{aligned}
& \int_{\partial D_{-}} \mathrm{e}^{-i \omega(k) t}\left[\hat{F}(k)-\mathrm{e}^{-i k L} \hat{G}(k)\right] d k=-\int_{\partial D_{-}} \mathrm{e}^{-i \omega(k) t} \hat{q}_{0}(k) d k \\
& \int_{\partial D_{+}} \mathrm{e}^{-i \omega(k) t}\left[\mathrm{e}^{i k L} \hat{F}(k)-\hat{G}(k)\right] d k=-\int_{\partial D_{+}} \mathrm{e}^{-i \omega(k) t} \mathrm{e}^{i k L} \hat{q}_{0}(k) d k
\end{aligned}
$$

Indeed, in both cases the integrand involving the term $\hat{\gamma}(k)$ is analytic and bounded in $D_{-}$, respectively $D_{+}$, hence its integral along the closed contour $\partial D_{-}$, respectively $D_{+}$, vanishes.

Theorem $3 \cdot 1$ (Existence of solutions associated with an admissible set). Assume that $q_{0}(x) \in \mathbf{C}^{\infty}[0, L]$, and that the set of smooth functions $\left\{f_{j}(t), g_{j}(t)\right\}, 0 \leqslant j \leqslant n-1$, is admissible with respect to $q_{0}(x)$, see Definition $3 \cdot 1$.

Let $\hat{q}_{0}(k)$ be defined by equation $(2 \cdot 5)$, and let $\hat{F}(k)$ and $\hat{G}(k)$ be defined by equations $(3 \cdot 1)$ and $(3 \cdot 2)$ respectively.

Define $q(x, t)$ as follows:

$$
\begin{align*}
q(x, t)= & \frac{1}{2 \pi}\left\{\int_{-\infty}^{\infty} \mathrm{e}^{i k x-i \omega(k) t} \hat{q}_{0}(k) d k+\int_{\partial D_{+}} \mathrm{e}^{i k x-i \omega(k) t} \hat{F}(k) d k\right. \\
& \left.+\int_{\partial D_{-}} \mathrm{e}^{i k(x-L)-i \omega(k) t} \hat{G}(k) d k\right\}
\end{align*}
$$

where $\omega(k)$ is given by $(1 \cdot 2)$, and $D_{+}$and $D_{-}$are defined by $(2 \cdot 1)$.
Then:
(1) $q(x, t)$ is the unique solution of equation (1-1) such that $t \rightarrow q(\cdot, t)$ is a $\mathbf{C}^{\infty}$ map from $[0, T]$ into $\mathbf{C}^{\infty}[0, L]$;
(2) $q(x, 0)=q_{0}(x)$;
(3) $\left(-i \partial_{x}\right)^{j} q(0, t)=f_{j}(t), \quad 0 \leqslant j \leqslant n-1$;
(4) $\left(-i \partial_{x}\right)^{j} q(L, t)=g_{j}(t), \quad 0 \leqslant j \leqslant n-1$.

The proof of the above theorem, given in [5], depends crucially on the relation (3.5), and on Remark $3 \cdot 3$.

Remark 3.4. Although the smooth solution $q(x, t)$ is unique, it is important to note that the spectral functions $\hat{F}(k)$ and $\hat{G}(k)$ appearing in its representation are not unique. The function $\hat{F}(k)$ is only defined modulo the class of holomorphic functions $\tilde{f}(k)$ with the property that $\mathrm{e}^{i k x-i \omega(k) t} \tilde{f}(k)$ is bounded for $k \in D_{+}$; indeed, for any such function, Cauchy's theorem implies that

$$
\int_{\partial D_{+}} \mathrm{e}^{i k x-i \omega(k) t} \tilde{f}(k) d k=0
$$

Similarly, $\hat{G}(k)$ is only defined modulo the class of holomorphic functions $\tilde{g}(k)$ with the property that $\mathrm{e}^{i k(x-L)-i \omega(k) t} \tilde{g}(k)$ is holomorphic and bounded in $D_{-}$.

## 4. Step 3: well-posed boundary value problems

Theorem $3 \cdot 1$ implies that a boundary value problem is well posed if it is possible to construct a set of admissible functions which includes the given boundary conditions. On the other hand, if a problem is well posed, hence if it has a unique smooth solution $q(x, t)$ satisfying the given conditions, it follows from Proposition $2 \cdot 1$ that the boundary values of the solution are a set of admissible functions (see Remark $3 \cdot 1$ ).

Hence Theorem $1 \cdot 1$ is a consequence of the following result.
Proposition 4•1. Let the assumptions of Theorem $1 \cdot 1$ be given. Then it is possible to define $a$ set of functions $\left\{f_{1}, \ldots, f_{n}, g_{1}, \ldots, g_{n}\right\}$, admissible with respect to $q_{0}(x)$, and such that

$$
f_{j_{1}}(t)=u_{j_{1}}(t), \quad j_{1} \in J_{1}, \quad g_{j_{2}}(t)=v_{j_{2}}(t), \quad j_{2} \in J_{2},
$$

if and only if $\left|J_{1}\right|=N$ and $\left|J_{2}\right|=n-N$.

In the present section we sketch the line of the proof of Proposition $4 \cdot 1$; the complete proof is given in Section 6.

We start by giving some auxiliary definitions, and proving a preliminary lemma.
Definition $4 \cdot 1$. Let $\omega(k)$ be the dispersion relation of equation (1•1), given by (1•2).
(i) The polynomials $\omega_{n-j}(k), j=1, \ldots, n$, are defined by

$$
\omega_{n-j}(k)=\alpha_{j}+k \alpha_{j+1}+\cdots+\alpha_{n} k^{n-j} .
$$

(ii) The map $\lambda_{l, m}: \overline{D_{R, m}} \rightarrow \mathbb{C}$ is the biholomorphic map defined by

$$
\omega\left(\lambda_{l, m}(k)\right)=\omega(k), \forall k \in \overline{D_{R, m}} .
$$

It is proved in [7] that $\lambda_{l, m}\left(\overline{D_{R, m}}\right)=\overline{D_{R, l}}$. Since $D_{R, l} \subset D_{+}$if $1 \leqslant l \leqslant N$, and $D_{R, l} \subset D_{-}$if $N+1 \leqslant l \leqslant n$, the map $\lambda_{l, m}(k)$ satisfies the following:

$$
1 \leqslant m \leqslant N: \quad\left\{\begin{array}{llc}
\lambda_{l, m}(k) \in D_{+} & \text {if } & 1 \leqslant l \leqslant N \\
\lambda_{l, m}(k) \in D_{-} & \text {if } & N+1 \leqslant l \leqslant n
\end{array}\right.
$$

In addition, the definition of $\lambda_{l, m}$ implies

$$
\lambda_{l, m}\left(\lambda_{m, j}(k)\right)=\lambda_{l, j}(k) ; \quad \lambda_{l, m}(k) \sim \mathrm{e}^{i(l-m) 2 \pi / n} k, \quad k \rightarrow \infty
$$

In particular, $\lambda_{1, m}(k)+\cdots+\lambda_{n, m}(k) \sim k$, as $\zeta_{1, m}+\cdots+\zeta_{n, m}=1, \zeta_{l, m}=\mathrm{e}^{i(l-m) 2 \pi / n} k$.
Remark 4•1. The maps $\lambda_{l, m}$ are defined as the transformations of the complex $k$ plane into itself that leave the dispersion relation $\omega(k)$ invariant. In particular, since the spectral functions $\hat{F}$ and $\hat{G}$ depend on $k$ only through the function $\omega(k)$, $\hat{F}\left(\lambda_{l, m}(k)\right)=\hat{F}(k)$ and $\hat{G}\left(\lambda_{l, m}(k)\right)=\hat{G}(k)$. See also the proof of Lemma $4 \cdot 1$ below.

Using the definition (3•1)-(3•2) of the spectral functions, and the global relations (3.6) for $k \in D_{R,+}$ and (3.5) for $k \in D_{R,-}$, we can prove the following lemma.

Lemma 4.1. Let $q_{0}(x) \in \mathbf{C}^{\infty}[0, L]$ be given, and let the set of smooth functions $\left\{f_{j}(t), g_{j}(t)\right\}, 0 \leqslant j \leqslant n-1$ be admissible with respect to $q_{0}(x)$.

For $k \in D_{+}$, the functions $\left\{\hat{f}_{j}(k), \hat{g}_{j}(k)\right\}, 0 \leqslant j \leqslant n-1$, defined by $(3 \cdot 3)-(3 \cdot 4)$, satisfy for some $m, 1 \leqslant m \leqslant N$, the system of equations

$$
\left\{\begin{array}{l}
\mathrm{e}^{i \lambda_{l, m} L} \sum_{j=1}^{n} w_{n-j}\left(\lambda_{l, m}\right) \hat{f}_{j-1}(k)-\sum_{j=1}^{n} w_{n-j}\left(\lambda_{l, m}\right) \hat{g}_{j-1}(k) \\
\quad=-\mathrm{e}^{i \lambda_{l, m} L} \hat{q}_{0}\left(\lambda_{l, m}\right)+\mathrm{e}^{i \lambda_{l, m} L+i w(k) T} \hat{\gamma}\left(\lambda_{l, m}\right), \quad 1 \leqslant l \leqslant N, \\
\sum_{j=1}^{n} w_{n-j}\left(\lambda_{l, m}\right) \hat{f}_{j-1}(k)-\mathrm{e}^{-i \lambda_{l, m} L} \sum_{j=1}^{n} w_{n-j}\left(\lambda_{l, m}\right) \hat{g}_{j-1}(k) \\
\quad=-\hat{q}_{0}\left(\lambda_{l, m}\right)+\mathrm{e}^{i w(k) T} \hat{\gamma}\left(\lambda_{l, m}\right), \quad(N+1) \leqslant l \leqslant n,
\end{array}\right.
$$

where the polynomials $\omega_{n-j}(k)$ are defined by $(4 \cdot 1)$.
Proof. Assume that $k \in D_{R,+}$, with $D_{R,+}$ defined in Lemma $2 \cdot 1$, and $R$ so large, that $D_{R,+}$ has $N$ connected components. Since $D_{R,+}=\bigcup_{m=1}^{N} D_{R, m}$, there is an $m$, $1 \leqslant m \leqslant N$, such that $k \in D_{R, m}$. We fix this value of $m$ for the rest of the proof.

By definition of the maps $\lambda_{l, m}$, this implies that for $1 \leqslant l \leqslant N, \lambda_{l, m}(k) \in D_{R,+}$, while for $N+1 \leqslant l \leqslant n, \lambda_{l, m}(k) \in D_{R,-}$. Hence, when evaluated at $\lambda_{l, m}(k)$, the global
relation (3.6) holds and is bounded for $1 \leqslant l \leqslant N$, while the global relation (3.5) holds and is bounded for $N+1 \leqslant l \leqslant n$. Note also that the definition $\lambda_{l, m}$ implies

$$
\hat{f}_{j}(k)=\hat{f}_{j}\left(\lambda_{l, m}(k)\right), \quad \hat{g}_{j}(k)=\hat{g}_{j}\left(\lambda_{l, m}(k)\right) .
$$

Using the definition of $\omega_{n-j}(k)$ we can write the spectral functions $\hat{F}(k)$ and $\hat{G}(k)$ given by (3•1)-(3•2) in the form

$$
\hat{F}(k)=\sum_{j=1}^{n} w_{n-j}(k) \hat{f}_{j-1}(k) ; \quad \hat{G}(k)=\sum_{j=1}^{n} w_{n-j}(k) \hat{g}_{j-1}(k) .
$$

The evaluation of the global conditions (3.6) and (3.5) at the various $\lambda_{l, m}(k)$ then yields the system (4•4).

To end the proof, we only need to show that the restriction to the case that $k \in D_{R,+}$ entails no loss of generality. Indeed, note that both relations (3.5) and (3.6) are bounded in any bounded subset of $\mathbb{C}$. Thus it is sufficient to verify the validity of the statement as $k \rightarrow \infty$, or equivalently, for $k \in D_{R,+}$, for any $R>0$.

In what follows, we always assume $k \in D_{R, m}$ for some fixed value of $m \in[1, N]$; by definition, this implies that $D_{R, m} \subset \mathbb{C}^{+}$. Without loss of generality, we take $m=1$, and drop the relevant subscript; henceforth, $\lambda_{l}$ will stand for $\lambda_{l, 1}$, and $D_{R}$ for $D_{R, 1}$.

Equations (4-4) relate the $2 n$ functions $\hat{f}_{0}(k), \ldots, \hat{f}_{n-1}(k), \hat{g}_{0}(k), \ldots, \hat{g}_{n-1}(k)$; note that they also contain the unspecified function $\hat{\gamma}(k)$; however, for the moment we consider this function as known.

For $1 \leqslant l \leqslant n$, set

$$
E_{l}=\mathrm{e}^{i \lambda_{l}(k) L} .
$$

In the limit as $\operatorname{Im}(k) \rightarrow \infty$ in $D_{+}, E_{l}$ is bounded if $1 \leqslant l \leqslant N$ while $E_{l}^{-1}$ is bounded if $N+1 \leqslant l \leqslant n$.

We can write the system (4-4) in the matrix form

$$
A(k)\left(\hat{f}_{j_{1}}, \hat{g}_{j_{2}}\right)_{j_{1}, j_{2}}=b(k)+\mathrm{e}^{i w(k) T} c(k),
$$

where
(i) $\left(\hat{f}_{j_{1}}, \hat{g}_{j_{2}}\right)_{j_{1}, j_{2}}$ is the $2 n$-vector containing the functions $\left\{\hat{f}_{j_{1}}\right\}$ and $\left\{\hat{g}_{j_{2}}\right\}, 0 \leqslant j_{i} \leqslant$ $n-1$;
(ii) $b(k)$ is the $n$-vector containing the values of the function $\hat{q}_{0}(k)$ given in Definition $3 \cdot 1$, and defined by

$$
b(k)=\left(-E_{1} \hat{q}_{0}\left(\lambda_{1}, \ldots,-E_{N} \hat{q}_{0}\left(\lambda_{N}\right),-\hat{q}_{0}\left(\lambda_{N+1}\right), \ldots,-\hat{q}_{0}\left(\lambda_{n}\right)\right)^{\tau},\right.
$$

where $\lambda_{l}(k)$ is the map given by $(4 \cdot 2)$, with $m=1$;
(iii) $c(k)$ is the $n$-vector containing the values of the function $\hat{\gamma}(k)$ given in Definition $3 \cdot 1$, and defined by

$$
c(k)=\left(E_{1} \hat{\gamma}\left(\lambda_{1}\right), \ldots, E_{N} \hat{\gamma}\left(\lambda_{N}\right), \hat{\gamma}\left(\lambda_{N+1}\right), \ldots, \hat{\gamma}\left(\lambda_{n}\right)\right)^{\tau}
$$

(iv) $A$ is the $2 n \times n$ matrix $A=\left(A_{1} \mid A_{2}\right)$, where the $n \times n$ blocks $A_{1}$ and $A_{2}$ are
defined by

$$
\begin{align*}
& A_{1}=\left(\begin{array}{ccc}
E_{1} \omega_{n-1}\left(\lambda_{1}\right) & \ldots & E_{1} \omega_{0}\left(\lambda_{1}\right) \\
E_{2} \omega_{n-1}\left(\lambda_{2}\right) & \ldots & E_{2} \omega_{0}\left(\lambda_{2}\right) \\
\cdot & \ldots & \cdot \\
\cdot & \ldots & \cdot \\
E_{N} \omega_{n-1}\left(\lambda_{N}\right) & \ldots & E_{N} \omega_{0}\left(\lambda_{N}\right) \\
\omega_{n-1}\left(\lambda_{N+1}\right) & \ldots & \omega_{0}\left(\lambda_{N+1}\right) \\
\cdot & \ldots & \cdot \\
\cdot & \ldots & \cdot \\
\omega_{n-1}\left(\lambda_{n}\right) & \ldots & \omega_{0}\left(\lambda_{n}\right)
\end{array}\right) \\
& A_{2}=\left(\begin{array}{ccc}
-\omega_{n-1}\left(\lambda_{1}\right) & \ldots & -\omega_{0}\left(\lambda_{1}\right) \\
-\omega_{n-1}\left(\lambda_{2}\right) & \ldots & -\omega_{0}\left(\lambda_{2}\right) \\
\cdot & \ldots & \cdot \\
\cdot & \ldots & \cdot \\
-\omega_{n-1}\left(\lambda_{N}\right) & \ldots & -\omega_{0}\left(\lambda_{N}\right) \\
-E_{N+1}^{-1} \omega_{n-1}\left(\lambda_{N+1}\right) & \ldots & -E_{N+1}^{-1} \omega_{0}\left(\lambda_{N+1}\right) \\
\cdot & \ldots & \cdot \\
\cdot & \ldots & \cdot \\
-E_{n}^{-1} \omega_{n-1}\left(\lambda_{n}\right) & \ldots & -E_{n}^{-1} \omega_{0}\left(\lambda_{n}\right)
\end{array}\right)
\end{align*}
$$

Remark 4.2. In general, if $p$ of the functions $\hat{f}_{0}, \ldots, \hat{f}_{n-1}, \hat{g}_{0}, \ldots, \hat{g}_{n-1}$ are known, from equation $(4 \cdot 6)$ we obtain a $(2 n-p) \times n$ system for the remaining functions in the set. Thus to be able to solve for the unknown functions in the generic case, $p$ should be equal to $n$, i.e. a total of $n$ functions must be prescribed; in this case, we obtain a $n \times n$ square system for the remaining $n$ unknown functions.

In the context of boundary value problems, the set $f_{0}, \ldots, f_{n-1}, g_{0}, \ldots, g_{n-1}$ is the set of boundary values of the solution $q(x, t)$ and of its derivatives. As noted previously (see Remark 3•2), the functions $\hat{f}_{j(k)}, \hat{g}_{j}(k), 0 \leqslant j \leqslant n-1$, obtained via the transformation (3•3) and (3•4), are holomorphic functions of $k$ which vanish as $\operatorname{Im}(k) \rightarrow \infty$ for $k \in D_{R}$ (indeed, for $k \in D$, hence this is true for every $m, 1 \leqslant m \leqslant n$, see Remark 2-1). In view of this fact, when $n$ boundary condition are prescribed, we will only be interested in those solutions of the resulting $n \times n$ system which are a set of holomorphic functions of $k$, vanishing as $\operatorname{Im}(k) \rightarrow \infty$.

The proof of the main result relies on the following lemma.
Lemma $4 \cdot 2$. For fixed $k \in D_{R}$, consider the linear system (4•12) obtained by a choice of $n-N_{0}$ columns of $A_{1}$ and of $N_{0}$ columns of $A_{2}$. If $N_{0}=N$, this system has a unique solution $\left\{h_{p}(k), 0 \leqslant p \leqslant n-1\right\}$, where each $h_{p}(k)$ is a meromorphic function in $D_{R}$, such that $\lim _{\operatorname{Im}(k) \rightarrow \infty}\left|h_{p}(k)\right|=0$, for $k$ inside $D_{R}$. In addition, there exists an appropriate choice of the function $\gamma(x)$ for which the singularity at the poles of the functions $h_{p}(k)$ is removable; for this choice, it is hence possible to construct a solution of system (4•12) which is a set of bounded holomorphic functions, vanishing as $\operatorname{Im}(k) \rightarrow \infty$ in $D_{R}$.

If $N_{0} \neq N$, for any choice of $\gamma(x)$ the unique solution of system (4-12) is a set of functions of which at least one has an essential singularity as $\operatorname{Im}(k) \rightarrow \infty, k \in D_{R}$.

We prove this lemma in Section 5; however we show here how this result yields the proof of Proposition 4•1.

Proof of Proposition 4•1. Consider the boundary value problem obtained by prescribing

$$
\left(-i \partial_{x}\right)^{j_{1}} q(0, t)=u_{j_{1}}(t), \quad\left(-i \partial_{x}\right)^{j_{2}} q(L, t)=v_{j_{2}}(t)
$$

We assume that the indices $\left(j_{1}, j_{2}\right)$ belong to some index set $J_{1} \times J_{2}$, with $J_{i} \subset\{0, \ldots, n-1\}$; motivated by Remark $4 \cdot 2$, we assume also that the cardinality of $\left|J_{1}\right|+\left|J_{2}\right|$ is equal to $n$. Let

$$
\hat{f}_{j_{1}}(k)=\int_{0}^{T} \mathrm{e}^{i \omega(k) t} u_{j_{1}}(t) d t, \quad \hat{g}_{j_{2}}(k)=\int_{0}^{T} \mathrm{e}^{i \omega(k) t} v_{j_{2}}(t) d t
$$

$k \in \mathbb{C},\left(j_{1}, j_{2}\right) \in J_{1} \times J_{2}$.
Moving to the right-hand side of the system (4-4) the terms containing the functions $\hat{f}_{j_{1}}$ and $\hat{g}_{j_{2}}$ corresponding to $\left(j_{1}, j_{2}\right) \in J_{1} \times J_{2}$, for $k \in D_{R}$ we obtain the $n \times n$ system

$$
\left\{\begin{array}{l}
\mathrm{e}^{i \lambda_{l} L} \sum_{j_{1}^{\prime} \in J_{1}^{\prime}} w_{n-j_{1}^{\prime}}\left(\lambda_{l}\right) \hat{f}_{j_{1}^{\prime}-1}(k)-\sum_{j_{2}^{\prime} \in J_{2}^{\prime}} w_{n-j_{2}^{\prime}}\left(\lambda_{l}\right) \hat{g}_{j_{2}^{\prime}-1}(k) \\
= \\
=-\mathrm{e}^{i \lambda_{l} L} \sum_{j_{1} \in J_{1}} w_{n-j_{1}}\left(\lambda_{l}\right) \hat{f}_{j_{1}-1}(k)+\sum_{j_{2} \in J_{2}} w_{n-j_{2}}\left(\lambda_{l}\right) \hat{g}_{j_{2}-1}(k) \\
\\
\quad-\mathrm{e}^{i \lambda_{l} L} \hat{q}_{0}\left(\lambda_{l}\right)+\mathrm{e}^{i \lambda_{l} L+i w(k) T} \hat{\gamma}\left(\lambda_{l}\right), \quad 1 \leqslant l \leqslant N, \\
\sum_{j_{1}^{\prime} \in J_{1}^{\prime}} w_{n-j_{1}^{\prime}}\left(\lambda_{l}\right) \hat{f}_{j_{1}^{\prime}-1}(k)-\mathrm{e}^{-i \lambda_{l} L} \sum_{j_{2}^{\prime} \in J_{2}^{\prime}} w_{n-j_{2}^{\prime}}\left(\lambda_{l}\right) \hat{g}_{j_{2}^{\prime}-1}(k) \\
= \\
\\
\\
\quad-\sum_{j_{1} \in J_{1}} w_{n-j_{1}}\left(\lambda_{l}\right) \hat{f}_{j_{1}-1}(k)+\mathrm{e}^{-i \lambda_{l} L} \sum_{j_{2} \in J_{2}} w_{n-j_{2}}\left(\lambda_{l}\right) \hat{g}_{j_{2}-1}(k) \\
\mathrm{e}^{i w(k) T} \hat{\gamma}\left(\lambda_{l}\right), \quad(N+1) \leqslant l \leqslant n,
\end{array}\right.
$$

where $J_{i}^{\prime}=\{0, \ldots, n-1\} \backslash J_{i}, i=1,2$. In matrix form, this can be written as

$$
\tilde{A}\left(\hat{f}_{j_{1}^{\prime}}, \hat{g}_{j_{2}^{\prime}}\right)=K\left(\hat{f}_{j_{1}}, \hat{g}_{j_{2}}\right)+b(k)+\mathrm{e}^{i \omega(k) T} c(k),
$$

where $\left(\hat{f}_{j_{1}^{\prime}}, \hat{g}_{j_{2}^{\prime}}\right)$ is the $n$-vector containing the unknown functions $\hat{f}_{j_{1}^{\prime}}, \hat{g}_{j_{2}^{\prime}}$ corresponding to indices $j_{1}^{\prime} \in J_{1}^{\prime}$ and $j_{2}^{\prime} \in J_{2}^{\prime}$, the $n \times n$ matrix $\tilde{A}$ is obtained by choosing the columns of $A_{1}$ indexed by the set of $j_{1}^{\prime}$ s and the columns of $A_{2}$ indexed by the set of $j_{2}^{\prime} \mathrm{s}$, and $K\left(\hat{f}_{j_{1}}, \hat{g}_{j_{2}}\right)$ is an $n$-vector constructed with the known functions $\hat{f}_{j_{1}}, \hat{g}_{j_{2}}$.

If we can prove that there exists a unique solution of this system, and that this solution is a set of holomorphic functions which vanish as $\operatorname{Im}(k) \rightarrow \infty \forall k \in D_{R}$, we can use these functions to construct the spectral functions $\hat{F}(k)$ and $\hat{G}(k)$ according to the formulas $(3 \cdot 1)-(3 \cdot 2)$. Using $\hat{F}(k)$, and $\hat{G}(k)$, we define the function $q(x, t)$ by equation (3.7). The boundary values of this function and of its derivatives are then by construction admissible, and the functions $\hat{f}_{j}(k), \hat{g}_{j}(k)$ constructed from these boundary values via the formulae $(3 \cdot 3)$ and $(3 \cdot 4)$ coincide with the solution of system $(4 \cdot 4)$, up to holomorphic and decaying additive factors. This means that there exist functions $f_{j_{1}^{\prime}}, g_{j_{2}^{\prime}}$ such that the set of functions $f_{0}, \ldots, f_{n-1}, g_{0}, \ldots, g_{n-1}$ obtained by considering this solution and its boundary values is by construction admissible. Hence, by Theorem $3 \cdot 1$, in the above case the given boundary value problem is well posed. By Remark 3•3, this implies also that the term containing the function $\hat{\gamma}(k)$ does not contribute to the representation (3•7) of the solution.

Conversely, if a problem is well posed, then its boundary values are a set of $2 n$ smooth functions; the transforms of these functions given by the formula (3.3) for the

[^0]first $n$ or (3•4) for the last $n$, are holomorphic functions of $k$, bounded and decaying for $k \in D_{R}$, which satisfy a system of the form (4.4) with $\gamma(x)=q(x, T)$.

Hence the identification of the boundary conditions which yield a set of admissible functions, for a given equation $(1 \cdot 1)$ and initial condition (1-3), is reduced to finding conditions which guarantee that, given a specific set of $n$ holomorphic bounded functions, the system $(4 \cdot 12)$ has as its unique solution a set of $n$ bounded holomorphic functions, vanishing as $\operatorname{Im}(k) \rightarrow \infty$ in $D_{R}$.

Assume that the result of Lemma $4 \cdot 2$ holds. Suppose that $\left\{f_{1}, \ldots, f_{n}, g_{1}, \ldots, g_{n}\right\}$ are a set of admissible functions with respect to the given initial condition $q_{0}(x)$, and that

$$
f_{j_{1}}(t)=u_{j_{1}}(t), \quad j_{1} \in J_{1}, \quad g_{j_{2}}(t)=v_{j_{2}}(t), \quad j_{2} \in J_{2}
$$

By definition of admissibility, the functions $\hat{f}_{j}(k), \hat{g}_{j}(k)$ defined by equations (3•3) and $(3 \cdot 4)$ respectively, satisfy the global conditions $(3 \cdot 5)$ and $(3 \cdot 6)$, hence they satisfy the system (4•6) constructed using these conditions. Moving to the right-hand side of the system the terms corresponding to the given boundary conditions, we obtain a $n \times n$ system of the form (4•12), which is satisfied by the functions $\hat{f}_{j}, \hat{g}_{j}$. Moreover, by construction these functions have all the required properties. By Lemma $4 \cdot 2$, this can be the case only if the matrix $A_{n}$ defining the $n \times n$ system (4.6) is obtained by a choice of $n-N$ columns of $A_{1}$ and of $N$ columns of $A_{2}$, so that the unknown functions in the system are $n-N$ of the $\hat{f}_{j}$ 's and $N$ of the $\hat{g}_{j}$ 's; i.e. only if $\left|J_{1}\right|=N$ and $\left|J_{2}\right|=n-N$.

Conversely, let $\left|J_{1}\right|=N$ and $\left|J_{2}\right|=n-N$. By the result of Lemma 4•2, the system obtained by choosing the $N$ columns of $A_{1}$ and $n-N$ columns of $A_{2}$ corresponding to the indices in $J_{1}$ and $J_{2}$, respectively, has as solution a set of $n$ functions $\left\{\hat{h}_{p}(k)\right\}_{p=1}^{n}$, obtained by specifying the function $\gamma(x)$ in a such a way that these functions are bounded and holomorphic in $D_{R}$.

We then consider the set $\left\{\hat{f}_{0}, \ldots, \hat{f}_{n-1}, \hat{g}_{0}, \ldots, \hat{g}_{n-1}\right\}$, where

$$
\begin{aligned}
& \hat{f}_{j_{1}}(k)=\int_{0}^{T} \mathrm{e}^{i \omega(k) t} u_{j_{1}}(t) d t, \quad \text { if } j_{1} \in J_{1} \\
& \hat{g}_{j_{2}}(k)=\int_{0}^{T} \mathrm{e}^{i \omega(k) t} v_{j_{2}}(t) d t, \quad \text { if } j_{2} \in J_{2}
\end{aligned}
$$

and the remaining $n$ gaps in the sequence of functions are sequentially filled by the functions $\hat{h}_{p}(k), p=1, \ldots, n$. By construction, the corresponding set $\left\{f_{0}, \ldots, f_{n-1}, g_{0}, \ldots, g_{n-1}\right\}$ is admissible with respect to $q_{0}(x)$. Thus, assuming the validity of Lemma $4 \cdot 2$, the proof is established.

## 5. Examples

Before proving Lemma $4 \cdot 2$, we consider in this section two examples, for a second and a third order equation, which illustrate the ideas involved.

Example 5•1. The equation $i q_{t}+q_{x x}=0$.
In this case, $\omega(k)=k^{2}$; thus $n=2$, so that two boundary conditions must be prescribed in general for a well-posed boundary value problem, and $N=1$, and one condition must be prescribed at each end. The polynomials $w_{j}(k)$ are given by

$$
\omega_{0}(k)=1 ; \omega_{1}(k)=k
$$

The domains $D_{+}$and $D_{-}$have only one simply connected component, hence $D_{+}=D_{1}$ and $D_{-}=D_{2}$; explicitly, $D_{1}$ is the first and $D_{2}$ the third quadrant of the complex $k$-plane. The map $\lambda_{2,1}: D_{1} \rightarrow D_{2}$ is given by $\lambda_{2,1}(k)=-k$.

For the rest of this example, we fix $k \in D_{1}$. The vectors $b(k)$ and $c(k)$ are

$$
\begin{align*}
& b(k)=\left(-\mathrm{e}^{i k L} \hat{q}_{0}(k),-\hat{q}_{0}(-k)\right)^{\tau}, \\
& c(k)=\left(\mathrm{e}^{i k L} \hat{\gamma}(k), \hat{\gamma}(-k)\right)^{\tau},
\end{align*}
$$

and the matrices $A_{1}$ and $A_{2}$ are given by

$$
\begin{align*}
& A_{1}=\left(\begin{array}{cc}
k \mathrm{e}^{i k L} & \mathrm{e}^{i k L} \\
-k & 1
\end{array}\right) \\
& A_{2}=\left(\begin{array}{cc}
-k & -1 \\
k \mathrm{e}^{i k L} & -\mathrm{e}^{i k L}
\end{array}\right) .
\end{align*}
$$

Thus

$$
\operatorname{det}\left(A_{1}\right)=\operatorname{det}\left(A_{2}\right)=2 k \mathrm{e}^{i k L} .
$$

The four possibilities of $2 \times 2$ matrix $\tilde{A}$ obtained by choosing one column of $A_{1}$ and one column of $A_{2}$ are the following:

$$
\begin{align*}
& \tilde{A}_{i}=\left(\begin{array}{cc}
\mathrm{e}^{i k L} & -1 \\
1 & -\mathrm{e}^{i k L}
\end{array}\right) ; \quad \operatorname{det}\left(\tilde{A}_{i}\right)=1-\mathrm{e}^{2 i k L}  \tag{i}\\
& \tilde{A}_{i i}=\left(\begin{array}{cc}
k \mathrm{e}^{i k L} & -k \\
-k & k \mathrm{e}^{i k L}
\end{array}\right) ; \quad \operatorname{det}\left(\tilde{A}_{i i}\right)=k^{2}\left(\mathrm{e}^{2 i k L}-1\right)  \tag{ii}\\
& \tilde{A}_{i i i}=\left(\begin{array}{cc}
\mathrm{e}^{i k L} & -k \\
1 & k \mathrm{e}^{i k L}
\end{array}\right) ; \quad \operatorname{det}\left(\tilde{A}_{i i i}\right)=k\left(\mathrm{e}^{2 i k L}+1\right)  \tag{iii}\\
& \tilde{A}_{i v}=\left(\begin{array}{cc}
k \mathrm{e}^{i k L} & -1 \\
-k & -\mathrm{e}^{i k L}
\end{array}\right) ; \quad \operatorname{det}\left(\tilde{A}_{i v}\right)=-k\left(1+\mathrm{e}^{2 i k L}\right) \tag{iv}
\end{align*}
$$

We now consider all possibilities of prescribing two boundary conditions. Prescribing two conditions at $x=0$ corresponds to choosing the two columns of $A_{2}$, thus in this case $\tilde{A}=A_{2}$; similarly, if both conditions are prescribed at $x=L$, then the matrix $\tilde{A}=A_{1}$.

If one condition is prescribed at both ends, then $\tilde{A}$ is one of the four matrices $\tilde{A}_{i}$, $\tilde{A}_{i i}, \tilde{A}_{i i i}$ or $\tilde{A}_{i v}$ given above. Explicitly, these matrices correspond to prescribing the following boundary conditions:

$$
\begin{array}{rlc}
\text { (i) } & \Longrightarrow & -i q_{x}(0, t)=f_{1}(t), \\
\text { (ii) } & \Longrightarrow & -i q_{x}(L, t)=g_{1}(t) ; \\
\text { (iii) } & \Longrightarrow & -i q_{x}(0, t)=f_{0}(t), \\
\text { (iv) } & \Longrightarrow & q(L, t)=g_{0}(t) ; \\
& \Longrightarrow q(0, t)=f_{0}(t), & q(L, t)=g_{0}(t) ; \\
-i q_{x}(L, t)=g_{1}(t) .
\end{array}
$$

We now analyse the solution of the system arising in correspondence with each one of these possibilities.
(a) $\tilde{\mathbf{A}}=\mathbf{A}_{\mathbf{i}}$ : in this case,

$$
\hat{f}_{1}(k)=\int_{0}^{T} \mathrm{e}^{i k^{2} t} f_{1}(t) d t, \quad \hat{g}_{1}(k)=\int_{0}^{T} \mathrm{e}^{i k^{2} t} g_{1}(t) d t
$$

are given, and the unknown functions to be determined through solving the
system are $\hat{f}_{0}(k)$ and $\hat{g}_{0}(k)$. The system they must satisfy is given explicitly by

$$
\tilde{A}(k)\left(\hat{f}_{0}(k), \hat{g}_{0}(k)\right)^{\tau}=\beta(k)+\mathrm{e}^{i k^{2} T} c(k),
$$

where the column vector $\beta(k)$ is given by

$$
\beta(k)==\binom{-\mathrm{e}^{i k L}\left(\hat{q}_{0}(k)+\hat{f}_{1}(k)\right)+\hat{g}_{1}(k)}{-\hat{q}_{0}(-k)-\hat{f}_{1}(k)+\mathrm{e}^{i k L} \hat{g}_{1}(k)},
$$

and $c(k)$ is given by equation (5•2). Since $\operatorname{det}(\tilde{A})=1-\mathrm{e}^{2 i k L}$, by Cramer's rule the solution is given by

$$
\begin{align*}
& \hat{f}_{0}(k)=\frac{1}{1-\mathrm{e}^{2 i k L}}\left(\operatorname{det} B_{1}(k)+\mathrm{e}^{i k^{2} T} \operatorname{det} C_{1}(k)\right), \\
& \hat{g}_{0}(k)=\frac{1}{1-\mathrm{e}^{2 i k L}}\left(\operatorname{det} B_{2}(k)+\mathrm{e}^{i k^{2} T} \operatorname{det} C_{2}(k)\right),
\end{align*}
$$

where $B_{1}(k)$ and $B_{2}(k)$ are the $2 \times 2$ matrices obtained by substituting the first and second column of $\tilde{A}$ respectively by the column vector $\beta(k)=\left(b_{1}, b_{2}\right)^{\tau}$, and $C_{1}(k)$ and $C_{2}(k)$ are the $2 \times 2$ matrices obtained by substituting the first and second column of $\tilde{A}$ respectively by the column vector $c(k)=\left(c_{1}, c_{2}\right)^{\tau}$. Namely,

$$
\begin{aligned}
\operatorname{det} B_{1}(k) & =\mathrm{e}^{i 2 k L}\left(\hat{q}_{0}(k)-\hat{f}_{1}(k)\right)-\hat{q}_{0}(-k)-\hat{f}_{1}(k), \\
\operatorname{det} B_{2}(k) & \left.=\left(\mathrm{e}^{i 2 k L}-1\right) \hat{g}_{1}(k)\right)-\mathrm{e}^{i k L}\left(\hat{q}_{0}(-k)-\hat{q}_{0}(k)\right) \\
\operatorname{det} C_{1}(k) & =\hat{\gamma}(-k)-\mathrm{e}^{i 2 k L} \hat{\gamma}(k), \\
\operatorname{det} C_{2}(k) & =\mathrm{e}^{i k L} \hat{\gamma}(-k)-\mathrm{e}^{i k L} \hat{\gamma}(k) .
\end{aligned}
$$

For $k \in D_{1}$, all terms in the expressions above defining $\hat{f}_{0}$ and $\hat{g}_{0}$ are bounded except at the zeros $\left\{k_{h}=h \pi / L\right\}_{h \in \mathbf{Z}}$ of $\operatorname{det}(\tilde{A})$, and vanish when $k \rightarrow \infty$.

Because of the pole singularities at the points $k_{h}$, these functions are not generically holomorphic; however, the terms $c_{1}$ and $c_{2}$, containing the arbitrary function $\hat{\gamma}(k)$, can be specified in such a way that the contribution of these poles is subtracted, and thus to define holomorphic functions. Indeed, choose $c_{1}, c_{2}$ so that $\mathrm{e}^{i k_{h}^{2} T} c_{i}\left(k_{h}\right)=-b_{i}\left(k_{h}\right), i=1,2, h \in \mathbf{Z}$. Then equations (5•6)-(5•7) can be rewritten as

$$
\begin{aligned}
\hat{f}_{0}(k)= & \frac{-\mathrm{e}^{i k L}\left(b_{1}(k)+\mathrm{e}^{i k^{2} T} c_{1}(k)\right)+\left(b_{2}(k)+\mathrm{e}^{i k^{2} T} c_{2}(k)\right)}{1-\mathrm{e}^{2 i k L}} \\
& -\frac{\sum_{h}\left(-\mathrm{e}^{i k_{h} L}\left(b_{1}\left(k_{h}\right)+\mathrm{e}^{i k_{h}^{2} T} c_{1}\left(k_{h}\right)\right)+\left(b_{2}\left(k_{h}\right)+\mathrm{e}^{i k_{h}^{2} T} c_{2}\left(k_{h}\right)\right)\right)}{1-\mathrm{e}^{2 i k L}}, \\
\hat{g}_{0}(k)= & \frac{-\mathrm{e}^{i k L}\left(b_{2}(k)+\mathrm{e}^{i k^{2} T} c_{2}(k)\right)-\left(b_{1}(k)+\mathrm{e}^{i k^{2} T} c_{1}(k)\right)}{1-\mathrm{e}^{2 i k L}} \\
& -\frac{\sum_{h}\left(-\mathrm{e}^{i k_{h} L}\left(b_{2}\left(k_{h}\right)+\mathrm{e}^{i k_{h}^{2} T} c_{2}\left(k_{h}\right)\right)-\left(b_{1}\left(k_{h}\right)+\mathrm{e}^{i k_{h}^{2} T} c_{1}\left(k_{h}\right)\right)\right)}{1-\mathrm{e}^{2 i k L}} .
\end{aligned}
$$

The expressions above represent two holomorphic functions with the desired asymptotic properties. Moreover, multiplying $\hat{f}_{0}(k)$ by $\mathrm{e}^{i k x-i k^{2} t}$, and integrating along $\partial D_{1}$, and similarly, multiplying $\hat{g}_{0}(k)$ by $\mathrm{e}^{i k(L-x)-i k^{2} t}$, and integrating along $\partial D_{2}$, it is easy to show that the terms containing $c_{1}$ and $c_{2}$ give no contribution, as the overall exponential term appearing in these functions is
bounded in the whole of the region enclosed by the relevant integration contour. Hence the solution $q(x, t)$ given in terms of the spectral functions $\hat{F}(k)$, $\hat{G}(k)$ is uniquely defined.
(a') $\tilde{\mathbf{A}}=\mathbf{A}_{\text {ii }}, \tilde{\mathbf{A}}=\mathbf{A}_{\text {iii }}$, or $\tilde{\mathbf{A}}=\mathbf{A}_{\mathbf{i v}}$ : these cases are all analogous to case (a), and are treated in the same way.
(b) $\tilde{\mathbf{A}}=\mathbf{A}_{1}$ : in this case, the unknown functions to be determined are $\hat{f}_{0}(k)$ and $\hat{f}_{1}(k)$. We assume without loss of generality that the given initial condition $q_{0}(x)$ is equal to zero. Hence $\hat{q}_{0}(k)=0$, the vector $\beta(k)$ is given by

$$
\beta(k)=\binom{k \hat{g}_{0}(k)+\hat{g}_{1}(k)}{-\mathrm{e}^{i k L} k \hat{g}_{0}(k)+\mathrm{e}^{i k L} \hat{g}_{1}(k)},
$$

and $c(k)$ given by equation (5.2); $\operatorname{det}(\tilde{A})=2 k \mathrm{e}^{i k L}$. The solution is given by

$$
\begin{aligned}
& \hat{f}_{0}(k)=\frac{\mathrm{e}^{-i k L}}{2 k}\left(\operatorname{det} B_{1}(k)+\mathrm{e}^{i k^{2} T} \operatorname{det} C_{1}(k)\right), \\
& \hat{f}_{1}(k)=\frac{\mathrm{e}^{-i k L}}{2 k}\left(\operatorname{det} B_{2}(k)+\mathrm{e}^{i k^{2} T} \operatorname{det} C_{2}(k)\right),
\end{aligned}
$$

where $B_{1}(k), B_{2}(k), C_{1}(k)$ and $C_{2}(k)$ are obtained as in case (a), and are given by

$$
\begin{aligned}
\operatorname{det} B_{1}(k) & =-\mathrm{e}^{i k L}\left(k \hat{g}_{0}(k)+\hat{g}_{1}(k)+\mathrm{e}^{i 2 k L}\left(k \hat{g}_{0}(k)-\hat{g}_{1}(k)\right)\right), \\
\operatorname{det} B_{2}(k) & =k\left(-\mathrm{e}^{i 2 k L}\left(k \hat{g}_{0}(k)+\hat{g}_{1}(k)\right)+k \hat{g}_{0}(k)+\hat{g}_{1}(k)\right), \\
\operatorname{det} C_{1}(k) & =\mathrm{e}^{i k L}(\hat{\gamma}(k)-\hat{\gamma}(-k)) \\
\operatorname{det} C_{2}(k) & =k \mathrm{e}^{i k L}(\hat{\gamma}(-k)+\hat{\gamma}(k)) .
\end{aligned}
$$

Consider the term

$$
\frac{\mathrm{e}^{i k^{2} T} \operatorname{det}\left(C_{1}\right)}{\operatorname{det} \tilde{A}}=\frac{\mathrm{e}^{i k^{2} T}}{2 k \mathrm{e}^{i k L}} \mathrm{e}^{i k L}(\hat{\gamma}(k)-\hat{\gamma}(-k))=\mathrm{e}^{i k^{2} T} \frac{\hat{\gamma}(k)-\hat{\gamma}(-k)}{2 k} .
$$

(We can assume that $\hat{\gamma}(k) \neq \hat{\gamma}(-k)$; if not, the argument that follows applies to the term $\mathrm{e}^{i k^{2} T} \operatorname{det}\left(C_{2}\right) / \operatorname{det} \tilde{A}$.)

By its definition, the function $\mathrm{e}^{i k^{2} T} \mathrm{e}^{i k L} \hat{\gamma}(k)$ is bounded as $k \rightarrow \infty, k \in D_{+}$. However, when the exponential $\mathrm{e}^{i k L}$ cancels out with the same term in the denominator, the resulting function $\mathrm{e}^{i k^{2} T} \hat{\gamma}(k) / 2 k$ has an essential singularity as $\operatorname{Im}(k) \rightarrow \infty$. Hence the function $\hat{f}_{0}(k)$ is not a bounded holomorphic function, and no admissible set can be constructed that contains $f_{0}(t)$ which transforms to $\hat{f}_{0}(k)$ by way of the formula $(3 \cdot 3)$. This implies that no problem obtained by assigning two conditions at $x=L$ and no condition at $x=0$ can be well posed.
(b') $\tilde{\mathbf{A}}=\mathbf{A}_{\mathbf{2}}$ : this case is analogous to the previous one and does not yield a wellposed boundary value problem.

Example 5•2. The equation $q_{t}+q_{x x x}=0$.
In this case, $\omega(k)=-k^{3}$; thus $n=3$ and three boundary conditions must be prescribed. Also, $a_{3}=-1<0$, hence $N=1$, and a boundary value problem is well posed if and only if one condition is prescribed at $x=0$ and two are prescribed at
$x=L$. The polynomials $w_{j}(k)$ are given by

$$
\omega_{0}(k)=-1 ; \quad \omega_{1}(k)=-k ; \quad \omega_{2}(k)=-k^{2} .
$$

The domain $D_{+}$has only one simply connected component, $D_{1}$, while $D_{-}$has two connected components, $D_{2}$ and $D_{3}$; namely,

$$
\begin{gathered}
D_{1}=\{k: \pi / 3<\arg (k)<2 \pi / 3\} \\
D_{2}=\{k: \pi<\arg (k)<4 \pi / 3\} ; \quad D_{3}=\{k: 5 \pi / 3<\arg (k)<2 \pi\} .
\end{gathered}
$$

The maps $\lambda_{2}: D_{1} \rightarrow D_{2}$ and $\lambda_{3}: D_{1} \rightarrow D_{3}$ are given by

$$
\lambda_{2}(k)=\zeta k, \quad \lambda_{3}=\zeta^{2} k ; \quad \zeta=\mathrm{e}^{2 \pi i / 3}
$$

For the computations in this example, fix $k \in D_{1}$. The matrices $A_{1}$ and $A_{2}$ are given by

$$
\begin{align*}
& A_{1}=\left(\begin{array}{ccc}
-k^{2} \mathrm{e}^{i k L} & -k \mathrm{e}^{i k L} & -\mathrm{e}^{i k L} \\
-\zeta^{2} k^{2} & -\zeta k & -1 \\
-\zeta k^{2} & -\zeta^{2} k & -1
\end{array}\right) \\
& A_{2}=\left(\begin{array}{ccc}
k^{2} & k & 1 \\
\zeta^{2} k^{2} \mathrm{e}^{-i \zeta k L} & \zeta k \mathrm{e}^{-i \zeta k L} & \mathrm{e}^{-i \zeta k L} \\
\zeta k^{2} \mathrm{e}^{-i \zeta^{2} k L} & \zeta^{2} k \mathrm{e}^{-i \zeta^{2} k L} & \mathrm{e}^{-i \zeta^{2} k L}
\end{array}\right)
\end{align*}
$$

Thus

$$
\operatorname{det}\left(A_{1}\right)=-3 k^{3} \mathrm{e}^{i k L}\left(\zeta-\zeta^{2}\right) ; \quad \operatorname{det}\left(A_{2}\right)=k^{3} \mathrm{e}^{-i\left(\zeta+\zeta^{2}\right) k L}\left(\zeta-\zeta^{2}\right)
$$

In view of the relation $1+\zeta+\zeta^{2}=0$,

$$
\operatorname{det}\left(A_{2}\right)=k^{3} \mathrm{e}^{i k L}\left(\zeta-\zeta^{2}\right)
$$

Hence, as in the previous case, the determinants of $A_{1}$ and of $A_{2}$ contain the same exponential factor. Using the notation (see (4.5))

$$
E_{1}=\mathrm{e}^{i k L} ; \quad E_{2}=\mathrm{e}^{i \zeta k L} ; \quad E_{3}=\mathrm{e}^{i \zeta^{2} k L}
$$

two other possibilities for the determinant of $\tilde{A}$ are:
case $1: \quad \hat{f}_{0}, \hat{f}_{1}, \hat{g}_{0}$ given

$$
\Longrightarrow \operatorname{det}(\tilde{A})=k\left[E_{2}^{-1}(\zeta-1)+E_{3}^{-1}\left(\zeta^{2}-1\right)-E_{1}^{2}\left(\zeta-\zeta^{2}\right)\right] ;
$$

case 2: $\quad \hat{f}_{0}, \hat{g}_{0}, \hat{g}_{1}$ given

$$
\left.\Longrightarrow \operatorname{det}(\tilde{A})=k\left[\left(\zeta-\zeta^{2}\right)+E_{1}\left(E_{2}^{-1}-E_{3}^{-1}\right)+\zeta E_{2}^{-1}-\zeta^{2} E_{3}^{-1}\right)\right] .
$$

By Theorem 1•1, the boundary value problem (1) is not well posed, while (2) is well posed. Note that in the latter case, the determinant contains one term $\zeta-\zeta^{2}$ which is not multiplied by any exponential factor. On the other hand for problem (1) all terms of the determinant contain one of the exponentials $E_{1}$, or $E_{i}^{-1}, i=2,3$; these exponentials all have vanishing limit, as $k \rightarrow \infty, k \in D_{R}$. Hence the term $1 / \operatorname{det}(A)$ has an essential singularity at infinity, for $k \in D_{R}$. We will show that, as in the previous example, this is the structure of all problems that are not well posed.

Case 1. The matrix $\tilde{A}$ is in this case given by

$$
\tilde{A}=\left(\begin{array}{ccc}
-E_{1} & k & 1 \\
-1 & \zeta k E_{2}^{-1} & E_{2}^{-1} \\
-1 & \zeta^{2} k E_{3}^{-1} & E_{3}^{-1}
\end{array}\right) .
$$

Assume, without loss of generality, that the given initial condition is $q_{0}(x)=0$. Then the vector $b(k)$ is given by $(4 \cdot 7)$, and $c(k)$ is given by

$$
c(k)=\left(E_{1} \hat{\gamma}(k), \hat{\gamma}(\zeta k), \hat{\gamma}\left(\zeta^{2} k\right)\right)^{\tau} .
$$

We note that
(i) The exponentials $E_{1}, E_{2}^{-1}$ and $E_{3}^{-1}$ vanish exponentially in the limit when $\operatorname{Im}(k) \rightarrow \infty, k \in D_{1}$. Hence the term $1 / \operatorname{det}(\tilde{A})$ has an essential singularity at infinity.
(ii) By its definition, $\hat{\gamma}(\zeta k)$ and $\hat{\gamma}\left(\zeta^{2} k\right)$ are bounded when $k \in D_{1}$. Indeed if $k \in D_{1}$, then $\zeta^{2} k \in D_{2} \subset \mathbb{C}^{-}, \zeta^{2} k \in D_{3} \subset \mathbb{C}^{-}$, hence in both cases the exponential term in the definition of $\hat{\gamma}$ vanishes as $\operatorname{Im}(k) \rightarrow \infty, k \in D_{1}$.
(iii) The term $\mathrm{e}^{-i k^{3} T}$ is bounded, as a function of $k$ for all $k \in D$ (indeed, this is the property defining $D$ ), hence in particular it is bounded in $D_{1}$.
The matrix $C_{2}$ is in the present case given by

$$
C_{2}=\left(\begin{array}{ccc}
-E_{1} & E_{1} \hat{\gamma}(k) & 1 \\
-1 & \hat{\gamma}(\zeta k) & E_{2}^{-1} \\
-1 & \hat{\gamma}\left(\zeta^{2} k\right) & E_{3}^{-1}
\end{array}\right) .
$$

Hence the quotient $\mathrm{e}^{-i k^{3} T} \operatorname{det}\left(C_{2}\right) / \operatorname{det}(\tilde{A})$ contains the term

$$
\frac{\mathrm{e}^{-i k^{3} T} \hat{\gamma}(\zeta k)}{\operatorname{det}(\tilde{A})}
$$

As $\operatorname{Im}(k) \rightarrow \infty$, the behaviour of this term is $O\left(\left(\mathrm{e}^{\operatorname{Im}(\zeta k) L}\right)\right.$ in the numerator, and $\left.O\left(\mathrm{e}^{-\operatorname{Im}(k) L}\right)^{2}\right)$ in the denominator. Since $O\left(\left(\mathrm{e}^{\operatorname{Im}(\zeta k) L}\right) \sim O\left(\mathrm{e}^{-\operatorname{Im}(k) L}\right)\right.$ in the interior of $D_{1}$, overall this ratio is of $O\left(\mathrm{e}^{\operatorname{Im}(k) L}\right)$, hence it has an essential singularity as $\operatorname{Im}(k) \rightarrow \infty, k \in D_{1}$. It follows that, in this particular case, the function $\hat{g}_{2}(k)$ computed by solving this system cannot arise as the transform (via the formula (3.4)) of a function $g_{2}(t) \in \mathbf{C}^{\infty}[0, T]$.

Case 2. This case is considered in detail in [8, section $5 \cdot 2 \cdot 1$ ]; see also [2]. As before assume for simplicity that $q_{0}(x)=0$. The computation of $\hat{f}_{1}, \hat{f}_{2}, \hat{g}_{2}$ follows the lines of the previous $2 \times 2$ example. All terms defining these functions are bounded for $k \in D_{1}$, except possibly at the zeros of $\operatorname{det}(\tilde{A})$. By specifying the arbitrary function $\gamma(x)$ in such way that the contribution of these poles can be subtracted, the functions can be selected to be holomorphic.

## 6. Proof of Lemma $4 \cdot 2$ and Theorem $1 \cdot 1$

We now state and prove a series of lemmas on which the proof of our main Lemma $4 \cdot 2$ relies. We continue to assume, without loss of generality, that $m=1$ is fixed.

The first result characterises the determinant of the matrix $\tilde{A}$.

Lemma 6.1. Let $\tilde{A}$ be an $n \times n$ matrix constructed by choosing $n-N_{0}$ columns of $A_{1}$ and $N_{0}$ columns of $A_{2}$. Then the determinant of $\tilde{A}$ has the form

$$
P\left(E_{1}, E_{2}, \ldots, E_{N}, E_{N+1}^{-1}, \ldots, E_{n}^{-1}\right)
$$

where $E_{l}=\mathrm{e}^{i \lambda_{l}(k) L}$, and $P$ is a polynomial expression in the indicated exponentials, whose coefficients are polynomials in $k$. Let $r_{0}(k)$ be the zero degree coefficient of $P$, i.e. the term that is not multiplied by any of the exponentials $E_{i}^{ \pm 1}$. Then
(a) if $N_{0}=N, r_{0}(k) \neq 0$,
(b) if $N_{0} \neq N, r_{0}(k)=0$,
where $N$ is given by (1-4). In addition, in case (b), the term of highest degree of $\operatorname{det}(\tilde{A})$ is the product of the elements along the diagonal of $(\tilde{A})$.

Remark 6.1. In example 4, we showed the above lemma by a direct computation, for a case when $n=2$. Indeed, when $\tilde{A}=A_{1}$ or $\tilde{A}=A_{2}$, $\operatorname{det}(\tilde{A})=e^{2 i k L}$, hence $r_{0}(k)=0$, while for case (i)-(iv), $r_{0}(k) \neq 0$. Namely, for case (i), $r_{0}(k)=1$; for case (ii), $r_{0}(k)=-k^{2}$, and for case (iii) and (iv), $r_{0}(k)= \pm k$ respectively.

Proof. Suppose that $N_{0}=N$. Then $\tilde{A}$ is obtained by $n-N$ columns of $A_{1}$, enumerated by $n-j_{1}, \ldots, n-j_{N}$ and $N$ of $A_{2}$, enumerated by $l_{1}, \ldots, l_{N}$; the structure of $A_{1}$ and $A_{2}$ implies that the $N \times N$ minor at the top right corner of the matrix contains no exponential factors. Expanding the determinant along the first row, we find that $\operatorname{det}(\tilde{A})$ contains the additive factor

$$
\pm \omega_{n-j_{1}}\left(\lambda_{1}\right) \operatorname{det}\left(\tilde{A}_{n-1}\right)
$$

where $\tilde{A}_{n-1}$ is an $n-1$ matrix, obtained by erasing the first row and the $(n-N+1)$ th column of $\tilde{A}$. Repeating the same argument to compute $\operatorname{det}\left(\tilde{A}_{n-1}\right)$, we find the additive factor

$$
\omega_{n-j_{1}}\left(\lambda_{1}\right) \omega_{n-j_{2}}\left(\lambda_{2}\right) \operatorname{det}\left(\tilde{A}_{n-2}\right)
$$

where $\tilde{A}_{n-2}$ is the $n-2$ matrix, obtained by erasing the first row and the $(n-N+1)$ th column of $\tilde{A}_{n-1}$. Repeating this process $N$ times, we arrive at the additive factor

$$
\omega_{n-j_{1}}\left(\lambda_{1}\right) \cdots \omega_{n-j_{N}}\left(\lambda_{N}\right) \operatorname{det}\left(\begin{array}{ccc}
\omega_{n-j_{1}}\left(\lambda_{N+1}\right) & \ldots & \omega_{n-j_{N}}\left(\lambda_{N+1}\right) \\
\cdot & \ldots & \cdot \\
\cdot & \ldots & \cdot \\
\omega_{n-j_{1}}\left(\lambda_{n}\right) & \ldots & \omega_{n-j_{N}}\left(\lambda_{n}\right)
\end{array}\right)
$$

which contains no exponentials. Moreover, it is easy to verify that every other term in this expansion of the determinant contains exponential factors. Hence $r_{0}(k) \neq 0$.

Conversely, let $\tilde{A}$ be obtained by $n-N_{0}$ columns of $A_{1}$ and $N_{0}$ of $A_{2}$, with $N_{0} \neq N$; assume to fix ideas that $N_{0}>N$. Expanding the determinant by the first row, we obtain

$$
\begin{align*}
\operatorname{det}(\tilde{A})= & E_{1} p_{1}(k) \operatorname{det}\left(\tilde{A}_{1}\right)+\cdots+E_{1} p_{n-N_{0}}(k) \operatorname{det}\left(\tilde{A}_{n-N_{0}}\right) \\
& +p_{n-N_{0}+1}(k) \operatorname{det}\left(\tilde{A}_{n-N_{0}+1}\right)+\cdots+p_{n}(k) \operatorname{det}\left(\tilde{A}_{n}\right),
\end{align*}
$$

where the $p_{j}(k)$ are polynomials in $k$, and the square matrices $\tilde{A}_{j}$ are of order $(n-1)$. The first $n-N_{0}$ terms of this expression are multiplied by the exponential term $E_{1}$, thus they cannot contribute to the zero degree coefficient $r_{0}(k)$. The last $N_{0}$ terms
are all multiplied by the determinant of an $(n-1) \times(n-1)$ matrix. The determinant of each of these matrices reduces by successive steps, taking as multipliers always non-exponentials terms, to the computation of the determinant of a matrix of order $n-N$, of the form

$$
\left(\begin{array}{cccccc}
* & \ldots & * & p_{1}^{N+1}(k) E_{N+1}^{-1} & \ldots & p_{N_{0}-N}^{N+1}(k) E_{N+1}^{-1} \\
& \ldots & * & \ldots & \ldots & \ldots \\
& \ldots & * & p_{1}^{n}(k) E_{n}^{-1} & \ldots & p_{N_{0}-N}^{n}(k) E_{n}^{-1}
\end{array}\right)
$$

where in the first $n-N_{0}$ columns, $*$ denotes an element with no exponential factors. Expanding the determinant by the last column, we see that all its additive factors contain exponentials. Hence $r_{0}(k)=0$.

To prove that indeed the term of highest degree (in the exponentials) in this determinant is given by the product of the diagonal elements, consider the formula (6•10), but now start with the first term, which multiplies a lower order matrix by the first exponential $E_{1}$. By induction, the conclusion easily follows.

Remark 6.2. The fact that $\operatorname{det}(\tilde{A})$ has no zero degree coefficients means that every additive term contains at least one of the exponentials $E_{1}, \ldots, E_{N}, E_{N+1}^{-1}, \ldots, E_{n}^{-1}$. All of these exponentials are exponentially vanishing when $\operatorname{Im}(k) \rightarrow \infty, k \in D_{R}$, of order $\mathrm{e}^{-\operatorname{Im}(k) L}$. Hence the term $1 / \operatorname{det} \tilde{A}$ has an essential singularity in $D_{R}$.

Lemma 6.2. Let $\tilde{A}$ be the $n \times n$ matrix constructed by choosing $n-N_{0}$ columns of $A_{1}$ and $N_{0}$ of $A_{2}$, with $N_{0}=N \pm 1$. If $N_{0}=N+1$, let $C$ be the $n \times n$ matrix constructed by substituting the $(n-N)$ th column of the matrix $\tilde{A}$ with the column vector $c(k)$ given by (4.8).

If $N_{0}=N-1$, let $C$ be the $n \times n$ matrix constructed by substituting the $(n-N+1)$ th column of the matrix $\tilde{A}$ with the column vector $c(k)$ given by $(4 \cdot 8)$.

Then there exists an integer $s \geqslant 1$ such that

$$
\frac{\operatorname{det}(C)}{\operatorname{det}(\tilde{A})}=O\left(\mathrm{e}^{\operatorname{Im}(k) L}\right)^{s}, \quad \operatorname{Im}(k) \rightarrow \infty, k \in D_{R}
$$

hence this function has an essential singularity in the domain $D_{R} \subset \mathbb{C}^{+}$.
Proof. We start with the case that $N_{0}=N+1$. Consider the matrix $C=C_{n-N}$; by definition,

$$
C=\left(\begin{array}{ccccccc}
p_{1}^{1} E_{1} & \ldots & p_{1}^{n-N-1} E_{1} & E_{1} \hat{\gamma_{1}} & * & \ldots & * \\
* & \ldots & \ldots & \ldots & * & \ldots & * \\
p_{N}^{1} E_{N} & \ldots & p_{N}^{n-N-1} E_{N} & E_{N} \hat{\gamma_{N}} & * & \ldots & * \\
* & \ldots & * & \gamma_{N+1} & p_{N+1}^{n-N+1} E_{N+1}^{-1} & \ldots & p_{N+1}^{n} E_{N+1}^{-1} \\
* & \ldots & * & \ldots & \ldots & \ldots & \ldots \\
* & \ldots & * & \hat{\gamma_{n}} & p_{n}^{n-N+1} E_{n}^{-1} & \ldots & p_{n}^{n} E_{n}^{-1}
\end{array}\right),
$$

where $n-N$ columns involve $E_{1}, \ldots, E_{N}$ and $N$ columns involve $E_{N+1}^{-1}, \ldots, E_{n}^{-1}$, $p_{j}^{i}(k)$ denote polynomials in $k$, and $*$ stands for terms containing no exponential, and $\hat{\gamma}_{i}=\hat{\gamma}\left(\lambda_{i}(k)\right)$.

The matrix $C$ has, by construction, the exponentials $E_{1}, E_{2}, \ldots, E_{N+1}^{-1}, \ldots, E_{n}^{-1}$ in the same positions as the matrix $\tilde{A}$ obtained from $n-N$ columns of $A_{1}$ and $N$ of $A_{2}$ (i.e. the "good" case). As in the proof of Lemma $6 \cdot 1$, one can show that $\operatorname{det}(C)$
contains an additive term of the form

$$
*\left(\begin{array}{cccc}
* & \ldots & * & \hat{\gamma}_{N+1} \\
* & \ldots & * & \ldots \\
* & \ldots & * & \hat{\gamma}_{n}
\end{array}\right)=p_{0}(k) \sum_{j=N+1}^{n} p_{j}(k) \hat{\gamma}_{j},
$$

where $\hat{\gamma}_{j}=\hat{\gamma}\left(\lambda_{j}(k)\right)$, and the $p_{j}(k)$ 's are polynomials in $k$.
On the other hand, the product of the diagonal elements of $\tilde{A}$ is equal to

$$
\tilde{a}_{11} \cdots \tilde{a}_{n n}= \begin{cases}E_{1} \cdots E_{N-1} * E_{N+1}^{-1} \cdots E_{n}^{-1} & N \geqslant n-N \\ E_{1} \cdots E_{N} * E_{N+2}^{-1} \cdots E_{n}^{-1} & N<n-N\end{cases}
$$

The behaviour as $\operatorname{Im}(k) \rightarrow \infty$ of any addictive factors in the ratio

$$
\frac{\operatorname{det}(C)}{\operatorname{det}(\tilde{A})}
$$

depends on the highest power term in the denominator. This term, by Lemma $6 \cdot 1$, is given by the product of the diagonal elements of $\tilde{A}$ (recall that, by the same lemma, all terms in the denominator decay to zero at infinity). The ratio ( $6 \cdot 12$ ) contains either the term

$$
\frac{p_{0}(k) \sum_{j=N+1}^{n} p_{j}(k) \hat{\gamma}_{j}}{E_{1} \cdots E_{N-1} * E_{N+1}^{-1} \cdots E_{n}^{-1}+\text { l.o.t. }}
$$

or the term

$$
\frac{p_{0}(k) \sum_{j=N+1}^{n} p_{j}(k) \hat{\gamma}_{j}}{E_{1} \cdots E_{N} * E_{N+2}^{-1} \cdots E_{n}^{-1}+l . o . t .}
$$

where l.o.t. denotes terms of lower degree in the exponentials.
Now consider the case that $N_{0}=N-1$, and $C=C_{n-N+1}$; by definition, the matrix $C$ has the same form as given in (6•11), but now $n-N+1$ columns involve $E_{1}, \ldots, E_{N}$ and $N-1$ columns involve $E_{N+1}^{-1}, \ldots, E_{n}^{-1}$. Hence by a computation similar to the one above, it is not difficult to show that $\operatorname{det}(C)$ always contains a term of the form

$$
\begin{cases}\tilde{p}(k) \hat{\gamma}_{1} E_{1} \ldots E_{N} E_{N+1}^{-1} \ldots E_{n}^{-1} & N>n-N \\ \tilde{p}(k) \hat{\gamma}_{1} E_{1} \ldots E_{N} * E_{N+2}^{-1} \ldots E_{n}^{-1} & N=n-N \\ \tilde{p}(k) \hat{\gamma}_{1} E_{1} \ldots E_{N} * E_{N+3}^{-1} \ldots E_{n}^{-1} & N<n-N\end{cases}
$$

where the gap indicated by $*$ may contain both or just one of the missing exponentials, depending on the parity of $n$ and the value of $N$, and $\tilde{p}(k)$ is a generic polynomial in $k$. We note that in this case, the product of the diagonal elements of $\tilde{A}$ is equal to

$$
\tilde{a}_{11} \cdots \tilde{a}_{n n}= \begin{cases}E_{1} \cdots E_{N} E_{N+1}^{-1} \cdots E_{n}^{-1} & N>n-N \\ E_{1} \cdots E_{N} * E_{N+2}^{-1} \cdots E_{n}^{-1} & N=n-N \\ E_{1} \cdots E_{N} * E_{N+3}^{-1} \cdots E_{n}^{-1} & N<n-N\end{cases}
$$

Hence, except for the multiplicative term $\tilde{p}(k) \hat{\gamma}_{1}$, these two expression contain, in every case, the same product of exponentials. Hence the ratio (6.12) contains in this
case the term

$$
\begin{cases}\frac{\hat{\gamma}_{1} E_{1} \cdots E_{N} E_{N+1}^{-1} \cdots E_{n}^{-1}}{E_{1} \cdots E_{N} E_{N+1}^{-1} \cdots E_{n}^{-1}+l . \text {.o.t. }} & N>n-N, \\ \frac{\hat{1}_{1} E_{1} \cdots E_{N} * E_{N+2}^{-1} \cdots E_{n}^{-1}}{E_{1} \cdots E_{N} * E_{N+2}^{-1} \cdots E_{n}^{-1}+l \text { l.o.t. }} & N=n-N \\ \frac{\hat{\gamma}_{1} E_{1} \cdots E_{N} * E_{N+3}^{-1} \cdots E_{n}^{-1}}{E_{1} \cdots E_{N} * E_{N+3}^{-1} \cdots E_{n}^{-1}+l . o . t .} & N<n-N\end{cases}
$$

In both cases, as $\operatorname{Im}(k) \rightarrow \infty$, the ration $\operatorname{det}(C) / \operatorname{det}(\tilde{A})$ has an essential singularity of order at least $O\left(\mathrm{e}^{\operatorname{Im}(k) L}\right)$.

Proof of Lemma $4 \cdot 2$. We assume that $N_{0}$ boundary conditions are given at $x=0$ and $n-N_{0}$ at $x=L$. Suppose first that $N_{0}=N$. It is proved in [5] that when the first $N$ boundary conditions are given for $q(0, t), \ldots, \partial_{x}^{N-1} q(0, t)$, and the remaining $n-N$ for $q(L, t), \ldots, \partial_{x}^{n-N-1} q(L, t)$, then it is possible to construct a set of admissible functions with respect to the given initial condition $q_{0}(x)$; hence the corresponding boundary value problem is well posed. The proof relies only on the structure of the determinant of the relevant matrix $\tilde{A}$; namely, on the fact that this matrix has an additive factor containing no exponentials. Moreover, it exploits the possibility of specifying the function $\gamma(x)$ appearing in the matrices $C_{j}$ in order to remove the singularity at the poles of $\operatorname{det}(\tilde{A})$. Hence, by the result of Lemma $6 \cdot 1$, the same proof goes through in exactly the same way for the case that any $N$ boundary conditions are given at $x=0$, and any $n-N$ are given at $x=L$; hence when $\tilde{A}$ is constructed by chosing $n-N$ columns of $A_{1}$ and $N$ of $A_{2}$, with $N$ given by (1-4).

Conversely, let $N_{0} \neq N$. It is enough to prove the statement for $N_{0}=N \pm 1$; in this case, by the result of Lemma $6 \cdot 2$, we have that $\operatorname{det}(C) / \operatorname{det}(\tilde{A})$ has an essential singularity in $D_{R}$, where $C=C_{n-N}$ or $C=C_{n-N+1}$. Since the function $\hat{h}_{p}$ is given by Cramer's rule by

$$
\hat{h}_{p}(k)=\frac{\operatorname{det}\left(C_{p}\right)}{\operatorname{det}(\tilde{A})}
$$

in either case there exist an index ( $p=n-N$ or $p=n-N+1$ ) for which this function has an essential singularity, and hence it cannot arise from any $f(t)$ which is an element of a set of admissible functions according to Definition 3•1.

We remarked in Section 4 how the result of Theorem 1.1 is a consequence of Proposition $4 \cdot 1$; but the proof of the latter had been given modulo the result of Lemma $4 \cdot 2$, which we have just proved. Hence the proof of Theorem $1 \cdot 1$ is complete.

## 7. Conclusions

(1) The result proved here does not depend on the assumption that the functions involved are smooth. For a more detailed regularity study, see [7].
(2) We stress that the unknown function $\gamma(x)$ does not play a role in the final representation of the solution; however it does play a role when the problem has a discrete spectrum, or equivalently when the functions obtained as the solution of the linear system (4.4) are meromorphic. It is then crucial to be able to choose $\gamma(x)$ in such a way that the residues at the poles can be computed giving rise explicitly to the discrete spectrum contribution in the representation (3•7). See [5] for a careful analysis of this phenomenon.
(3) An example of a well-posed problem of the kind covered by this analysis has been studied by Cattabriga [1], who proved existence and uniqueness of classical solutions for a particular boundary value problem for a third order equation of the type (1-1), with both $\alpha_{3}>0$ and $\alpha_{3}<0$, but with the boundary of the domain depending on $t$. His results are consistent with the results of the present study and of the study of time-dependent domain, using the Fokas transform method, to be found in [6].
(4) The analysis of linear problems carried out here generalises to the case of nonlinear integrable evolution dispersive equations in one spatial dimension, such as the nonlinear Schrödinger and Koteweg-deVries equations, on a finite interval. Indeed if the equation is integrable, a similar analysis to the one yielding the result in the linear case can be performed, based on expressing these equations as the closure condition of a certain differential form, see [3].
For the nonlinear Schrödinger equation, this approach reproduces the results obtained for the initial value problems with periodic boundary conditions [4]. In addition, some results on finite intervals for the KdV equation have recently been established by Colin and Ghidaglia, see [2]; the problems considered correspond to problems that have been proved here to be (linearly) well posed.
If the nonlinear equation is not integrable, it should still be possible to use the results established here to yield at least local well-posedness of specific boundary value problems, by treating the nonlinear term as a forcing and considering only small times. The extent of validity of this statement will be investigated in future work.

Acknowledgements. The author would like to thank the Newton Institute for Mathematical Sciences for the support received while this research was carried out. She also wishes to thank Professor I. Habibullin for the reference to [8], where some of these results had already been proved by a different approach. Finally, special thanks are due to Professor A. S. Fokas for his encouragement, and for many discussions and essential suggestions.

Errata Corrige. This work depends on the work presented in [5]. Unfortunately, the latter has two errors:
(1) In the statement of Lemma 3.1, conclusion (b) should read:
(b) For $k \in D_{R, m}, 1 \leqslant l \leqslant n$, and $1 \leqslant m \leqslant N$,

$$
\int_{\partial D_{R, m}} \mathrm{e}^{-i \omega(k) t}\left[\sum_{j=1}^{n} \omega_{n-j}\left(\lambda_{l, m}\right) \hat{f}_{j-1}(k)-\mathrm{e}^{-i \lambda_{l, m} L} \sum_{j=1}^{n} \omega_{n-j}\left(\lambda_{l, m}\right) \hat{g}_{j-1}(k)\right] d k=0
$$

while for $N+1 \leqslant m \leqslant n$,

$$
\int_{\partial D_{R, m}} \mathrm{e}^{-i \omega(k) t}\left[\mathrm{e}^{i \lambda_{l, m} L} \sum_{j=1}^{n} \omega_{n-j}\left(\lambda_{l, m}\right) \hat{f}_{j-1}(k)-\sum_{j=1}^{n} \omega_{n-j}\left(\lambda_{l, m}\right) \hat{g}_{j-1}(k)\right] d k=0
$$

(2) On page 530 , the two lines following equation (3.3) should read:

Using the property (b) of Lemma (3•1) we can show that

$$
\int_{\partial D_{R,-}} \mathrm{e}^{-i \omega(k) t}\left[\mathrm{e}^{-i k L} \sum_{j=1}^{n} \omega_{n-j}(k) \hat{g}_{j-1}(k)-\sum_{j=1}^{n} \omega_{n-j}(k) \hat{f}_{j-1}(k)\right] d k=0, \quad k \in D_{R,-}
$$
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[^0]:    ${ }^{1}$ These functions are given by $f_{j_{1}^{\prime}}=\left(-i \partial_{x}\right)^{j_{1}^{\prime}} q(0, t)$ and $g_{j_{2}^{\prime}}=\left(-i \partial_{x}\right)^{j_{2}^{\prime}} q(L, t)$.

