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#### Abstract

A dihedral number field is a non-normal quartic field $K$ which possesses a quadratic subfield $k$. That is, $K=k(\sqrt{\alpha})$ for some integer $\alpha$ of $k$. Integral bases of these fields were known by Sommer (1907), but the form in which they were known was of little use for computational purposes. In this paper we construct integral bases of those dihedral fields with quadratic subfield of the form $Q(\sqrt{d}), d \neq 1$ (mod 8), for which only rational quantities need be determined. Although the general theory may easily be generalized to the case $d \equiv 1(\bmod 8)$, the actual determination of integral bases in this case is left to a later paper.


1980 Mathematics subject classification (Amer. Math. Soc.): 12 A 30.

## 1. Introduction

A dihedral number field $K$ is a non-normal quartic extension of $Q$ which possesses a quadratic subfield $k$. That is, $K=k(\sqrt{\alpha})$ for some integer $\alpha$ of $k$. Integral bases of these fields have been known for some time, indeed the following result is quoted by Sommer (1907):
"Let

$$
(2)=\lambda_{1}^{l_{1}} \lambda_{2}^{I_{2}},
$$

where one of the factors may be absent and $l_{1}, l_{2}$ are non-negative integers such that $0<l_{1}+l_{2} \leqslant 2$ and

$$
(\alpha)=\lambda_{1}^{a_{1}} \lambda_{2}^{a_{2}} \mathbf{p}_{1}^{e_{1}} \mathbf{p}_{2}^{e_{2}} \cdots \mathbf{p}_{r}^{e_{r}}
$$

[^0]be prime decompositions of (2) and ( $\alpha$ ) in $k$. For $n \in Z$ denote by $n^{\prime}$ the greatest integer $\leqslant n / 2$ and let $g_{1}$ and $g_{2}$ be the greatest rational integers for which the congruence
$$
\alpha \equiv \nu^{2}\left(\bmod \lambda_{1}^{2\left(g_{1}+a_{1}^{\prime}\right)} \lambda_{2}^{2\left(g_{2}+a_{2}^{\prime}\right)}\right)
$$
is solvable for some integer $\nu$ of $k$. Let $\mathbf{b}=\left(\beta_{1}, \beta_{2}\right)$ be relatively prime to $\lambda_{1}$ and $\lambda_{2}$ in $k$ and such that
$$
\lambda_{1}^{g_{1}+a_{1}^{\prime}} \lambda_{2}^{g_{2}+a_{2}^{\prime}} \mathbf{p}_{1}^{e_{1}^{\prime}} \cdots \mathbf{p}_{r}^{e^{\prime}} \mathbf{b}=(\gamma)
$$
is a principal ideal. Finally, let $\nu$ be chosen so that
$$
(\nu)=\mathbf{p}_{1}^{\mathbf{e}_{1}^{\prime}} \cdots \mathbf{p}_{r}^{e^{\prime}} \mathbf{n} .
$$

Then $\Omega_{1}=\beta_{1}((\nu+\sqrt{\alpha}) / \gamma)$ and $\Omega_{2}=\beta_{2}((\nu+\sqrt{\alpha}) / \gamma)$ are integers of $K$ and, if [ $1, \omega$ ] is an integral basis of $k$, the four integers $\left[1, \omega, \Omega_{1}, \Omega_{2}\right.$ ] form an integral basis of $K$."

In this paper we construct integral bases of dihedral number fields with quadratic subfields $Q(\sqrt{d})$, where $d$ is a square-free positive (rational) integer such that $d \not \equiv 1(\bmod 8)$. Our method will be elementary in the following sense: if $[1, \omega]$ is an integral basis for $k=Q(\sqrt{d})$, then the dihedral number field can be written $K=k(\sqrt{\alpha})$, where $\alpha=A+B \omega$ with suitable rational integers $A, B$. It is our object to express the integral basis of $K$ in rational terms, involving arithmetic properties of $A, B$, and $d$, and without recourse to $p$-adic arguments.
W. E. H. Berwick (1927) has devoted a monograph to the construction of integral bases. His introductory chapters bear some resemblance to our treatment, but the bulk of his applications refer to number fields of a different kind. In our theoretical approach we follow more closely Mann (1955). It goes without saying that all writers on this topic are decisively influenced by the monumental work of Hilbert (1897).

## 2. Definitions and notation

We employ the standard notations $n(), \operatorname{tr}()$ for the absolute norm and trace of an integer or ideal and $n_{k}(), \operatorname{tr}_{k}()$ for the relative norm and trace over $k . I_{k}$ and $I_{k}$ denote the rings of integers of $K$ and $k$ respectively. For a rational prime $p$ and integer $n, p^{e} \| n$ means that $n \equiv 0\left(\bmod p^{e}\right)$ but $n \neq 0\left(\bmod p^{e+1}\right)$. For $n$-tuples of rational integers $\left(r_{1}, \ldots, r_{n}\right),\left(s_{1}, \ldots, s_{n}\right)$ the notation $\left[r_{1}, \ldots, r_{n}\right] \equiv$ $\left[s_{1}, \ldots, s_{n}\right](\bmod m)$ means that $r_{i} \equiv s_{i}(\bmod m)$ for $i=1, \ldots, n$. This should not be confused with the highest common factor such as $(A, B)$ below.

Let $[1, \omega]$ be an integral basis for $k=Q(\sqrt{d})$, so that

$$
\omega= \begin{cases}\sqrt{d} & \text { if } d=2,3(\bmod 4) \\ (1+\sqrt{d}) / 2 & \text { if } d=1(\bmod 4)\end{cases}
$$

and let $K=k(\sqrt{\alpha})$ where $\alpha=A+B \omega, A, B \in Z$.

It is easily shown that we may assume, without loss of generality, that the highest common factor $(A, B)$ is square-free and that $B>0$. The validity of the first assumption is seen immediately; for if $\alpha=m^{2} \beta$ where $m \in Z$ and $\beta \in I_{k}$ has no squared rational divisors, then $K=k(\sqrt{\beta})$ and so we may assume from the outset that $\alpha$ has no squared divisors. For the second assumption, consider the conjugate $\bar{\omega}$ of $\omega$ in $k$. We shall use the notation

$$
\begin{gather*}
D=-\omega \bar{\omega}= \begin{cases}d & \text { if } d=2,3(\bmod 4), \\
(d-1) / 4 & \text { if } d=1(\bmod 4),\end{cases}  \tag{2.1}\\
E=\omega+\bar{\omega}= \begin{cases}0 & \text { if } d=2,3(\bmod 4) \\
1 & \text { if } d=1(\bmod 4)\end{cases} \tag{2.2}
\end{gather*}
$$

so that if $\alpha=A+B \omega$ where $B<0$ then $\alpha=(A+E B)-B \bar{\omega}$ and the coefficient of $\bar{\omega}$ is positive. Thus we may choose our notation for $\omega$ and $\bar{\omega}$ so that $B>0$.

Suppose that ( $\alpha$ ) has prime decomposition

$$
(\alpha)=\lambda_{1}^{2 a_{1}+\varepsilon_{1}} \lambda_{2}^{2 a_{2}+\varepsilon_{2}} \pi_{1}^{2 e_{1}+\vartheta_{1}} \cdots \pi_{f}^{2 e_{f}+\vartheta_{/}} \mathbf{Q}
$$

in $k$, where $\boldsymbol{\lambda}_{i} \mid(2)$, the $\pi_{i}$ are distinct prime ideals of degree one, $\mathbf{Q}$ is a product of primes of degree two and $\varepsilon_{i}, \vartheta_{i}=0$ or 1 . Since $(A, B)$ is square-free note that if $e_{i}>0$ then either $\pi_{i}^{2 e_{i}} \mid(\alpha)$ or $\bar{\pi}_{i}^{2 e} \mid(\alpha)$, where the bar denotes conjugation in $k$. We choose our notation for $\pi_{i}$ and $\bar{\pi}_{i}$ so that $\pi_{i}^{2 e_{i}} \mid(\alpha)$. If $\pi_{i}=\bar{\pi}_{i}$ then $e_{i}=1$. Let $n\left(\pi_{i}\right)=p_{i}$ where $\left(d / p_{i}\right) \neq-1$ and put $C=\prod_{i=1}^{f} p_{i}^{e_{i}}$.

## 3. Minimal integers

We employ a general method for constructing integral bases of algebraic numberfields based on a construction of Hilbert (1897); let $Q(\vartheta)$ be an arbitrary numberfield of degree $n$. Then any integer $\beta$ of $Q(\boldsymbol{\vartheta})$ may be written in the form

$$
\beta=\frac{c_{0}+c_{1} \boldsymbol{\vartheta}+c_{2} \boldsymbol{\vartheta}^{2}+\cdots+c_{i} \boldsymbol{\vartheta}^{i}}{t}
$$

where $c_{0}, c_{1}, \ldots, c_{i}, t \in Z, t>0$ and $0 \leqslant i \leqslant n-1$. If $c_{i} \neq 0$ then $\beta$ is called an integer of degree $i$ in $\vartheta$ and a minimal integer of degree $i$ in $\vartheta$ is one which, of all integers of degree $i$ in $\boldsymbol{\vartheta}$, has least coefficient of $\boldsymbol{\vartheta}^{i}$ in absolute value. It can be shown that every minimal integer of degree $i$ in $\vartheta$ may be written in the form

$$
\beta_{i}=\frac{c_{0}+c_{1} \boldsymbol{\vartheta}+c_{2} \boldsymbol{\vartheta}^{2}+\cdots+\mathfrak{\vartheta}^{i}}{t_{i}}
$$

where $c_{0}, c_{1}, \ldots, c_{i-1}, t_{i} \in Z$ and $t_{i}>0$ and that any set $\left[\beta_{1}, \beta_{2}, \ldots, \beta_{n-1}\right.$ ] forms an integral basis for $Q(\boldsymbol{\vartheta})$ : see Mann (1955). We therefore seek minimal integers
of degrees one, two and three and in $\sqrt{\alpha}$ and for this the following observation is of fundamental importance:
If $\beta \in K$ then $\beta \in I_{K}$ if and only if $n_{k}(\beta), \operatorname{tr}_{k}(\beta) \in I_{k}$.

## 4. Minimal integers of degree one

We seek the largest positive $t \in Z$ for which $\beta=\left(c_{0}+\sqrt{\alpha}\right) / t$ is an integer for some $c_{0} \in Z$. Since $\operatorname{tr}_{k}(\beta)=2 c_{0} / t$ and

$$
n_{k}(\beta)=\left(c_{0}^{2}-\alpha\right) / t^{2}=\left(c_{0}^{2}-A\right) / t^{2}-\left(B / t^{2}\right) \omega,
$$

$\beta$ is an integer if and only if the following congruences are solvable:

$$
\begin{align*}
2 c_{0} & \equiv 0(\bmod t)  \tag{4.1}\\
A & \equiv c_{0}^{2}\left(\bmod t^{2}\right),  \tag{4.2}\\
B & \equiv 0\left(\bmod t^{2}\right) \tag{4.3}
\end{align*}
$$

Let $t_{1}$ be the largest positive value of $t$ for which (4.1)-(4.3) are solvable and denote by $\beta_{1}$ the corresponding minimal integer. If $t_{1} \equiv 0(\bmod p)$ for some odd prime $p$ then by (4.1) $c_{0} \equiv 0(\bmod p)$ and so $A \equiv B \equiv 0\left(\bmod p^{2}\right)$ by (4.2) and (4.3). This is impossible since $(A, B)$ is square-free and so $t_{1}=2^{x}$. Clearly $x \leqslant 1$, for otherwise $(A, B) \equiv 0(\bmod 4)$. Suppose $x=1$ : Since $(A, B) \not \equiv 0(\bmod 4) c_{0}$ must be odd and (4.1)-(4.3) are solvable provided that $[A, B] \equiv[1,0](\bmod 4)$. Thus we have

Lemma 1. A minimal integer of degree one in $\sqrt{\alpha}$ is given by

$$
\beta_{1}= \begin{cases}(1+\sqrt{\alpha}) / 2 & \text { if }[A, B] \equiv[1,0](\bmod 4) \\ \sqrt{\alpha} & \text { otherwise }\end{cases}
$$

## 5. Minimal integers of degree two

The following result provides a lower bound for the denominator of a minimal integer:

Lemma 2. Let $\beta_{i}=\left(c_{0}+c_{1} \vartheta+\cdots+c_{i-1} \vartheta^{i-1}+\vartheta^{i}\right) / t_{i}$ be a minimal integer. If $\gamma=\left(d_{0}+d_{1} \vartheta+\cdots+d_{i-1} \vartheta^{i-1}+\vartheta^{i}\right) / t$ is an integer, where $d_{0}, d_{1}, \ldots, d_{i-1}$, $t \in Z$ and $t>0$ then $t_{i} \equiv 0(\bmod t)$.

Proof. Let $m=$ l.c.m. $\left(t, t_{i}\right)$ and put $m=s t=r t_{i}$ where $(r, s)=1$. Let $u$, $v \in Z$ be such that $u r+v s=1$. Then

$$
u \beta_{i}+v \gamma=\left(e_{0}+e_{1} \boldsymbol{\vartheta}+\cdots+e_{i-1} \boldsymbol{\vartheta}^{i-1}+\boldsymbol{\vartheta}^{i}\right) / m
$$

is an integer. Since $\beta_{i}$ is minimal $t_{i} \geqslant m$, so we must have $r=1$ and $t_{i}=s t$.
Since $\omega=(-A+\alpha) / B$ is an integer of degree two in $\sqrt{\alpha}$, Lemma 1 shows that every minimal integer of degree two in $\sqrt{\alpha}$ takes the form

$$
\beta=\left(c_{0}+c_{1} \sqrt{\alpha}+\alpha\right) / n B
$$

for some positive integer $n$. Since

$$
\operatorname{tr}_{k}(\beta)=2\left(c_{0}+A\right) / n B+(2 / n) \omega
$$

and $n_{k}(\beta)=\left(\left(c_{0}+A\right)^{2}-c_{1}^{2} A+D B^{2}\right) / n^{2} B^{2}+\left[\left(2\left(c_{0}+A\right)-c_{1}^{2}+E B\right) / n^{2} B\right] \omega$ the number $\beta$ is an integer if and only if the following four congruences are solvable for some $c_{0}, c_{1}, n \in Z$ :

$$
\begin{gather*}
2 \equiv 0(\bmod n)  \tag{5.1}\\
2\left(c_{0}+A\right) \equiv 0(\bmod n B)  \tag{5.2}\\
2\left(c_{0}+A\right)-c_{1}^{2}+E B \equiv 0\left(\bmod n^{2} B\right)  \tag{5.3}\\
\left(c_{0}+A\right)^{2}-c_{1}^{2} A+D B^{2} \equiv 0\left(\bmod n^{2} B^{2}\right) \tag{5.4}
\end{gather*}
$$

We seek the largest positive value of $n$ for which the congruences (5.1) and (5.4) are solvable. By (5.1) $n=1$ or 2 . Suppose $n=2$. By (5.2) $c_{0}+A \equiv 0(\bmod B)$ and (5.3) and (5.4) yield $c_{1}^{2} \equiv 0(\bmod B)$ and $c_{1}^{2} A \equiv 0\left(\bmod B^{2}\right)$. Putting $c_{1}^{2}=l B$ gives $l A \equiv 0(\bmod B)$. Let $m=(A, B)$ and put $A=m A_{1}, B=m B_{1}$ where $\left(A_{1}, B_{1}\right)=1$. Then $l A_{1} \equiv 0\left(\bmod B_{1}\right)$ and so $l \equiv 0\left(\bmod B_{1}\right)$, say $l=l_{1} B_{1}$. Thus $c_{1}^{2}=l_{1} m B_{1}^{2}$ and this implies that $l_{1} \equiv 0(\bmod m)$ because $m$ is square-free. Hence $c_{1} \equiv 0(\bmod B)$. Now putting $c_{0}+A=x B$ and $c_{1}=y B$ in (5.3) and (5.4) yields

$$
\begin{align*}
2 x-y^{2} B+E & \equiv 0(\bmod 4)  \tag{5.5}\\
x^{2}-y^{2} A+D & \equiv 0(\bmod 4) \tag{5.6}
\end{align*}
$$

We seek conditions on $A$ and $B$ for (5.5) and (5.6) to be solvable. Note that they are not solvable for even $y$; for if $y$ is even they become

$$
E \equiv 2 x(\bmod 4), \quad D \equiv-x^{2}(\bmod 4)
$$

but when $d \equiv 1(\bmod 4)$ then $E=1$ and the first is not satisfied and when $d \not \equiv 1$ $(\bmod 4)$ then $E=0$ so that $x$ must be even and the second is not satisfied. Thus $y$ is odd and (5.5) and (5.6) are solvable provided that

$$
[A, B]=\left[D+x^{2}, E+2 x\right](\bmod 4)
$$

Conversely if $A, B$ satisfy the above then

$$
\beta=((-A+x B)+y B \sqrt{\alpha}+\alpha) / 2 B
$$

is an integer. Note that $x$ and $y$ need only be determined modulo 2 ; for if $x=x_{0}+2 X$ and $y=y_{0}+2 Y$ where $x_{0}=1$ or 0 and $y_{0}=1$, then

$$
\beta=\left(\left(-A+x_{0} B\right)+y_{0} B \sqrt{\alpha}+\alpha\right) / 2 B+(X+Y \sqrt{\alpha}) .
$$

But $X+Y \sqrt{\alpha} \in I_{K}$ and so we may assume that $x=1$ or 0 and $y=1$, without loss of generality. Thus if $[A, B] \equiv[D, E](\bmod 4)$ then $(5.1)-(5.4)$ are solvable for $n=2, c_{0}=-A, c_{1}=B$ and so $(-A+B \sqrt{\alpha}+\alpha) / 2 B=(\omega+\sqrt{\alpha}) / 2$ is a minimal integer of degree two in $\sqrt{\alpha}$; and if $[A, B] \equiv[D+1, E+2](\bmod 4)$ then (5.1)-(5.4) are solvable for $n=2, c_{0}=B-A, c_{1}=B$ and so

$$
((B-A)+B \sqrt{\alpha}+\alpha) / 2 B=(1+\omega+\sqrt{\alpha}) / 2
$$

is a minimal integer of degree two in $\sqrt{\alpha}$. Finally, if $[A, B] \not \equiv[D, E]$ or $[D+1, E$ $+2](\bmod 4)$ then $(5.1)-(5.4)$ are not solvable for $n=2$, but are clearly solvable for $n=1$ because $\omega=(-A+\alpha) / B$ is an integer, which is minimal in this case. We summarize our results in the following:

Lemma 3. A minimal integer of degree two in $\sqrt{\alpha}$ is given by

$$
\beta_{2}= \begin{cases}(\omega+\sqrt{\alpha}) / 2 & \text { if }[A, B] \equiv[D, E](\bmod 4) \\ (1+\omega+\sqrt{\alpha}) / 2 & \text { if }[A, B] \equiv[D+1, E+2](\bmod 4) \\ \omega & \text { otherwise }\end{cases}
$$

## 6. Minimal integers of degree three

We use Lemma 2 to obtain a lower bound for the denominator of a minimal integer of degree three, using the following result:

Theorem 1. (i) There exist rational integers $r, s, u$, $v$ such that

$$
\begin{gather*}
A+r B=s C  \tag{6.1}\\
D-r(r-E)=u C  \tag{6.2}\\
(2 r-E) s+u B=v C
\end{gather*}
$$

(ii) The number $\eta=(-A+(r-E) B+\alpha) \sqrt{\alpha} / B C$ is an integer of $K$.

Proof. (i) Let $p^{e} \| C$ where $e>0$. If $d \equiv 0(\bmod p)$ then $e=1$ and so we may put

$$
d \equiv \begin{cases}r_{p}^{2}\left(\bmod p^{e}\right) & \text { if } d \not \equiv 1(\bmod 4)  \tag{6.4}\\ \left(2 r_{p}-1\right)^{2}\left(\bmod 4 p^{e}\right) & \text { if } d \equiv 1(\bmod 4)\end{cases}
$$

for some $r_{p} \in Z .\left(\right.$ Clearly $r_{p} \equiv 0(\bmod p)$ when $d \equiv 1(\bmod 4)$ and $2 r_{p}-1 \equiv 0$ $(\bmod p)$ when $d \equiv 1(\bmod 4)$.$) Since in this case p \mid(\alpha)$ we have $(A, B) \equiv 0$ $(\bmod p)$ and so we may straight away put

$$
\begin{equation*}
A+r_{p} B \equiv 0\left(\bmod p^{e}\right) \tag{6.5}
\end{equation*}
$$

We show that (6.4) and (6.5) hold for some $r_{p}$ also when $d \not \equiv 0(\bmod p)$. So henceforth suppose that $d \not \equiv 0(\bmod p)$. Then $d$ is a quadratic residue modulo every power of $p$ and so (6.4) is immediate. Substituting for $d$ in (6.4) using (2.1) and (2.2) yields

$$
\begin{equation*}
D \equiv r_{p}\left(r_{p}-E\right)\left(\bmod p^{e}\right) \tag{6.6}
\end{equation*}
$$

Now let $(p)=\pi \bar{\pi}$ in $k$, where the notation for $\pi$ and $\bar{\pi}$ is chosen so that $\pi^{2 e} \mid(\alpha)$. Factorizing (6.6) in $k$ gives

$$
\left(r_{p}-\omega\right)\left(r_{p}-\bar{\omega}\right) \equiv 0\left(\bmod \pi^{e} \bar{\pi}^{e}\right)
$$

and so either $r_{p}-\omega \equiv 0\left(\bmod \pi^{e}\right)$ or $r_{p}-\bar{\omega} \equiv 0\left(\bmod \pi^{e}\right)$, since neither factor has a rational divisor. But $r_{p}-\omega \equiv 0\left(\bmod \pi^{e}\right)$ if and only if $\left(E-r_{p}\right)-\bar{\omega} \equiv 0$ $\left(\bmod \pi^{e}\right)$. Moreover $r_{p}$ satisfies $(6.6)$ if and only if $\left(E-r_{p}\right)$ does, and $r_{p} \equiv\left(E-r_{p}\right)$ $(\bmod p)$ so we may choose our notation for $r_{p}$ and $\left(E-r_{p}\right)$ so that

$$
\begin{equation*}
r_{p} \equiv \omega\left(\bmod \pi^{e}\right) \tag{6.7}
\end{equation*}
$$

without loss of generality. We now consider two separate cases:
(a) $(A, B) \not \equiv 0(\bmod p)$ :

Since $A+B \omega=0\left(\bmod \pi^{2 e}\right),(6.7)$ yields $A+r_{p} B \equiv 0\left(\bmod \pi^{e}\right)$. But $A+r_{p} B$ $\in Z$ and so (6.5) holds.
(b) $(A, B) \equiv 0(\bmod p)$ :

Put $A=A_{1} p$ and $B=B_{1} p$ where $\left(A_{1}, B_{1}\right) \not \equiv 0(\bmod p)$ because $(A, B)$ is square-free. Then $A_{1}+B_{1} \omega \equiv 0\left(\bmod \pi^{2 e-1}\right)$ and, since $2 e-1 \geqslant e$, (6.7) yields $A_{1}+r_{p} B_{1} \equiv 0\left(\bmod \pi^{e}\right)$. But $A_{1}+r_{p} B_{1} \in Z$ and so $A_{1}+r_{p} B_{1} \equiv 0\left(\bmod p^{e}\right)$. Thus

$$
\begin{equation*}
A+r_{p} B \equiv 0\left(\bmod p^{e+1}\right) \tag{6.8}
\end{equation*}
$$

and (6.5) follows a fortiori.
Now for a prime $p_{j} \mid C$ let $N_{p_{j}}=\prod_{i=1 ;(i \neq j)}^{f} p_{i}^{e_{i}+1}$. Since $\left(N_{p_{j}}, p_{j}\right)=1$ there exists a rational integer $N_{p_{j}}^{\prime}$ such that $N_{p_{j}} N_{p_{j}}^{\prime} \equiv 1\left(\bmod p_{j}^{e_{j}+1}\right)$. If we now put

$$
r=\sum_{p \mid C} r_{p} N_{p} N_{p}^{\prime}
$$

then

$$
\begin{equation*}
r \equiv r_{p}\left(\bmod p^{e+1}\right) \tag{6.9}
\end{equation*}
$$

and (6.5) yields $A+r B \equiv 0\left(\bmod p^{e}\right)$. This holds for all primes $p$ such that $p^{e} \| C$ and so we have proved (6.1). Similarly (6.2) follows from (6.6).

To prove (6.3) note that

$$
\begin{align*}
n(\alpha) & =A^{2}+E A B-D B^{2}  \tag{6.10}\\
& =(A-r B)(A+r B)+E B(A+r B)-u B^{2} C
\end{align*}
$$

by (6.2), so by (6.1)

$$
\begin{equation*}
n(\alpha)=s^{2} C^{2}-((2 r-E) s+u B) B C \tag{6.11}
\end{equation*}
$$

If $d \equiv 0(\bmod p)$ then $B \equiv 2 r-E \equiv 0(\bmod p)$ and since $e=1$ we may put

$$
\begin{equation*}
(2 r-E) s+u B \equiv 0\left(\bmod p^{e}\right) \tag{6.12}
\end{equation*}
$$

If $d \not \equiv 0(\bmod p)$ we consider cases (a) and (b) above separately:
(a) $(A, B) \not \equiv 0(\bmod p)$ :

By (6.1) $p+B$ and so $p^{e} \| B C$. But by definition of $C$ we have

$$
n(\alpha) \equiv C^{2} \equiv 0\left(\bmod p^{e}\right)
$$

and so by (6.11), (6.12) holds.
(b) $(A, B) \equiv 0(\bmod p)$ :

By (6.8) and the fact that $(A, B)$ is square-free we have $p \| B$, and so $p^{e+1} \| B C$. Further, by (6.8) and (6.9), $A+r B \equiv 0\left(\bmod p^{e+1}\right)$ and so (6.1) yields $s \equiv 0$ $(\bmod p)$. Thus in this case

$$
n(\alpha) \equiv s^{2} C^{2} \equiv 0\left(\bmod p^{2 e+1}\right)
$$

and so by (6.11), (6.12) holds.
Thus (6.12) holds for all primes $p$ such that $p^{e} \| C$ and this proves (6.3). Notice that (6.3) and (6.11) yield the useful identity

$$
\begin{equation*}
n(\alpha)=\left(s^{2}-v B\right) C^{2} \tag{6.13}
\end{equation*}
$$

(ii) We show that $n_{k}(\eta)$ and $\operatorname{tr}_{k}(\eta)$ are integers of $k$ : since $\alpha=A+B \omega$ we may write $\eta=(\omega+r-E) \sqrt{\alpha} / C$ from which it follows that $\operatorname{tr}_{k}(\eta)=0$. A short calculation using (6.1)-(6.3) yields

$$
\begin{equation*}
n_{k}(\eta)=-(u s+(r-E) v+v \omega) \tag{6.14}
\end{equation*}
$$

and clearly $n_{k}(\eta) \in I_{k}$.

We use the integer $\eta$ of this theorem to provide a lower bound for the denominator of a minimal integer of degree three in $\sqrt{\alpha}$, that is, an integer of the form $\beta=\left(c_{0}+c_{1} \sqrt{\alpha}+c_{2} \alpha+\alpha \sqrt{\alpha}\right) / t$ where $c_{0}, c_{1}, c_{2}$ and $t \in Z$ and $t>0$ is maximal. In the usual manner, computation of the relative norm and trace yields four congruences, the simultaneous solvability of which is a necessary and sufficient condition for the number $\beta$ to be integral:

$$
\begin{gather*}
2 B c_{2} \equiv 0(\bmod t)  \tag{6.15}\\
2\left(c_{0}+A c_{2}\right) \equiv 0(\bmod t)
\end{gather*}
$$

$$
\begin{gather*}
\left(c_{0}+A c_{2}\right)^{2}-A\left(c_{1}+A\right)^{2}-B^{2} D F \equiv 0\left(\bmod t^{2}\right)  \tag{6.17}\\
B\left(2 c_{2}\left(c_{0}+A c_{2}\right)-\left(3 A+c_{1}\right)\left(A+c_{1}\right)-B(E F+B D)\right) \equiv 0\left(\bmod t^{2}\right) \tag{6.18}
\end{gather*}
$$

where $F=3 A+E B+2 c_{1}-c_{2}^{2}$.
In the consideration of the solution of these congruences we make use of the following result:

Lemma 4. If $a, b, c \in Z$ and $(a, b)$ is square-free, and if

$$
(c-b)^{2} b \equiv 0\left(\bmod a^{2}\right) \quad \text { and } \quad(c-b)(c-3 b) \equiv 0(\bmod a)
$$

then $c \equiv b(\bmod a)$.
Proof. Let $(a, b)=m$ so that $a=m a_{1}$ and $b=m b_{1}$ where $\left(a_{1}, b_{1}\right)=1$. Our first supposition becomes $(c-b)^{2} b_{1} \equiv 0\left(\bmod a_{1}^{2}\right)$, which yields $c \equiv b\left(\bmod a_{1}\right)$. Putting $c-b=l_{1} a_{1}$ yields $l_{1}^{2} b_{1} \equiv 0(\bmod m)$, but $l_{1}^{2} a_{1} \equiv 0(\bmod m)$ by our second assumption. Since $m$ is square-free and $\left(a_{1}, b_{1}\right)=1$ we must have $l_{1} \equiv 0$ $(\bmod m)$. Putting $l_{1}=m l$ gives $c=b+l a$ as required.

Theorem 2. Every minimal integer of degree three in $\sqrt{\alpha}$ has denominator $2^{a} B C$ where $a$ is a non-negative rational integer.

Proof. Applying Lemma 2 to $\eta$ shows that the denominator of such an integer is of the form $n B C$ where $n$ is a non-negative rational integer. Suppose there exists an odd prime $q$ for which $n \equiv 0(\bmod q)$. Then there exist $c_{0}, c_{1}, c_{2} \in Z$ which satisfy (6.15)-(6.18) with $t=q B C$ (and so also with $t=B$ and $t=B C$ ). We consider two separate cases according to the parity of $B$ :
(a) $B$ odd: Considering (6.16)-(6.18) with $t=B$ yields

$$
A\left(c_{1}+A\right)^{2} \equiv 0\left(\bmod B^{2}\right) \quad \text { and } \quad\left(3 A+c_{1}\right)\left(A+c_{1}\right) \equiv 0(\bmod B)
$$

and so $c_{1} \equiv-A(\bmod B)$ by Lemma 4. Put

$$
\begin{equation*}
c_{1}=l B-A \tag{6.19}
\end{equation*}
$$

Considering (6.15)-(6.18) with $t=q B C$, we first note that

$$
c_{2} \equiv 0(\bmod q C)
$$

by (6.15) and so $F \equiv A+(2 l+E) B\left(\bmod q^{2} C^{2}\right)$, and that

$$
c_{0}+A c_{2} \equiv 0(\bmod q B C)
$$

by (6.16). Thus (6.17) and (6.18) become

$$
\begin{equation*}
A\left(l^{2}+D\right)+B D(2 l+E) \equiv 0\left(\bmod q^{2} C^{2}\right) \tag{6.20}
\end{equation*}
$$

$$
\begin{equation*}
A(2 l+E)+B\left(D+(l+E)^{2}\right) \equiv 0\left(\bmod q^{2} C^{2}\right) \tag{6.21}
\end{equation*}
$$

(b) even: Considering (6.16)-(6.18) with $t=B=2 B_{0}$ and using Lemma 4 yields $c_{1} \equiv-A\left(\bmod B_{0}\right)$ and so we may put

$$
c_{1}=l_{0} B_{0}-A
$$

Considering (6.15)-(6.18) with $t=q B C$, we first note that

$$
c_{2} \equiv 0(\bmod q C)
$$

as before, so $F \equiv A+\left(l_{0}+E\right) B\left(\bmod q^{2} C^{2}\right)$, and that

$$
c_{0}+A c_{2} \equiv 0\left(\bmod q B_{0} C_{0}\right)
$$

by (6.16). Now (6.17) and (6.18) become

$$
\begin{gathered}
A\left(l_{0}^{2}+4 D\right)+8 B_{0} D\left(l_{0}+E\right) \equiv 0\left(\bmod q^{2} C^{2}\right) \\
2 A\left(l_{0}+E\right)+B_{0}\left(4 D+\left(l_{0}+2 E\right)^{2}\right) \equiv 0\left(\bmod q^{2} C^{2}\right)
\end{gathered}
$$

Now define the rational integer $2^{\prime}$ such that $22^{\prime} \equiv 1\left(\bmod q^{2} C^{2}\right)$ and put $l=2^{\prime} l_{0}$. Then the above congruences are transformed into (6.20) and (6.21) respectively when the first is multiplied by $\left(2^{\prime}\right)^{2}$ and the second by $2^{\prime}$. We therefore proceed from (6.20) and (6.21) in the general case.

Addition of suitable multiples of these yields

$$
\begin{aligned}
A(l(l+E)-D)^{2} & \equiv 0\left(\bmod q^{2} C^{2}\right) \\
B(l(l+E)-D)^{2} & \equiv 0\left(\bmod q^{2} C^{2}\right)
\end{aligned}
$$

and so $D \equiv l(l+E)(\bmod q C)$ because $(A, B)$ is square-free. Putting $D=$ $l(l+E)+w q C$ in (6.20) and (6.21) gives
(6.22) $(2 l+E)(A+(l+E) B)+(A+(2 l+E) B) w q C \equiv 0\left(\bmod q^{2} C^{2}\right)$,

$$
\begin{equation*}
(2 l+E)(A+(l+E) B)+B w q C \equiv 0\left(\bmod q^{2} C^{2}\right) \tag{6.23}
\end{equation*}
$$

We show that there exists no odd prime $q$ for which (6.22) and (6.23) are solvable. Since

$$
d= \begin{cases}D=l^{2}+w q C & \text { if } d \equiv 1(\bmod 4)  \tag{6.24}\\ 4 D+1=(2 l+1)^{2}+4 w q C & \text { if } d \equiv 1(\bmod 4)\end{cases}
$$

either $d \equiv 0(\bmod q)$ or $(d / q)=1$; we consider these two cases separately.
(i) $d \equiv 0(\bmod q)$. Putting (6.23) in (6.22) gives $(A+(l+E) B) w \equiv 0(\bmod q)$, that is

$$
\begin{equation*}
A+(l+E) B \equiv 0(\bmod q) \tag{6.25}
\end{equation*}
$$

because $w \not \equiv 0(\bmod q)$ as $d$ is square-free. But $2 l+E \equiv 0(\bmod q)$ by assumption and so $(6.23)$ yields $B \equiv 0(\bmod q)$. Thus by $(6.25)(A, B) \equiv 0(\bmod q)$, that is, $q \mid(\alpha)$. Hence $\pi^{2} \(\alpha)$ where $(q)=\pi^{2}$ and so $C \equiv 0(\bmod q)$, which is impossible since $d$ is square-free.
(ii) $(d / q)=1$. Putting $D=l(l+E)+w q C$ in (6.10) gives

$$
\begin{equation*}
n(\alpha)=(A-l B)(A+(l+E) B)-B^{2} w q C \tag{6.26}
\end{equation*}
$$

Since now $2 l+E \neq 0(\bmod q)$, (6.25) follows from (6.23). Putting $A+(l+E) B$ $=x q$ in (6.26) yields

$$
n(\alpha)=\left(x(A-l B)-w B^{2} C\right) q
$$

But since by $(6.23),(2 l+E) x+B C w \equiv 0(\bmod q)$, we have

$$
x(A-l B)-w B^{2} C \equiv x(A+(l+E) B) \equiv 0(\bmod q)
$$

and so $n(\alpha) \equiv 0\left(\bmod q^{2}\right)$. Thus either $C \equiv 0(\bmod q)$ or $(A, B) \equiv 0(\bmod q)$. But if $(A, B) \equiv 0(\bmod q)$ then by $(6.23) A+(l+E) B \equiv 0\left(\bmod q^{2}\right)$ and $(6.26)$ yields $n(\alpha)=0\left(\bmod q^{3}\right)$ : thus $C \equiv 0(\bmod q)$ in any case.

Let $q^{e} \| C$ where $e>0$. Then by (6.23) $A+(l+E) B=y q^{e+1}$ for some $y \in Z$. Putting $C=q^{e} C_{1}$ in (6.26), where $\left(C_{1}, q\right)=1$, gives

$$
n(\alpha)=\left(y(A-l B)-w B^{2} C_{1}\right) q^{e+1}
$$

But since by $(6.23),(2 l+E) y+B C_{1} w \equiv 0\left(\bmod q^{e+1}\right)$ we have

$$
y(A-l B)-w B^{2} C_{1} \equiv y(A+(l+E) B) \equiv 0\left(\bmod q^{e+1}\right)
$$

and so $n(\alpha) \equiv 0\left(\bmod q^{2(e+1)}\right)$. Since $q^{e} \| C$ we must have $(A, B) \equiv 0(\bmod q)$. Now by (6.23) $A+(l+E) B=z q^{e+2}$ for some $z \in Z$ and (6.26) yields

$$
n(\alpha)=\left(z\left(A_{1}-l B_{1}\right)-w B_{1}^{2} C_{1}\right) q^{e+3}
$$

where $A=q A_{1}$ and $B=q B_{1}$. But since by $(6.23)(2 l+E) z+B_{1} C_{1} w \equiv 0\left(\bmod q^{e}\right)$ we have $z\left(A_{1}-l B_{1}\right)-w B_{1}^{2} C_{1} \equiv z\left(A_{1}+(l+E) B_{1}\right) \equiv 0\left(\bmod q^{e}\right)$ and so $n(\alpha)$ $\equiv 0\left(\bmod q^{2 e+3}\right)$ which is impossible since it would imply that $C \equiv 0\left(\bmod q^{e+1}\right)$.

Thus there exists no odd prime $q$ such that $n \equiv 0(\bmod q)$ and Theorem 2 is proved.

## 7. Determination of minimal integers of degree three

We use the results of Section 6 to determine minimal integers of degree three in $\sqrt{\alpha}$ in the cases (i) $d \equiv 2,3(\bmod 4)$; (ii) $d \equiv 5(\bmod 8)$. So from henceforth we shall assume that $d \neq 1(\bmod 8)$.

Theorem 3. Suppose there exists an integer

$$
\beta=\left(c_{0}+c_{1} \sqrt{\alpha}+c_{2} \alpha+\alpha \sqrt{\alpha}\right) / 2^{a} B C
$$

where $a \in Z$ and $a>0$. Then
(i) There exist $h, l, m \in Z$ such that

$$
\begin{align*}
& c_{0}=2^{a-1} C(h B-m A)  \tag{7.1}\\
& c_{1}=l B-A  \tag{7.2}\\
& c_{2}=2^{a-1} C m \tag{7.3}
\end{align*}
$$

(ii) There exist $x, y, z \in Z$ such that

$$
\begin{align*}
& A+(l+E) B=2^{a-1} x C  \tag{7.4}\\
& D-l(l+E)=2^{a-1} y C  \tag{7.5}\\
& (2 l+E) x+y B=2^{a-1} z C \tag{7.6}
\end{align*}
$$

(iii) Without loss of generality we may choose $h$ and $m$ modulo 2. Finally the rational integers defined above satisfy

$$
\begin{gather*}
h^{2}+D m^{2}-l z-x y \equiv 0(\bmod 4)  \tag{7.7}\\
2 m h+E m^{2}-z \equiv 0(\bmod 4) \tag{7.8}
\end{gather*}
$$

Proof. The assumption that $\beta$ be integral is equivalent to the simultaneous solvability of (6.15)-(6.18) with $t=2^{a} B C(a>0)$.
(i) (7.1) and (7.3) follow immediately from (6.15) and (6.16). Putting $t=2 B$ in (6.16)-(6.18) and using Lemma 4 yields (7.2).
(ii) Substituting (7.1)-(7.3) in (6.17) and (6.18) yields

$$
\begin{align*}
& \text { (7.9) } 2^{2(a-1)} C^{2}\left(h^{2}+D m^{2}\right)-A\left(l^{2}+D\right)-B D(2 l+E) \equiv 0\left(\bmod 2^{2 a} C^{2}\right)  \tag{7.9}\\
& \text { (7.10) } 2^{2(a-1)} C^{2}\left(2 m h+E m^{2}\right)-A(2 l+E)
\end{align*}
$$

$$
-B\left((l+E)^{2}+D\right) \equiv 0\left(\bmod 2^{2 a} C^{2}\right)
$$

and so

$$
A\left(l^{2}+D\right)+B D(2 l+E) \equiv 0\left(\bmod 2^{2(a-1)} C^{2}\right)
$$

and

$$
A(2 l+E)+B\left((l+E)^{2}+D\right) \equiv 0\left(\bmod 2^{2(a-1)} C^{2}\right)
$$

Addition of suitable multiples of these yields

$$
A(l(l+E)-D)^{2} \equiv 0\left(\bmod 2^{2(a-1)} C^{2}\right)
$$

and

$$
B(l(l+E)-D)^{2} \equiv 0\left(\bmod 2^{2(a-1)} C^{2}\right)
$$

so (7.5) follows from the fact that $(A, B)$ is square-free. Substituting (7.5) in (7.9) and (7.10) yields
(7.11) $2^{2(a-1)} C^{2}\left(h^{2}+D m^{2}\right)-l(2 l+E)(A+(l+E) B)$

$$
-2^{a-1} C y(A+(2 l+E) B) \equiv 0\left(\bmod 2^{2 a} C^{2}\right)
$$

(7.12)

$$
\begin{aligned}
2^{2(a-1)} C^{2}\left(2 m h+E m^{2}\right)-(2 l+E)(A+ & (l+E) B) \\
& -2^{a-1} C y B \equiv 0\left(\bmod 2^{2 a} C^{2}\right)
\end{aligned}
$$

We claim that

$$
\begin{equation*}
A+(l+E) B \equiv 0\left(\bmod 2^{a-1}\right) \tag{7.13}
\end{equation*}
$$

If $d \equiv 1(\bmod 4)$ then $2 l+E$ is odd and (7.13) follows immediately from (7.12). If $d \equiv 2,3(\bmod 4)$ we note that $(7.12)$ yields

$$
-(2 l+E)(A+(l+E) B) \equiv 2^{a-1} C y B\left(\bmod 2^{2(a-1)} C^{2}\right)
$$

which gives, on substitution in (7.11)

$$
y(A+(l+E) B) \equiv 0\left(\bmod 2^{a-1}\right)
$$

If $y$ is odd then (7.13) is immediate. Suppose then that $y$ is even. Since $D(=d)$ is not a quadratic residue $\bmod 4$, (7.5) implies that $a=1$ and so (7.13) is trivial. We may now put $A+(l+E) B=2^{a-1} x_{0}$ in (7.12) and this yields $(2 l+E) x_{0}+$ $y B C \equiv 0\left(\bmod 2^{a-1} C^{2}\right)$, say

$$
\begin{equation*}
(2+E) x_{0}+y B C=z 2^{a-1} C^{2} \tag{7.14}
\end{equation*}
$$

Now by (6.10), (7.5) and (7.14) we have

$$
\begin{aligned}
n(\alpha) & =(A-l B)(A+(l+E) B)-2^{a-1} y B^{2} C \\
& =2^{2(a-1)}\left(x_{0}^{2}-z B C^{2}\right)
\end{aligned}
$$

But $n(\alpha) \equiv 0\left(\bmod C^{2}\right)$ so $2^{a-1} x_{0} \equiv 0(\bmod C)$ and we may put $x_{0}=x C$ because $C$ is odd. This yields (7.4) and substitution in (7.14) gives (7.6).

Remark. Substitution for $x_{0}$ in the above formula for $n(\alpha)$ yields the useful identity

$$
\begin{equation*}
A^{2}-D B^{2}+E A B=2^{2(a-1)} C^{2}\left(x^{2}-z B\right) \tag{7.15}
\end{equation*}
$$

(iii) Substitution of (7.4) and (7.6) in (7.11) and (7.12) gives (7.7) and (7.8) respectively. To show that $h$ and $m$ need only be determined modulo 2 , write $m=m_{0}+2 M$ and $h=h_{0}+2 H$ where $M, H \in Z$ and $m_{0}, h_{0}=0$ or 1 . Then putting (7.1) and (7.3) in the expression for $\beta$ gives, after some calculation,

$$
\beta=\left(2^{a-1} B C\left(h_{0}+m_{0} \omega\right)+\left(c_{1}+\alpha\right) \sqrt{\alpha}\right) / 2^{a} B C+(H+M \omega)
$$

Since $\beta$ is an integer if and only if $\beta-(H+M \omega)$ is an integer, we may assume from the outset that $m=m_{0}$ and $h=h_{0}$.

Corollary. If the number $\beta$ of Theorem 3 is an integer then

$$
0<a \leqslant 2 \text { when } d \equiv 2,3(\bmod 4)
$$

and

$$
0<a \leqslant 1 \text { when } d \equiv 5(\bmod 8)
$$

Proof. When $d=2,3(\bmod 4)$ then $D(=d)$ is not a quadratic residue modulo 4 and so it follows from (7.5) that $a \leqslant 2$. When $d \equiv 5(\bmod 8)$ substituting (2.1) in (7.5) yields

$$
d=(2 l+1)^{2}+2^{a+1} y C
$$

from which it follows immediately that $a \leqslant 1$ because $d$ is not a quadratic residue $(\bmod 8)$.

Lemma 5. The value of the integer $r$ in Theorem 1 may be chosen modulo 4 without loss of generality.

Proof. If $(r, s, u, v)$ is a solution of (6.1)-(6.3) then so is

$$
\left(r+n C, s-n C, u+(2 r-E) n+n^{2} C, v-2 n s+2 n^{2} B\right)
$$

for any $n \in Z$. Since $(r, r+C, r+2 C, r+3 C)$ is a complete set of residues modulo 4, we may choose a solution to (6.1)-(6.3) so that $r$ takes any value modulo 4 , without loss of generality.

We are now able to determine minimal integers of degree three in $\sqrt{\alpha}$ according to the different values of $A$ and $B$. We consider the two cases of the beginning of this section separately:

CASE (i) $d=2,3(\bmod 4)$.
It turns out that the maximum value of $a$ is $0,1,2$ according as (a) $B$ is odd, (b) $B$ is even and $A$ is odd, (c) $A$ and $B$ are both even, respectively. We consider these three cases separately:
(a) $B$ odd. Assume there exists an integer $\beta$ with denominator $2 B C$. Then (7.1)-(7.8) hold with $a=1$, and by (7.15)

$$
A^{2}-d \equiv x^{2}-z B(\bmod 4)
$$

because $C$ is odd. Using the above it is easy to verify that (7.4)-(7.8) cannot hold, in fact, for any values of $A$ and $d$. For example, when $A$ is odd and $d \equiv 2(\bmod 4)$ then the above yields $x^{2}-z B \equiv 3(\bmod 4)$. Since by (7.8) we must have $z \equiv 0$ $(\bmod 2)$, this yields $x \equiv 1(\bmod 2)$ and $z \equiv 2(\bmod 4)$. Thus by $(7.8), m=h=1$, so by $(7.7) y \equiv 1(\bmod 2)$. But this contradicts $(7.6)$ because $B$ is odd. A similar argument holds when $A$ is odd and $d \equiv 3(\bmod 4)$, and when $A$ is even. Thus there are no integers of degree three in $\sqrt{\alpha}$ with denominator $2 B C$ and therefore the integer $\eta$ of Theorem 1 is minimal in this case.
(b) $A$ odd, $B$ even. Since (7.4) is clearly not solvable for $a \geqslant 2$, the following Lemma provides minimal integers of degree three in this case:

Lemma 6. Suppose that $A$ is odd and B is even, and let the integer $\eta$ be defined by Theorem 1(ii), where the rational integer $r$ is chosen so that $r \equiv d(\bmod 2)$. Then
(i) $(\sqrt{d}+\eta) / 2$ is an integer when $d \equiv 2(\bmod 4)$,
(ii) $(1+\sqrt{d}+\eta) / 2$ is an integer when $d \equiv 3(\bmod 4)$.

Proof. (i) $\operatorname{tr}_{k}((\sqrt{d}+\eta) / 2)=0$ since $\operatorname{tr}_{k}(\eta)=0$, and using (6.14) we get $n_{k}((\sqrt{d}+\eta) / 2)=(d-(u s+r v+v \sqrt{d})) / 4$. Thus $(\sqrt{d}+\eta) / 2$ is an integer if and only if $u s \equiv d(\bmod 4)$ and $v \equiv 0(\bmod 4)$. But by Lemma 5 we may choose $r$ to be even, without loss of generality, and so (6.2) yields $u \equiv 2(\bmod 4)$. Moreover (6.1) yields $s \equiv 1(\bmod 2)$ as $A$ is odd, and so $u s \equiv 2(\bmod 4)$. Finally $(6.3)$ gives $v \equiv 0(\bmod 4)$ and so $(\sqrt{d}+\eta) / 2$ is indeed an integer provided that $d \equiv 2$ $(\bmod 4)$.
(ii) $\operatorname{tr}_{k}((1+\sqrt{d}+\eta) / 2)=1+\sqrt{d} \in I_{k}$, and by $(6.14) n_{k}((1+\sqrt{d}+\eta) / 2)=$ $(1+d-u s-r v+(2-v) \sqrt{d}) / 4$. Thus $(1+\sqrt{d}+\eta) / 2$ is an integer if and only if $u s \equiv 1+d+2 r(\bmod 4)$ and $v \equiv 2(\bmod 4)$. But if we now choose $r$ to be odd (6.2) again yields $u \equiv 2(\bmod 4)$, hence $u s \equiv 2(\bmod 4)$ as $s$ is odd by (6.1). Moreover $(6.3)$ gives $v \equiv 2(\bmod 4)$ and since when $d \equiv 3(\bmod 4)(1+d+2 r)$ $\equiv 2(\bmod 4),(1+\sqrt{d}+\eta) / 2$ is indeed an integer in this case.
(c) $A$ and $B$ both even. If we still choose the integer $r$ of Theorem 1 so that $r \equiv d$ $(\bmod 2)$ then the number $\eta / 2$ is an integer in this case. For $\operatorname{tr}_{k}(\eta / 2)=0$ and $n_{k}(\eta / 2)=-(u s+v r+v \sqrt{d}) / 4 \in I_{k}$ if and only if $u s \equiv v \equiv 0(\bmod 4)$. But when $A \equiv B \equiv 0(\bmod 2)$, (6.1) yields $s \equiv 0(\bmod 2)$ and when $r \equiv d(\bmod 2)$, (6.2) yields $u \equiv 0(\bmod 2)$, and (6.3) yields $v \equiv 0(\bmod 4)$. Now $\eta / 2$ is an integer of degree three in $\sqrt{\alpha}$ with denominator $2 B C$, which we now show to be minimal unless

$$
\begin{equation*}
[A, B] \equiv\left[2\left(d^{2}+1\right), 2 d\right](\bmod 4) \tag{7.16}
\end{equation*}
$$

Suppose there exists an integer of degree three in $\sqrt{\alpha}$ with denominator $4 B C$, so that (7.1)-(7.8) hold for $a=2$ : by (7.4) we have $A+l B \equiv 2 x(\bmod 4)$ and by (7.5) we have $y \equiv 1(\bmod 2)$ and $l \equiv d(\bmod 2)$ and so by $(7.6), 2 d x+y B \equiv 0$ $(\bmod 4)$ because $z \equiv 0(\bmod 2)$ by $(7.8)$. If $x \equiv 0(\bmod 2)$ then the above imply that $[A, B] \equiv[0,0](\bmod 4)$ which is impossible. Hence $x \equiv 1(\bmod 2)$ and $[A, B]$ $\equiv\left[2\left(d^{2}+1\right), 2 d\right](\bmod 4)$.

Suppose now that (7.16) holds, and consider two separate cases according to the value of $d$ modulo 4:

I $d \equiv 2(\bmod 4)$. By $(7.16),[A, B, d] \equiv[2,0,2](\bmod 4)$. From the above we have $l \equiv z \equiv 0(\bmod 2)$ and $x \equiv y \equiv 1(\bmod 2)$. Thus by $(7.7) h=1$. We consider the solution of (7.4)-(7.8) in the two cases: $m=0, h=1 ; m=h=1$. The calculations are tedious but it may be verified that a solution exists if and only if $A+B \equiv d(\bmod 8)$, so that if $[A, B, d] \equiv[2,0,2](\bmod 4)$ but $A+B \not \equiv d(\bmod 8)$, the integer $\eta / 2$ is again minimal.

Lemma 7. Suppose that $[A, B, d] \equiv[2,0,2](\bmod 4)$ and $A+B \equiv d(\bmod 8)$. Let the integer $\eta$ be defined by Theorem 1 (iii) where the integer $r$ is chosen so that $r \equiv 0$ $(\bmod 4)$. Then
(i) $(2+\eta) / 4$ is and integer when $B \equiv 0(\bmod 8)$,
(ii) $(2(1+\sqrt{d})+\eta) / 4$ is an integer when $B \equiv 4(\bmod 8)$.

Proof. Since $B \equiv 0(\bmod 4)$ we have $A \equiv s C(\bmod 16)$ by $(6.2)$ and $D \equiv u C$ $(\bmod 16)$ by $(6.1)$, on choosing $r \equiv 0(\bmod 4)$, which is possible by Lemma 5. Hence $u s C^{2} \equiv A d(\bmod 16)$. Since $s$ is even (6.3) yields $v C \equiv u B(\bmod 16)$ and we have

$$
[u s, v] \equiv \begin{cases}{[4,0](\bmod 16)} & \text { when } B \equiv(\bmod 8)  \tag{7.17}\\ {[12,8](\bmod 16)} & \text { when } B \equiv 4(\bmod 8)\end{cases}
$$

(i) $\operatorname{tr}_{k}((2+\eta) / 4)=1 \in I_{k}$ and by (6.14)

$$
n_{k}((2+\eta) / 4)=(4-(u s+r v+v \sqrt{d})) / 16
$$

and so by $(7.17),(2+\eta) / 4$ is an integer when $B \equiv 0(\bmod 8)$.
(ii) $\operatorname{tr}_{k}((2(1+\sqrt{d})+\eta) / 4)=1+\sqrt{d} \in I_{k}$ and by (6.14)

$$
n_{k}((2(1+\sqrt{d})+\eta) / 4)=(4(1+d)-u s-r v+(8-v) / \sqrt{d}) / 16
$$

and by $(7.17),(2(1+\sqrt{d})+\eta) / 4$ is an integer when $B \equiv 4(\bmod 8)$.
II $d \equiv 3(\bmod 4)$. By $(7.16),[A, B, d] \equiv[0,2,3](\bmod 4)$. From the general argument above we have $z \equiv 0(\bmod 2)$ and $l \equiv x \equiv y \equiv 1(\bmod 2)$. Thus by (7.7), $m \not \equiv h(\bmod 2)$ and the solution of (7.4)-(7.8) need only be considered in the two cases: $m=0, h=1 ; m=1, h=0$. It turns out that a solution exists if and only if $A-1 \equiv d(\bmod 8):$ a verification of this is tedious and therefore omitted. Thus if $[A, B, d] \equiv[0,2,3](\bmod 4)$ and $A-1 \neq d(\bmod 8)$ the integer $\eta / 2$ is minimal, and when $A-1 \equiv d(\bmod 8)$ we have the following result:

Lemma 8. Suppose that $[A, B, d] \equiv[0,2,3](\bmod 4)$ and $A-1 \equiv d(\bmod 8)$. Let the integer $\eta$ be defined by Theorem $1(\mathrm{ii)}$ where the integer $r$ is chosen so that $r \equiv 1$ $(\bmod 4)$. Then
(i) $(2+\eta) / 4$ is an integer when $B \equiv 6(\bmod 8)$,
(ii) $(2 \sqrt{d}+\eta) / 4$ is an integer when $B \equiv 2(\bmod 8)$.

Proof. By Lemma 5 we may choose $r \equiv 1(\bmod 4)$ without loss of generality. This gives $A+B \equiv s C(\bmod 8)$ by $(6.1)$ and $D-1 \equiv u C(\bmod 8)$ by (6.2). Hence $u s C^{2} \equiv(A+B)(D-1)(\bmod 16)$, that is,

$$
u s \equiv \begin{cases}4(\bmod 16) & \text { when } B \equiv 6(\bmod 8) \\ 12(\bmod 16) & \text { when } B \equiv 2(\bmod 8)\end{cases}
$$

Moreover, since $u \equiv s(\bmod 8)$ when $B \equiv 6(\bmod 8)$ and $u \neq s(\bmod 8)$ when $B \equiv 2(\bmod 8)$ we have, by $(6.3), v \equiv 0(\bmod 16)$.
(i) The integrability of $(2+\eta) / 4$ is evident from the proof of Lemma $7(\mathrm{i})$ : for $n_{k}((2+\eta) / 4) \in I_{k}$ since $[u s, v] \equiv[4,0](\bmod 16)$ when $B \equiv 6(\bmod 8)$.
(ii) $\mathrm{tr}_{k}((2 \sqrt{d}+\eta) / 4)=\sqrt{d} \in I_{k}$ and by (6.14)

$$
n_{k}((2 \sqrt{d}+\eta) / 4)=(4 d-u s-r v-v \sqrt{d}) / 16 \in I_{k}
$$

when $[u s, v] \equiv[12,0](\bmod 16)$, that is, when $B \equiv 2(\bmod 8)$.
Since there are no integers of degree three in $\sqrt{\alpha}$ with denominator $2^{a} B C, a>2$ (Theorem 3, corollary), the integers of Lemmas 7 and 8 are minimal. Thus we have completed our search for minimal integers of degree three in $\sqrt{\alpha}$ in the case $d \equiv 2,3(\bmod 4)$. We summarize our results in the following:

Lemma 9. Suppose that $d \equiv 2,3(\bmod 4)$ and let $\eta=(r+\sqrt{d}) \sqrt{\alpha} / C$ where the rational integer $r$ satisfies Theorem 1 and is chosen so that $r \equiv d+2(\bmod 4)$. Then a minimal integer of degree three in $\sqrt{\alpha}$ is given by

$$
\beta_{3}= \begin{cases}\eta & \text { when } B \equiv 1(\bmod 2), \\ (\sqrt{d}+\eta) / 2 & \text { when }[A, B] \equiv[1,0](\bmod 2) \text { and } d \equiv 2(\bmod 4), \\ (1+\sqrt{d}+\eta) / 2 & \text { when }[A, B] \equiv[1,0](\bmod 2) \text { and } d \equiv 3(\bmod 4), \\ (2(1+\sqrt{d})+\eta) / 4 & \text { when }[A, B, d] \equiv[2,4,6] \text { or }[6,4,2](\bmod 8), \\ (2 \sqrt{d}+\eta) / 4 & \text { when }[A, B, d] \equiv[0,2,7] \text { or }[4,2,3](\bmod 8), \\ (2+\eta) / 4 & \text { when }[A, B, d] \equiv[2,0,2] \text { or }[6,0,6], \\ \quad \text { or }[0,6,7] \text { or }[4,6,3](\bmod 8), \\ \eta / 2 & \text { otherwise. }\end{cases}
$$

CASE (ii) $d \equiv 5(\bmod 8)$.
Suppose that there exists an integer of degree three in $\sqrt{\alpha}$ with denominator $2^{a} B C, a>0$. Then, by Theorem 3, (7.1)-(7.8) are solvable for $a=1$ (but not for $a>1$, by the corollary). We consider the solution for four separate cases according as $m, h=0$ or 1 :
(a) $m=h=0$. There is no solution of (7.4)-(7.8). For by (7.8), $z \equiv 0(\bmod 4)$ and so (7.7) yields $x y \equiv 0(\bmod 4)$. But $D$ is odd and so $y$ is also odd, by (7.5). Hence $x \equiv 0(\bmod 4)$ and $(7.6)$ yields $B \equiv 0(\bmod 4)$. Now by $(7.4), A \equiv 0$ $(\bmod 4)$, which is impossible.
(b) $m=1, h=0$. By (7.8), $z \equiv 1(\bmod 4)$ and so (7.7) becomes $D \equiv$ $l+x y(\bmod 4)$. This gives a solution of (7.4)-(7.6) for $[A, B]$ modulo 4 as set out below:

|  | $D \equiv 1(\bmod 4)$ | $D \equiv 3(\bmod 4)$ |
| :---: | :---: | :---: |
| $l \equiv 0(\bmod 2)$ | $[1,0]$ | $[1,0]$ |
| $l \equiv 1(\bmod 2)$ | $[2,3]$ | $[0,3]$ |

Now if $[A, B]$ is given in the above we have the following
Lemma 10. Suppose that $d \equiv 5(\bmod 8)$ and that $[A, B] \equiv[1,0]$ or $[D+1,3]$ $(\bmod 4)$. Let the integer $\eta$ be defined by Theorem $1(i i)$ where the rational integer $r$ is chosen so that $r \equiv A(\bmod 4)$. Then $(\omega+\eta) / 2$ is an algebraic integer.

Proof. That $r$ may be chosen modulo 4 is clear by Lemma 5. Now

$$
\operatorname{tr}_{k}((\omega+\eta) / 2)=\omega \in I_{k}
$$

and by (6.14)

$$
n_{k}((\omega+\eta) / 2)=(D-u s-(r-1) v+(1-v) \omega) / 4 \in I_{k} \text { if } v \equiv 1(\bmod 4)
$$

and $u s \equiv D-r+1(\bmod 4)$. It may easily be verified that $v$ and $u s$ take the above values when $r \equiv A(\bmod 4), D$ is odd and $[A, B] \equiv[1,0]$ or $[D+1,3]$ $(\bmod 4)$. For example, if $[A, B, D] \equiv[2,3,1](\bmod 4)$ then by $(6.1) s \equiv 0(\bmod 4)$ and so $u s \equiv 0(\bmod 4)$. But $D-r+1 \equiv 1-2+1 \equiv 0(\bmod 4)$. Moreover multiplying (6.3) by $C$ and using (6.2) yields

$$
v \equiv u B C \equiv 3 B \equiv 1(\bmod 4)
$$

Similar arguments hold for the other values of $A, B$ and $D$ above, and the lemma is proved.

When $[A, B] \not \equiv[1,0]$ or $[D+1,3](\bmod 4),(7.4)-(7.6)$ are not solvable and so there exists no integer of degree three in $\sqrt{\alpha}$ with denominator $2 B C$ where the coefficients $c_{0}$ and $c_{2}$ are given by (7.1) and (7.3) with $m=1$ and $h=0$.
(c) $m=0, h=1$. By $(7.8), z \equiv 0(\bmod 4)$ and by $(7.7), x y \equiv 1(\bmod 4)$. This gives the unique solution of (7.4)-(7.8) for $[A, B]$ modulo 4 , according to the different values of $D$ and $l$, as set out below:

|  | $D \equiv 1(\bmod 4)$ | $D \equiv 3(\bmod 4)$ |
| :---: | :---: | :---: |
| $l \equiv 0(\bmod 2)$ | $[2,3]$ | $[0,3]$ |
| $l \equiv 1(\bmod 2)$ | $[1,1]$ | $[3,1]$ |

When $[A, B] \not \equiv[D+1,3]$ or $[D, 1](\bmod 4)$ there exists no integer of degree three in $\sqrt{\alpha}$ with denominator $2 B C$ where the coefficients $c_{0}$ and $c_{2}$ are given by (7.1) and (7.3) with $m=0$ and $h=1$. Otherwise, we have the following:

Lemma 11. Suppose that $d \equiv 5(\bmod 8)$ and that $[A, B] \equiv[D, 1]$ or $[D+1,3]$ $(\bmod 4)$. Let the integer $\eta$ be defined by Theorem 1(ii) where the rational integer $r$ is chosen so that $r \not \equiv A(\bmod 2)$. Then $(1+\eta) / 2$ is an algebraic integer.

Proof. That the parity of $r$ may be chosen without loss of generality, is clear by Lemma 5. Now $\operatorname{tr}_{k}((1+\eta) / 2)=1 \in I_{k}$ and by (6.14)

$$
n_{k}((1+\eta) / 2)=(1-u s-(r-1) v-v \omega) / 4 \in I_{k}
$$

if and only if $v \equiv 0(\bmod 4)$ and $u s \equiv 1(\bmod 4)$. It is easily verified that $v$ and $u s$ take the values when the conditions of the lemma are satisfied. For example, when $[A, B] \equiv[D, 1](\bmod 4)$ we have, by $(6.1), s C \equiv D+r(\bmod 4)$ and, by (6.2),$u C \equiv D+r(\bmod 4)$, as $r$ is even. Thus $u s C^{2} \equiv(D+r)^{2} \equiv 1(\bmod 4)$, as $D$ is odd, so $u s \equiv 1(\bmod 4)$ because $C$ is odd. Moreover, (6.3) yields, on multiplication by $C$,

$$
v \equiv u C-s C \equiv 0(\bmod 4)
$$

A similar argument holds when $[A, B] \equiv[D+1,3](\bmod 4)$ and the lemma is proved.
(d) $m=h=1$. By $(7.8), z \equiv 1(\bmod 4)$ and by (7.7) $1+D+l-x y \equiv 0$ $(\bmod 4)$. This gives the unique solution of $(7.4)-(7.8)$ for $[A, B](\bmod 4)$ as set out below:

|  | $D \equiv 1(\bmod 4)$ | $D \equiv 3(\bmod 4)$ |
| :---: | :---: | :---: |
| $l \equiv 0(\bmod 2)$ | $[1,1]$ | $[3,1]$ |
| $l \equiv 1(\bmod 2)$ | $[1,0]$ | $[1,0]$ |

When $[A, B] \equiv[D, 1]$ or $[1,0](\bmod 4)$ there exists no integer of degree three in $\sqrt{\alpha}$ with denominator $2 B C$ and coefficients $c_{0}$ and $c_{2}$ given by (7.1) and (7.3) with $m=h=1$. But when $[A, B] \equiv[D, 1]$ or $[1,0](\bmod 4)$ we have already found integers of degree three in with denominator $2 B C$. This therefore completes our search for minimal integers of degree three in $\sqrt{\alpha}$, and our results are set out in the following:

Lemma 12. Suppose that $d \equiv 5(\bmod 8)$ and let $\eta=(r-1+\omega) \sqrt{\alpha} / C$, where the rational integer $r$ satisfies Theorem 1 and so may be chosen modulo 4 without loss of generality. Then a minimal integer of degree three in $\sqrt{\alpha}$ is given by:

$$
\beta_{3}= \begin{cases}(1+\eta) / 2 & \text { where } r \not \equiv A(\bmod 2) \\ & \text { if }[A, B] \equiv[D, 1] \text { or }[D+1,3](\bmod 4) \\ (\omega+\eta) / 2 & \text { where } r \equiv 1(\bmod 4), \text { if }[A, B] \equiv[1,0](\bmod 4) \\ \eta & \text { where } r \text { is arbitrary, otherwise }\end{cases}
$$

## 8. Tables of integral bases

Having constructed minimal integers of degrees one, two and, when $d \not \equiv 1(\bmod 8)$, degree three in $\sqrt{\alpha}$, we now have integral bases of the form
[ $\left.1, \beta_{1}, \beta_{2}, \beta_{3}\right]$ as explained in Section 3, for all dihedral number fields with quadratic subfield $Q(\sqrt{d}), d \neq 1(\bmod 8)$.

Table $1: d \equiv 2,3(\bmod 4)$.
Let $\eta=(r+\sqrt{d}) \sqrt{\alpha} / C$ where the rational integer $r$ satisfies Theorem 1 and is chosen so that $r \equiv d+2(\bmod 4)$.

| A | $B$ | $d$ | Integral basis |
| :---: | :---: | :---: | :---: |
|  | ODD |  | $[1, \sqrt{\alpha}, \sqrt{d}, \eta]$ |
| $1(\bmod 4)$ | $0(\bmod 4)$ | $2(\bmod 4)$ | $[1,(1+\sqrt{\alpha}) / 2, \sqrt{d},(\sqrt{d}+\eta) / 2]$ |
| $1(\bmod 4)$ | $0(\bmod 4)$ | $3(\bmod 4)$ | $[1,(1+\sqrt{\alpha}) / 2, \sqrt{d},(1+\sqrt{d}+\eta) / 2]$ |
| $1(\bmod 4)$ | $2(\bmod 4)$ | $2(\bmod 4)$ | $[1, \sqrt{\alpha}, \sqrt{d},(\sqrt{d}+\eta) / 2]$ |
| $3(\bmod 4)$ | $0(\bmod 4)$ | $2(\bmod 4)$ |  |
| $3(\bmod 4)$ | $2(\bmod 4)$ | $2(\bmod 4)$ |  |
| $1(\bmod 4)$ | $2(\bmod 4)$ | $3(\bmod 4)$ | $[1, \sqrt{\alpha}, \sqrt{d},(1+\sqrt{d}+\eta) / 2]$ |
| $3(\bmod 4)$ | $0(\bmod 4)$ | $3(\bmod 4)$ |  |
| $3(\bmod 4)$ | $2(\bmod 4)$ | $3(\bmod 4)$ |  |
| $0(\bmod 2)$ $2(\bmod 4)$ | $2(\bmod 4)$ $0(\bmod 2)$ | $2(\bmod 4)$ <br> $3(\bmod 4)$ | $[1, \sqrt{\alpha}, \sqrt{d}, \eta / 2]$ |
| $2(\bmod 8)$ | $0(\bmod 8)$ | $6(\bmod 8)$ | $[1, \sqrt{\alpha},(\sqrt{d}+\sqrt{\alpha}) / 2, \eta / 2]$ |
| $6(\bmod 8)$ | $0(\bmod 8)$ | $2(\bmod 8)$ |  |
| $2(\bmod 8)$ $6(\bmod 8)$ | $\begin{aligned} & 4(\bmod 8) \\ & 4(\bmod 8) \end{aligned}$ | $2(\bmod 8)$ <br> $6(\bmod 8)$ |  |
| $0(\bmod 8)$ | $2(\bmod 8)$ | $3(\bmod 8)$ | $[1, \sqrt{\alpha},(1+\sqrt{d}+\sqrt{\alpha}) / 2, \eta / 2]$ |
| $0(\bmod 8)$ | $6(\bmod 8)$ | $3(\bmod 8)$ |  |
| $4(\bmod 8)$ | $2(\bmod 8)$ | $7(\bmod 8)$ |  |
| $4(\bmod 8)$ | $2(\bmod 8)$ | $7(\bmod 8)$ |  |
| $2(\bmod 8)$ | $0(\bmod 8)$ | $2(\bmod 8)$ <br> $6(\mathrm{mod} 8)$ | $[1, \sqrt{\alpha},(\sqrt{d}+\sqrt{\alpha}) / 2,(2+\eta) / 4]$ |
| $2(\bmod 8)$ | $4(\bmod 8)$ | $6(\bmod 8)$ | $[1, \sqrt{\alpha},(\sqrt{d}+\sqrt{\alpha}) / 2,(2(1+\sqrt{d})+\eta) / 4]$ |
| $6(\bmod 8)$ | $4(\bmod 8)$ | $2(\bmod 8)$ |  |
| $0(\bmod 8)$ | $2(\bmod 8)$ | $7(\bmod 8)$ | $[1, \sqrt{\alpha},(1+\sqrt{d}+\sqrt{\alpha}) / 2,(2 \sqrt{d}+\eta) / 4]$ |
| $4(\bmod 8)$ | $2(\bmod 8)$ | $3(\bmod 8)$ |  |
| $0(\bmod 8)$ | $6(\bmod 8)$ | $7(\bmod 8)$ | $[1, \sqrt{\alpha},(\sqrt{d}+\sqrt{\alpha}) / 2,(2+\eta) / 4]$ |
| $4(\bmod 8)$ | $6(\bmod 8)$ | $3(\bmod 8)$ |  |

Table $2: d \equiv 5(\bmod 8)$.
Let $\eta=(r-1+(1+\sqrt{d}) / 2) \sqrt{\alpha} / C$, where the rational integer $r$ satisfies Theorem 1 and is chosen so that:

$$
\begin{aligned}
& r \equiv 1(\bmod 4) \text { if }[A, B] \equiv[1,0](\bmod 4) \\
& r \equiv 0(\bmod 2) \text { if } A \equiv 1(\bmod 2) \text { and } B \equiv 1(\bmod 4) \\
& r \equiv 1(\bmod 2) \text { if } A \equiv 0(\bmod 2) \text { and } B \equiv 3(\bmod 4)
\end{aligned}
$$

| $A$ | $B$ | Integral basis |
| :---: | :---: | :---: |
| $1(\bmod 4)$ | $0(\bmod 4)$ | $[1,(1+\sqrt{\alpha}) / 2,(1+\sqrt{d}) / 2,((1+\sqrt{d}) / 2+\eta) / 2]$ |
| $1(\bmod 2)$ | $1(\bmod 4)$ | $[1, \sqrt{\alpha},((1+\sqrt{d}) / 2+\sqrt{\alpha}) / 2,(1+\eta) / 2]$ |
| $0(\bmod 2)$ | $3(\bmod 4)$ | $[1, \sqrt{\alpha},(1+(1+\sqrt{d}) / 2+\sqrt{\alpha}) / 2,(1+\eta) / 2]$ |
| otherwise |  | $[1, \sqrt{\alpha},(1+\sqrt{d}) / 2, \eta]$ |
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