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DOUBLE OPTIMAL STOPPING
IN THE FISHING PROBLEM
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Abstract

In this paper we consider the following problem. An angler buys a fishing ticket that
allows him/her to fish for a fixed time. There are two locations to fish at the lake. The fish
are caught according to a renewal process, which is different for each fishing location.
The angler’s success is defined as the difference between the utility function, which is
dependent on the size of the fish caught, and the time-dependent cost function. These
functions are different for each fishing location. The goal of the angler is to find two
optimal stopping times that maximize his/her success: when to change fishing location
and when to stop fishing. Dynamic programming methods are used to find these two
optimal stopping times and to specify the expected success of the angler at these times.
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1. Introduction

The solution to the double optimal stopping problem, in the so-called ‘fishing problem’,
will be presented. Starr [10] was the first to consider a basic version of this problem, with
further generalizations given later by Starr and Woodroofe [11], Starr et al. [12], and Kramer
and Starr [8]. For a detailed review of the literature on the fishing problem, see [5, p. 1]. The
simple formulation of our double optimal stopping problem is as follows. An angler buys a
fishing ticket that allows him/her to fish for a fixed time t0. There are two locations to fish at the
lake and the angler can change his/her location at any time s. The fish are caught according to a
renewal process {Ni(t), t ≥ 0}, where Ni(t) denotes the number of fish caught during time t at
location i = 1, 2. Let Ti,n denote the capture time of the nth fish at location i (we fix T1,0 = 0
and T2,0 = s). Then the random variables Si,n = Ti,n − Ti,n−1 are independent and identically
distributed with continuous cumulative distribution function (CDF) Fi . The weights of the fish
caught at location i are given by a sequence of independent and identically distributed random
variables Xi,0, Xi,1, Xi,2, . . . with CDF Hi (we fix X1,0 = 0 and X2,0 = 0). The renewal
process is independent of the order in which the fish are caught. The angler’s success is defined
as the difference between the utility function gi : [0, ∞) → [0, Gi], which is dependent on the
size of the fish caught, and the time-dependent cost function ci : [0, t0] → [0, Ci]. We assume
that gi and ci are continuous and bounded functions, and, in addition, that ci is differentiable.
The utility function and the cost function differ at each location. In this way, based on the
opinion of the angler, each location can be modeled. For example, the angler may consider
one of the locations to yield a higher probability of catching the ‘best’ fish or to have a more
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comfortable pier. The mass of the fish caught up to time t by an angler who changes location
at time s is given by Ms

t = ∑N1(s∧t)
n=1 X1,n + ∑N2((t−s)+)

n=1 X2,n, where a ∧ b = min{a, b} and
(a)+ = max{a, 0}. Let Z(s, t) denote the angler’s payoff for stopping at time t if he/she
changes location at time s. The payoff can be expressed as

Z(s, t) =

⎧⎪⎨⎪⎩
g1(Mt) − c1(t) if t < s ≤ t0,

g1(Ms) − c1(s) + g2(M
s
t − Ms) − c2(t − s) if s ≤ t ≤ t0,

−C if t0 < t,

(1)

where C = C1 + C2. With the notation w2(m, s, m̃, t) = w1(m, s) + g2(m̃ − m) − c2(t − s)

and w1(m, t) = g1(m) − c1(t), (1) reduces to

Z(s, t) = 1{t<s≤t0} w1(Mt , t) + 1{s≤t≤t0} w2(Ms, s, M
s
t , t) − 1{t0<t} C. (2)

The extension considered here is motivated by the natural, more precise models of known real
applications of the fishing problem. The typical process of software testing consists of checking
subroutines. The consecutive stopping times are moments when the expert stops testing one
module and starts checking another module. Similarly, in proofreading the natural parts for
corrections are chapters or volumes. The consecutive stopping times are moments when the
proofreading process switches from one part to another.

2. The optimization problem

Let F t = σ(X1,0, T1,0, X1,1, T1,1, . . . , X1,N1(t), T1,N1(t)) denote the σ -field generated by
all events up to time t if the parameters remain unchanged, and let Fs,t = σ(Fs , X2,0,

T2,0, . . . , X2,N2(t−s), T2,N2(t−s)), s ≤ t , denote the σ -field generated by all events up to
time t if the parameters change at time s. For simplicity of notation, we set Fn := FT1,n

and Fs,n := Fs,T2,n . We will let M(Fn) denote the set of nonnegative and Fn-measurable
random variables. From now on, T and T s stand for the sets of stopping times with respect
to the σ -fields {Ft , t ≥ 0} and {Fs,t , 0 ≤ s ≤ t}, respectively. Furthermore, define the sets
Tn,K = {τ ∈ T : τ ≥ 0, T1,n ≤ τ ≤ T1,K} and T s

n,K = {τ ∈ T s : 0 ≤ s ≤ τ, T2,n ≤ τ ≤
T2,K} for n = 0, 1, . . . , K . Obviously, the angler wants to have as much success as possible
before his/her fishing ticket expires. Therefore, the angler’s goal is to find two optimal stopping
times τ ∗

1 and τ ∗
2 such that the expected gain is maximized:

E[Z(τ ∗
1 , τ ∗

2 )] = sup
τ1∈T

sup
τ2∈T τ1

E[Z(τ1, τ2)],

where τ ∗
1 is the time when the angler should change location and τ ∗

2 is the time when the angler
should stop fishing. These stopping times should be less than the fixed fishing time, t0. The
process Z(s, t) is piecewise-deterministic and belongs to the class of semi-Markov processes.
The optimal stopping of similar processes was studied in [1]. We use dynamic programming
methods to find these two optimal stopping times and to specify the expected success of the
angler. The methods used to obtain the solution are similar to those of [7]. Let us first observe
that by the properties of the conditional expectation we have

E[Z(τ ∗
1 , τ ∗

2 )] = sup
τ1∈T

E[E[Z(τ1, τ
∗
2 ) | Fτ1 ]] = sup

τ1∈T
E[J (τ1)],

where
J (s) = E[Z(s, τ ∗

2 ) | Fs] = ess sup
τ2∈T s

E[Z(s, τ2) | Fs]. (3)
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Therefore, in order to find τ ∗
1 and τ ∗

2 , we have to calculate J (s) first. The process J (s)

corresponds to the value of the revenue function in the single stopping problem if the observation
starts at time s.

3. Construction of the second optimal stopping time

In this section we find the solution to the single stopping problem defined by (3). We first
solve the problem for a fixed number of catches, and then we consider the case in which an
infinite number of fish are caught. In this section we fix s, the time when the angler changes
location, and m = Ms , the mass of the fish caught at time s.

3.1. A fixed number of catches

In this subsection we look for an optimal stopping time τ ∗
2,0,K := τ ∗

2,K such that

E[Z(s, τ ∗
2,K) | Fs] = ess sup

τ∈T s
0,K

E[Z(s, τ ) | Fs],

where s ≥ 0 is the (fixed) time when the angler changes location and K is the maximum number
of catches which can occur. Let us define, for n = K, . . . , 1, 0,

�s
n,K = ess sup

τ∈T s
n,K

E[Z(s, τ ) | Fs,n] = E[Z(s, τ ∗
2,n,K) | Fs,n], (4)

and observe that �s
K,K = Z(s, T2,K). The following lemma (see [2, p. 308]) plays a crucial

role in our subsequent considerations.

Lemma 1. If τ1 ∈ T and τ2 ∈ T s , then there exist R1,n ∈ M(Fn) and R2,n ∈ M(Fs,n),
respectively, such that τi ∧ Ti,n+1 = (Ti,n + Ri,n) ∧ Ti,n+1 on {τi ≥ Ti,n}, i = 1, 2, almost
surely (a.s.).

Now we derive the dynamic programming equations satisfied by �s
n,K . To simplify the

notation, we write Mt = Ms
t for t ≤ s, Mn = MT1,n , Ms

n = Ms
T2,n

, and F̄i = 1 − Fi .

Theorem 1. Let s ≥ 0 be the time when the angler changes location. For n = K − 1, K −
2, . . . , 0,

�s
K,K = Z(s, T2,K),

�s
n,K = ess sup

R2,n∈M(Fs,n)

ϑn,K(Ms, s, M
s
n, T2,n, R2,n) a.s.,

where

ϑn,K(m, s, m̃, t, r) = 1{t≤t0}(F̄2(r)[1{r≤t0−t} w2(m, s, m̃, t + r) − C 1{r>t0−t}]
+ E[1{S2,n+1≤r} �s

n+1,K | Fs,n]) − C 1{t>t0}.

Proof. First observe that the form of �s
n,K for the case in which T2,n > t0 is obvious from

(1) and (4). By Lemma 1, for τ ≥ T2,n, we have

{τ < T2,n+1} = {τ ∧ T2,n+1 < T2,n+1} = {T2,n + R2,n < T2,n+1},
and this gives

{τ < T2,n+1} = {S2,n+1 > R2,n}, {τ ≥ T2,n+1} = {S2,n+1 ≤ R2,n}. (5)
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Assume that T2,K−1 ≤ t0 and take any τ ∈ T s
K−1,K . According to Lemma 1 and (5) we obtain

E[Z(s, τ ) | Fs,K−1] = E[Z(s, (T2,K−1 + R2,K−1) ∧ T2,K) | Fs,K−1]
= E[1{S2,K≤R2,K−1} Z(s, T2,K) | Fs,K−1]

+ E[1{S2,K>R2,K−1} Z(s, T2,K−1 + R2,K−1) | Fs,K−1].
From (2), and by the definition of �s

K,K , we conclude that, for τ ∈ T s
K−1,K ,

E[Z(s, τ ) | Fs,K−1] = (1{R2,K−1≤t0−T2,K−1} w2(Ms, s, M
s
K−1, T2,K−1 + R2,K−1)

− C 1{R2,K−1>t0−T2,K−1})F̄2(R2,K−1)

+ E[1{S2,K≤R2,K−1} �s
K,K | Fs,K−1].

Now suppose that T2,n−1 ≤ t0 and that the lemma holds for some n = 1, . . . , K − 1. Let us
take any τ ∈ T s

n−1,K . According to (5) and the properties of the conditional expectation,

E[Z(s, τ ) | Fs,n−1] = E[1{S2,n≤R2,n−1} E[Z(s, τ ∨ T2,n) | Fs,n] | Fs,n−1]
+ E[1{S2,n>R2,n−1} Z(s, τ ∧ T2,n) | Fs,n−1], (6)

where a ∨ b = max{a, b}. Note that, by Lemma 1,

E[1{S2,n>R2,n−1} Z(s, τ ∧ T2,n) | Fs,n−1] = E[1{S2,n>R2,n−1} Z(s, T2,n−1 + R2,n−1) | Fs,n−1],
and this clearly forces

E[Z(s, τ ) | Fs,n−1] = E[1{S2,n≤R2,n−1} E[Z(s, τ ∨ T2,n) | Fs,n] | Fs,n−1]
+ F̄2(R2,n−1)(1{R2,n−1≤t0−T2,n−1} w2(Ms, s, M

s
n−1, T2,n−1 + R2,n−1)

− C 1{R2,n−1>t0−T2,n−1}).

Since τ ∨ T2,n ∈ T s
n,K , we apply the induction hypothesis and obtain

E[Z(s, τ )|Fs,n−1] ≤ E[1{S2,n≤R2,n−1} �s
n,K | Fs,n−1]

+ F̄2(R2,n−1)(1{R2,n−1≤t0−T2,n−1} w2(Ms, s, M
s
n−1, T2,n−1 + R2,n−1)

− C 1{R2,n−1>t0−T2,n−1})
≤ ess sup

R2,n−1∈M(Fs,n−1)

ϑn−1,K(Ms, s, M
s
n−1, T2,n−1, R2,n−1) a.s.

This gives

�s
n−1,K ≤ ess sup

R2,n−1∈M(Fs,n−1)

ϑn−1,K(Ms, s, M
s
n−1, T2,n−1, R2,n−1) a.s.

Let us define, for any R2,n, the stopping time

σ =
{

τ ∗
2,n,K if R2,n−1 ≥ S2,n,

T2,n−1 + R2,n−1 if R2,n−1 < S2,n,

where τ ∗
2,n,K is such that �s

n,K = E[Z(s, τ ∗
2,n,K) | Fs,n]. We conclude from (4) that �s

n−1,K ≥
E[Z(s, σ ) | Fs,n−1] for all R2,n−1 ∈ M(Fs,n−1), and it follows that

�s
n−1,K ≥ ess sup

R2,n−1∈M(Fs,n−1)

ϑn−1,K(Ms, s, M
s
n−1, T2,n−1, R2,n−1),

which completes the proof.
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The following remark results from the analytical properties of the function ϑn,K .

Remark 1. There exists an R∗
2,n such that �s

n,K = ϑn,K(Ms, s, M
s
n, T2,n, R

∗
2,n).

Theorem 2. Let {R∗
2,i}Ki=0 ∈ M(Fs,i ) for every i = 0, 1, . . . , K , and let R∗

2,K = 0. More-
over, for n = 0, . . . , K , set ηs

n,K = K ∧ inf{i ≥ n : R∗
2,i < S2,i+1}. Then �s

n,K =
E[Z(s, τ ∗

2,n,K) | Fs,n], where τ ∗
2,n,K = T2,ηs

n,K
+ R∗

2,ηs
n,K

.

Proof. Note that τ ∗
2,n,K can be expressed as

τ ∗
2,n,K =

{
τ ∗

2,n+1,K if R∗
2,n ≥ S2,n+1,

T2,n + R∗
2,n if R∗

2,n < S2,n+1,
(7)

and τ ∗
2,K,K = T2,K . Let us check the backward induction hypothesis for n = K − 1. From (7),

carrying out similar calculations to those in the proof of Theorem 1, we obtain

E[Z(s, τ ∗
2,K−1,K) | Fs,K−1] = E[Z(s, (T2,K−1 + R∗

2,K−1) ∧ T2,K) | Fs,K−1] = �s
K−1,K .

Now assume that E[Z(s, τ ∗
2,n,K) | Fs,n] = �s

n,K for some n = 1, . . . , K − 1. From (7),

E[Z(s, τ ∗
2,n−1,K) | Fs,n−1] = E[1{S2,n>R∗

2,n−1} Z(s, T2,n−1 + R∗
2,n−1) | Fs,n−1]

+ E[1{S2,n≤R∗
2,n−1} Z(s, τ ∗

2,n,K) | Fs,n−1].
Proceeding as in the proof of Theorem 1 (see (6)) and using the induction hypothesis, we find
that E[Z(s, τ ∗

2,n−1,K) | Fs,n−1] = �s
n−1,K .

Lemma 2. We have �s
n,K = γ

s,Ms

K−n (Ms
n, T2,n) for n = K, . . . , 0, where the sequence of func-

tions γ
s,m
j is given recursively as

γ
s,m
0 (m̃, t) = 1{t≤t0} w2(m, s, m̃, t) − C 1{t>t0},

γ
s,m
j (m̃, t) = 1{t≤t0} sup

r≥0
κ2,γ

s,m
j−1

(m, s, m̃, t, r) − C 1{t>t0}, (8)

where
κ2,δ(m, s, m̃, t, r) = F̄2(r)(1{r≤t0−t} w2(m, s, m̃, t + r) − C 1{r>t0−t})

+
∫ r

0
dF2(z)

∫ ∞

0
δ(m̃ + x, t + z) dH2(x)

for any function δ.

Proof. As the case in which t > t0 is obvious, we assume that T2,n ≤ t0 for n = 0, . . . , K−1.
Note that, according to Theorem 1, �s

K,K = γ
s,Ms

0 (Ms
K, T2,K); thus, the lemma is satisfied for

n = K . Let n = K − 1. Then Theorem 1 and the induction hypothesis yield

�s
K−1,K = ess sup

R2,K−1∈M(Fs,K−1)

(E[1{S2,K≤R2,K−1} γ
s,Ms

0 (Ms
K, T2,K) | Fs,K−1]

+ {1{R2,K−1≤t0−T2,K−1} w2(Ms, s, M
s
K−1, T2,K−1 + R2,K−1)

− C 1{R2,K−1>t0−T2,K−1}}F̄2(R2,K−1)) a.s., (9)

where Ms
K = Ms

K−1 + X2,K , T2,K = T2,K−1 + S2,K , and the random variables X2,K

and S2,K are independent of Fs,K−1. Moreover, the random variables R2,K−1, Ms
K−1, and
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T2,K−1 are Fs,K−1-measurable. The expectation under the ess sup in (9) can be expressed

as
∫ R2,K−1

0 dF2(z)
∫ ∞

0 γ
s,Ms

0 (Ms
K−1 + x, T2,K−1 + z) dH2(x), and it follows that �s

K−1,K =
γ

s,Ms

1 (Ms
K−1, T2,K−1) a.s. Suppose that �s

n,K = γ
s,Ms

K−n (Ms
n, T2,n) for any n = 1, . . . , K − 1.

Similarly to before, we conclude, by Theorem 1 and the induction hypothesis, that

�s
n−1,K

= ess sup
R2,n−1∈M(Fs,n−1)

(
{1{R2,n−1≤t0−T2,n−1} w2(Ms, s, M

s
n−1, T2,n−1 + R2,n−1)

− C 1{R2,n−1>t0−T2,n−1}}F̄2(R2,n−1)

+
∫ R2,n−1

0
dF2(z)

∫ ∞

0
γ

s,Ms

K−n (Ms
n−1 + x, T2,n−1 + z) dH2(x)

)
a.s.;

therefore, �s
n−1,K = γ

s,Ms

K−(n−1)(M
s
n−1, T2,n−1).

From now on, we will use αi to denote the hazard rate of Fi (i.e. αi = fi/F̄i) and, for
notational ease, set 
i(a) = E[gi(a + Xi) − gi(a)].
Proposition 1. For j = 0, 1, . . . , K , the sequence of functions γ

s,m
j can be expressed as

γ
s,m
j (m̃, t) = 1{t≤t0}(w2(m, s, m̃, t) + y2,j (m̃ − m, t − s, t0 − t)) − C 1{t>t0},

where y2,j (a, b, c) is given recursively as

y2,0(a, b, c) = 0, y2,j (a, b, c) = max
0≤r≤c

φ2,y2,j−1(a, b, c, r),

and

φ2,δ(a, b, c, r) =
∫ r

0
F̄2(z)(α2(z){
2(a) + E[δ(a + X2, b + z, c − z)]} − c′

2(b + z)) dz.

Proof. Clearly,∫ r

0
dF2(z)

∫ ∞

0
γ

s,m
j−1(m̃ + x, t + z) dH2(x) = E[1{S2≤r} γ

s,m
j−1(m̃ + X2, t + S2)],

where S2 has CDF F2 and X2 has CDF H2. Since κ2,γ
s,m
j−1

(m, s, m̃, t, r) is continuous for
r ∈ [0, t0 − t], the supremum in (8) can be changed into a maximum. Let r > t0 − t . Then

κ2,γ
s,m
j−1

(m, s, m̃, t, r) = E[1{S2≤t0−t} γ
s,m
j−1(m̃ + X2, t + S2)] − CF̄2(t0 − t)

≤ E[1{S2≤t0−t} γ
s,m
j−1(m̃ + X2, t + S2)]

+ F̄2(t0 − t)w2(m, s, m̃, t0)

= κ2,γ
s,m
j−1

(m, s, m̃, t, t0 − t).

The above calculations yield, for j = 0, 1, . . . , K ,

γ
s,m
j (m̃, t) = 1{t≤t0} max

0≤r≤t0−t
ϕj (m, s, m̃, t, r) − C 1{t>t0},

where ϕj (m, s, m̃, t, r) = F̄2(r)w2(m, s, m̃, t + r) + E[1{S2≤r} γ
s,m
j−1(m̃ + X2, t + S2)]. We

have t + z ≤ t0 for z ≤ r, r ≤ t0 − t , and for this reason we can consider the cases in which
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t ≤ t0 and t > t0 separately. Consider the t ≤ t0 case. Then γ
s,m
0 (m̃, t) = w2(m, s, m̃, t) and

the hypothesis is true for j = 0. The task is now to calculate γ
s,m
j+1(m̃, t) given γ

s,m
j (·, ·). The

induction hypothesis implies that, for t ≤ t0,

ϕj+1(m, s, m̃, t, r) = F̄2(r)w2(m, s, m̃, t + r) + E[1{S2≤r} γ
s,m
j (m̃ + X2, t + S2)]

= g1(m) − c1(s) + F̄2(r)(g2(m̃ − m) − c2(t − s + r))

+
∫ r

0
f2(z)(E[g2(m̃ − m + X2)] − c2(t − s + z)

+ E[y2,j (m̃ − m + X2, t − s + z, t0 − t − z)]) dz.

It is clear that, for any a and b,

F̄2(r)(g2(a) − c2(b + r)) = g2(a) − c2(b)

−
∫ r

0
(f2(z)[g2(a) − c2(b + z)] + F̄2(z)c

′
2(b + z)) dz;

therefore,

ϕj+1(m, s, m̃, t, r)

= w2(m, s, m̃, t) +
∫ r

0
F̄2(z)(−c′

2(t − s + z)

+ α2(z){
2(m̃ − m)

+ E[y2,j (m̃ − m + X2, t − s + z, t0 − t − z)]}) dz.

The case in which t > t0 is trivial. This completes the proof.

Following the approach of [4], we find a second optimal stopping time. Let B = B([0, ∞)×
[0, t0] × [0, t0]) be the space of all bounded, continuous functions with the norm ‖δ‖ =
supa,b,c |δ(a, b, c)|. It is easy to check that B equipped with the supremum norm is a complete
space. The operator 2 : B → B is defined by

(2δ)(a, b, c) = max
0≤r≤c

φ2,δ(a, b, c, r). (10)

Let us observe that y2,j (a, b, c) = (2y2,j−1)(a, b, c). Remark 1 now implies that there exists
a function r∗

2,j such that y2,j (a, b, c) = φ2,y2,j−1(a, b, c, r∗
2,j (a, b, c)), and this gives

γ
s,m
j (m̃, t) = 1{t≤t0}(φ2,y2,j−1(m̃ − m, t − s, t0 − t, r∗

2,j (m̃ − m, t − s, t0 − t))

+ w2(m, s, m̃, t)) − C 1{t>t0}.

The following theorem, which determines the optimal stopping times τ ∗
2,n,K , is a consequence

of the above considerations.

Theorem 3. Let R∗
2,i = r∗

2,K−i (M
s
i − Ms, T2,i − s, t0 − T2,i ) for i = 0, 1, . . . , K . Moreover,

let ηs
n,K = K ∧ inf{i ≥ n : R∗

2,i < S2,i+1}. Then the stopping time τ ∗
2,n,K = T2,ηs

n,K
+ R∗

2,ηs
n,K

is optimal in the class T s
n,K and �s

n,K = E[Z(s, τ ∗
2,n,K) | Fs,n].
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3.2. An infinite number of catches

The task is now to find the function J (s) and the stopping time τ ∗
2 that is optimal in the T s

class. In order to obtain the solution to the single stopping problem for an infinite number of
catches, it is necessary to set the restriction that F2(t0) < 1.

Lemma 3. If F2(t0) < 1 then the operator 2 : B → B defined in (10) is a contraction.

Proof. Let δi ∈ B for i = 1, 2. It is easily seen that there exists a ρi such that

(2δi)(a, b, c) = φ2,δi
(a, b, c, ρi).

Thus, we obtain

(2δ1)(a, b, c) − (2δ2)(a, b, c) = φ2,δ1(a, b, c, ρ1) − φ2,δ2(a, b, c, ρ2)

≤ φ2,δ1(a, b, c, ρ1) − φ2,δ2(a, b, c, ρ1)

=
∫ ρ1

0
dF2(z)

∫ ∞

0
(δ1 − δ2)(a + x, b + z, c − s) dH2(x)

≤
∫ ρ1

0
dF2(z)

∫ ∞

0
sup
a,b,c

|(δ1 − δ2)(a, b, c)| dH2(x)

≤ F2(ρ1)‖δ1 − δ2‖
≤ σ‖δ1 − δ2‖,

where σ = F2(t0). Similarly to before, (2δ2)(a, b, c) − (2δ1)(a, b, c) ≤ σ‖δ2 − δ1‖.
Finally, we conclude that ‖2δ1 − 2δ2‖ ≤ σ‖δ1 − δ2‖, where σ ∈ [0, 1).

Remark 2. Applying Remark 1, Lemma 3, and the fixed point theorem we conclude that there
exists a y2 ∈ B such that y2 = 2y2 and limK→∞ ‖y2,K − y2‖ = 0.

According to Remark 2, y2 is a uniform limit of y2,K when K tends to ∞, which implies
that y2 is measurable and γ s,m = limK→∞ γ

s,m
K is given by

γ s,m(m̃, t) = 1{t≤t0}(w2(m, s, m̃, t) + y2(m̃ − m, t − s, t0 − t)) − C 1{t>t0}.

We now calculate the optimal strategy and the expected gain for an angler who has changed
fishing location.

Theorem 4. If F2(t0) < 1, with density function f2, then

(i) for n ∈ N, the limit τ ∗
2,n = limK→∞ τ ∗

2,n,K a.s. exists and τ ∗
2,n ≤ t0 is an optimal stopping

rule in the set T s ∩ {τ ≥ T2,n},
(ii) E[Z(s, τ ∗

2,n) | Fs,n] = γ s,m(Ms
n, T2,n) a.s.

Proof. (i) Let us first prove the existence of τ ∗
2,n. By the definition of �s

n,K+1 we have

�s
n,K+1 = ess sup

τ∈T s
n,K

E[Z(s, τ ) | Fs,n] ∨ ess sup
τ∈T s

K,K+1

E[Z(s, τ ) | Fs,n]

= E[Z(s, τ ∗
2,n,K) | Fs,n] ∨ E[Z(s, σ ∗)|Fs,n];

thus, we observe that τ ∗
2,n,K+1 is equal to τ ∗

2,n,K or σ ∗, where τ ∗
2,n,K ∈ T s

n,K and σ ∗ ∈ T s
K,K+1.

It follows that τ ∗
2,n,K+1 ≥ τ ∗

2,n,K , which implies that the sequence τ ∗
2,n,K is nondecreasing with

https://doi.org/10.1239/jap/1245676097 Published online by Cambridge University Press

https://doi.org/10.1239/jap/1245676097


Double optimal stopping in the fishing problem 423

respect to K . Moreover, R∗
2,i ≤ t0 − T2,i for all i = 0, . . . , K; thus, τ ∗

2,n,K ≤ t0 and, therefore,
τ ∗

2,n ≤ t0 exists.
Now define the process ξ s(t) = (t, Ms

t , V (t)), where s is fixed and V (t) = t − T2,N2(t).
Here ξ s(t) is a Markov process with state space [s, t0] × [m, ∞) × [0, ∞). In general, the
infinitesimal operator for ξ s is given by

Aps,m(t, m̃, v) = ∂

∂t
ps,m(t, m̃, v) + ∂

∂v
ps,m(t, m̃, v)

+ α2(v)

(∫
R+

ps,m(t, x, 0) dH2(x) − ps,m(t, m̃, v)

)
,

where ps,m(t, m̃, v) : [0, ∞)×[0, ∞)×[0, ∞) → R is continuous, bounded, and measurable,
with bounded left-hand derivatives with respect to t and v (see [1] and [9]). Note that, for t ≥ s,
the process Z(s, t) can be expressed as Z(s, t) = ps,m(ξ s(t)), where

ps,m(ξ s(t)) =
{

g1(m) − c1(s) + g2(M
s
t − m) − c2(t − s) if s ≤ t ≤ t0,

−C if t0 < t.

It easily follows that in our case Aps,m(t, m̃, v) = 0 for t0 < t and

Aps,m(t, m̃, v) = α2(v)(E[g2(m̃ + X2 − m)] − g2(m̃ − m)) − c′
2(t − s) (11)

for s ≤ t ≤ t0. The process ps,m(ξ s(t)) − ps,m(ξ s(s)) − ∫ t

s
(Aps,m)(ξ s(z)) dz is a martingale

with respect to σ(ξs(z), z ≤ t), which is the same as Fs,t . This result can be found in [3].
Since τ ∗

2,n,K ≤ t0, applying Dynkin’s formula we obtain

E[ps,m(ξ s(τ ∗
2,n,K)) | Fs,n] − ps,m(ξ s(T2,n)) = E

[∫ τ∗
2,n,K

T2,n

(Aps,m)(ξ s(z)) dz

∣∣∣∣ Fs,n

]
. (12)

From (11) we conclude that∫ τ∗
2,n,K

T2,n

(Aps,m)(ξ s(z)) dz = (E[g2(M
s
n + X2 − m)] − g2(M

s
n − m))

∫ τ∗
2,n,K

T2,n

α2(z − T2,n) dz

−
∫ τ∗

2,n,K

T2,n

c′
2(z − s) dz.

Moreover, let us check that∣∣∣∣∫ τ∗
2,n,K

T2,n

α2(z − T2,n) dz

∣∣∣∣ ≤ 1

F̄2(t0)

∫ τ∗
2,n,K

T2,n

f2(z − T2,n) dz ≤ 1

F̄2(t0)
< ∞,∣∣∣∣∫ τ∗

2,n,K

T2,n

c′
2(z − s) dz

∣∣∣∣ = |c2(τ
∗
2,n,K − s) − c2(T2,n − s)| < ∞,

|E[g2(M
s
n + X2 − m)] − g2(M

s
n − m)| < ∞,

where the two last inequalities result from the fact that the functions g2 and c2 are bounded. On
account of the above observation, we can use the dominated convergence theorem to obtain

lim
K→∞ E

[∫ τ∗
2,n,K

T2,n

(Aps,m)(ξ s(z)) dz

∣∣∣∣ Fs,n

]
= E

[∫ τ∗
2,n

T2,n

(Aps,m)(ξ s(z)) dz

∣∣∣∣ Fs,n

]
. (13)
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Since τ ∗
2,n ≤ t0, applying Dynkin’s formula to the left-hand side of (13) we conclude that

E

[∫ τ∗
2,n

T2,n

(Aps,m)(ξ s(z)) dz

∣∣∣∣ Fs,n

]
= E[ps,m(ξ s(τ ∗

2,n)) | Fs,n] − ps,m(ξ s(T2,n)) a.s. (14)

Combining (12), (13), and (14) we see that

lim
K→∞ E[ps,m(ξ s(τ ∗

2,n,K)) | Fs,n] = E[ps,m(ξ s(τ ∗
2,n)) | Fs,n] a.s.; (15)

hence,
lim

K→∞ E[Z(s, τ ∗
2,n,K) | Fs,n] = E[Z(s, τ ∗

2,n) | Fs,n].
We now prove the optimality of τ ∗

2,n in the class T s ∩ {τ2,n ≥ T2,n}. Let τ ∈ T s ∩ {τ2,n ≥ T2,n}.
It is clear that τ ∧ T2,K ∈ T s

n,K . As τ ∗
2,n,K is optimal in the class T s

n,K , we have

lim
K→∞ E[ps,m(ξ s(τ ∗

2,n,K)) | Fs,n] ≥ lim
K→∞ E[ps,m(ξ s(τ ∧ T2,K)) | Fs,n]. (16)

From (15) and (16), we conclude that E[ps,m(ξ s(τ ∗
2,n)) | Fs,n] ≥ E[ps,m(ξ s(τ )) | Fs,n] for

any stopping time τ ∈ T s ∩ {τ ≥ T2,n}, which implies that τ ∗
2,n is optimal in this class.

(ii) Lemma 2 and (15) lead to E[Z(s, τ ∗
2,n) | Fs,n] = γ s,Ms (Ms

n, T2,n).

The remainder of this section will be devoted to the proof of the left-hand differentiability
of the function γ s,m(m, s) with respect to s. This property is necessary to construct the first
optimal stopping time. Let δ(0, 0, c) ∈ B be denoted by δ̄(c).

Lemma 4. Let ν̄(c) = 2δ̄(c), where δ̄(c) ∈ B and |δ̄′+(c)| ≤ A1, A1 ∈ R
+, for c ∈ [0, t0).

Then |ν̄′+(c)| ≤ A2, A2 ∈ R
+.

Proof. First observe that ν̄′+(c) exists because ν̄(c) = max0≤r≤c φ̄2(c, r), where φ̄2(c, r)

is differentiable with respect to c and r . Let us fix h ∈ (0, t0 − c), and define the functions
δ̄1(c) = δ̄(c + h) ∈ B and δ̄2(c) = δ̄(c) ∈ B. It is obvious that ‖2δ̄1 − 2δ̄2‖ ≥ |2δ̄1(c) −
2δ̄2(c)| = |2δ̄(c+h)−2δ̄(c)|. On the other hand, using Taylor’s formula for the right-hand
derivatives we obtain

‖δ̄1 − δ̄2‖ = sup
c∈[0,t0)

|δ̄(c + h) − δ̄(c)| ≤ h sup
c∈[0,t0)

|δ̄′+(c)| + |o(h)|.

From the above and Lemma 3, it follows that

|2δ̄(c + h) − 2δ̄(c)| < σ
{
h sup

c∈[0,t0)

|δ′+(c)| + |o(h)|
}
;

therefore,

−σ

{
sup

c∈[0,t0)

|δ̄′+(c)| + |o(h)|
h

}
≤ ν̄(c + h) − ν̄(c)

h
≤ σ

{
sup

c∈[0,t0)

|δ̄′+(c)| + |o(h)|
h

}
.

Letting h → 0+ gives |ν̄′+(c)| ≤ σA1 = A2.

The significance of Lemma 4 is such that the function ȳ(t0 − s) = y2(0, 0, t0 − s), where y2
was introduced in Remark 2, has bounded left-hand derivatives with respect to s for s ∈ (0, t0].
The following remark is an important consequence of this fact.
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Remark 3. The function γ s,m can be expressed as

γ s,m(m, s) = 1{s≤t0} u(m, s) − C 1{s>t0},

where u(m, s) = g1(m) − c1(s) + g2(0) − c2(0) + ȳ2(t0 − s) is continuous, bounded, and
measurable, with bounded left-hand derivatives with respect to s.

At the end of this section, we determine the conditional value function of the second optimal
stopping problem. According to (3), Theorem 4, and Remark 3, we have

J (s) = E[Z(s, τ ∗
2 ) | Fs] = γ s,Ms (Ms, s) a.s. (17)

4. Construction of the first optimal stopping time

In this section we formulate the solution to the double stopping problem. Let us first note that
the function u(m, s) has similar properties to the function w2(m, s, m̃, t) and that the process
J (s) has a similar structure to the process Z(s, t). Therefore, we can proceed as in Section 3
to obtain J (s). Let us again define

�n,K = ess sup
τ1∈Tn,K

E[J (τ1) | Fn], n = K, . . . , 1, 0,

which fulfills the following representation lemma.

Lemma 5. We have �n,K = γK−n(Mn, T1,n) for n = K, . . . , 0, where the sequence of func-
tions γj can be expressed as

γj (m, s) = 1{s≤t0}(u(m, s) + y1,j (m, s, t0 − s)) − C 1{s>t0},

where y1,j (a, b, c) is given recursively as

y1,0(a, b, c) = 0, y1,j (a, b, c) = max
0≤r≤c

φ1,y1,j−1(a, b, c, r),

and

φ1,δ(a, b, c, r) =
∫ r

0
F̄1(z)(α1(z)[
1(a) + E[δ(a + X1, b + z, c − z)]]

− ȳ′
2−(c − z) + c′

1(b + z))) dz.

Lemma 5 is a combination of Lemma 2 and Remark 1 from Subsection 3.1. Let the operator
1 : B → B be defined as

(1δ)(a, b, c) = max
0≤r≤c

φ1,δ(a, b, c, r). (18)

Lemma 5 implies that there exists a function r∗
1,j such that

γj (m, s) = 1{s≤t0}(u(m, s) + φ1,y1,j−1(m, s, t0 − s, r∗
1,j (m, s, t0 − s))) − C 1{s>t0}.

We can now state the analogue of Theorem 3.

Theorem 5. Let R∗
1,i = r∗

1,K−i (Mi, T1,i , t0 − T1,i ) for i = 0, 1, . . . , K . Moreover, let ηn,K =
K ∧ inf{i ≥ n : R∗

1,i < S1,i+1}. Then τ ∗
1,n,K = T1,ηn,K

+ R∗
1,ηn,K

is optimal in the class Tn,K

and �n,K = E[J (τ ∗
1,n,K) | Fn].

https://doi.org/10.1239/jap/1245676097 Published online by Cambridge University Press

https://doi.org/10.1239/jap/1245676097


426 A. KARPOWICZ

The following results may be proved in much the same way as the analogous theorems in
Section 3.

Lemma 6. If F1(t0) < 1 then the operator 1 : B → B defined in (18) is a contraction.

Remark 4. There exists a y1 ∈ B such that y1 = 1y1 and limK→∞ ‖y1,K − y1‖ = 0.

Remark 4 implies that γ = limK→∞ γK is given by

γ (m, s) = 1{s≤t0}(u(m, s) + y1(m, s, t0 − s)) − C 1{s>t0}.

We can now formulate our main result.

Theorem 6. If F1(t0) < 1, with density function f1, then

(i) for n ∈ N, the limit τ ∗
1,n = limK→∞ τ ∗

1,n,K a.s. exists and τ ∗
1,n ≤ t0 is an optimal stopping

rule in the set T ∩ {τ ≥ T1,n},
(ii) E[J (τ ∗

1,n) | Fn] = γ (Mn, T1,n) a.s.

Proof. The proof follows similarly to the proof of Theorem 4, except that the form of
the infinitesimal operator is different. Define the process ξ(s) = (s, Ms, V (s)), where V (s) =
s−T1,N1(s). As before, ξ(s) is a Markov process with state space [0, t0]×[0, ∞)×[0, ∞). Note
that J (s) can be expressed as J (s) = p(ξ(s)), where p(s, m, v) : [0, t0]×[0, ∞)×[0, ∞) → R

is continuous, bounded, and measurable, with bounded left-hand derivatives with respect to s

and v. It is easily seen that

Ap(s, m, v) = α1(v)(E[g1(m + X1)] − g1(m)) − (ȳ′
2−(t0 − s) + c′

1(s)) for s ≤ t0.

The rest of the proof follows that of Theorem 4.

Summarizing, the solution to the double stopping problem is given by

E[Z(τ ∗
1 , τ ∗

2 )] = E[J (τ ∗
1 )] = γ (M0, T1,0) = γ (0, 0),

where τ ∗
1 and τ ∗

2 are defined according to Theorem 6 and Theorem 4, respectively.

5. Examples

The form of the solution means that it is difficult to calculate analytically. In this section we
present examples for which an analytic solution can be calculated.

Proposition 2. If the process ζ2(t) = Aps,m(ξ s(t)) has decreasing paths then the second
optimal stopping time is given by τ ∗

2,n = inf{t ∈ [T2,n, t0] : Aps,m(ξ s(t)) ≤ 0}. On the other
hand, if ζ2(t) has nondecreasing paths then the second optimal stopping time is equal to t0.
Similarly, if the process ζ1(s) = Ap(ξ(s)) has decreasing paths then the first optimal stopping
time is given by τ ∗

1,n = inf{s ∈ [T1,n, t0] : Ap(ξ(s)) ≤ 0}. On the other hand, if ζ1(s) has
nondecreasing paths then the first optimal stopping time is equal to t0.

Proof. We conclude from (14) that

E[Z(s, τ ∗
2,n) | Fs,n] = Z(s, T2,n) + E

[∫ τ∗
2,n

T2,n

(Aps,m)(ξ s(z)) dz

]
a.s.

Applying the results of [6] completes the proof.
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Corollary 1. If S2 has exponential distribution with constant hazard rate α2, g2 is increasing
and concave, c2 is convex, t2,n = T2,n, and ms

n = Ms
n, then

τ ∗
2,n = inf{t ∈ [t2,n, t0] : α2(E[g2(m

s
n + X2 − m)] − g2(m

s
n − m))] ≤ c′

2(t − s)}, (19)

where s is the time when the angler changes fishing location. Moreover, if S1 has exponential
distribution with constant hazard rate α1, g1 is increasing and concave, c1 is convex, t1,n = T1,n,
and mn = Mn, then

τ ∗
1,n = inf{s ∈ [t1,n, t0] : α1(E[g1(mn + X1)] − g1(mn)) ≤ c′

1(s)}.
Proof. The forms of τ ∗

1,n and τ ∗
2,n are given in Proposition 2. Let us observe that, by our

assumptions, ζ2(t) = α2
2(M
s
t − m) − c′

2(t − s) has decreasing paths for t ∈ [T2,n, T2,n+1).
It suffices to prove that

ζ2(T2,n) − ζ2(T
−
2,n) = α2(
2(M

s
n − m) − 
2(M

s
n−1 − m)) < 0 for all n ∈ N.

It remains to check that ȳ′
2−(t0 − s) = 0. We see that τ ∗

2 = τ ∗
2 (s) is deterministic, which is

clear from (19). Let us note that if s ≤ t0 then combining (14), (15), and (17) gives

γ s,m(m, s) = E[Z(s, τ ∗
2 ) | Fs] = Z(s, s) + E

[∫ τ∗
2

s

(Aps,m)(ξ s(z)) dz

∣∣∣∣ Fs

]
.

By Remark 3, it follows that

ȳ2(t0 − s) = E

[∫ τ∗
2 (s)

s

(Aps,m)(ξ s(z)) dz

]
=

∫ τ∗
2 (s)

s

(α2
2(0) − c′
2(z − s)) dz,

and this yields

ȳ′
2−(t0 − s) =

∫ τ∗
2 (s)

s

c′′
2(z − s) dz + τ ∗

2
′
(s)(α2
2(0) − c′

2(τ
∗
2 (s) − s)) − (α2
2(0) − c′

2(0))

= c′
2(τ

∗
2 (s) − s) − c′

2(0) − (α2
2(0) − c′
2(0))

= 0. (20)

The second part of the proof follows similarly to the first part.

Corollary 2. If, for i = 1, 2, the functions gi are increasing and convex, the functions ci are
concave, and the Si have exponential distribution with constant hazard rate αi , then τ ∗

1,n =
τ ∗

2,n = t0 for n ∈ N.

Proof. The proof is a straightforward consequence of Proposition 2. It suffices to check that
ȳ′

2−(t0 − s) is nonincreasing with respect to s. First observe that τ ∗
2 (s) = t0. By (20), it is

obvious that ȳ′
2−(t0 − s) = α2
2(0) − c′

2(t0 − s). This completes the proof.

6. Conclusions

In this paper we presented the solution to the double stopping problem in the fishing model
for a finite horizon. The analytical properties of the reward function in the single stopping
problem played a crucial rule in our considerations and allowed us to extend the problem to
double stopping. Let us note that, by repeating the considerations of Section 4, it is easy to
generalize our model and the solution to the multiple stopping problem. Key assumptions in our
model were connected with the properties of distribution functions. Hypothetical extensions
of the above model include admitting general distributions and an infinite horizon.
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