# AN APPLICATION OF SEPARATE CONVERGENCE FOR CONTINUED FRACTIONS TO ORTHOGONAL POLYNOMIALS 

WILLIAM B. JONES, W. J. THRON AND NANCY J. WYSHINSKI

Abstract. It is known that the $n$-th denominators $Q_{n}(\alpha, \beta, z)$ of a real J-fraction

$$
\frac{a_{1}}{z+a_{2}}-\frac{a_{2} a_{3}}{z+\left(a_{3}+a_{4}\right)}-\frac{a_{4} a_{5}}{z+\left(a_{5}+a_{6}\right)}-\cdots
$$

where

$$
\begin{gathered}
a_{1}:=1, \quad a_{2 n}:=\frac{-\left(\beta-\alpha+n-\frac{1}{2}\right)(\alpha+n-1)}{(\beta+2 n-2)(\beta+2 n-1)}, \\
a_{2 n+1}:=\frac{-(\beta-\alpha+n)\left(\alpha+n-\frac{1}{2}\right)}{(\beta+2 n-1)(\beta+2 n)}, \quad n \geq 1 \text { for } \beta \geq \alpha>0,
\end{gathered}
$$

form an orthogonal polynomial sequence (OPS) with respect to a distribution function $\psi(t)$ on $\mathbb{R}$. We use separate convergence results for continued fractions to prove the asymptotic formula

$$
\lim _{n \rightarrow \infty}\left(\frac{2 z}{n}\right)^{n} Q_{n}\left(\alpha, \beta,\left(\frac{2 z}{n}\right)^{-1}\right)=e^{-z}
$$

the convergence being uniform on compact subsets of $z \in \mathbb{C}$.

1. Introduction. Considerable attention has been given recently to the study of separate convergence of continued fractions

$$
\begin{equation*}
b_{0}(z)+\mathbf{K}_{n=1}^{\infty}\left(\frac{a_{n}(z)}{b_{n}(z)}\right)=b_{0}(z)+\frac{a_{1}(z)}{b_{1}(z)}+\frac{a_{2}(z)}{b_{2}(z)}+\frac{a_{3}(z)}{b_{3}(z)}+\cdots, \tag{1.1}
\end{equation*}
$$

[5], [7], [10], [11]. The term separate convergence is used when both of the sequences $\left\{A_{n}(z) / \Gamma_{n}(z)\right\}$ and $\left\{B_{n}(z) / \Gamma_{n}(z)\right\}$ converge, where $A_{n}(z)$ and $B_{n}(z)$ denote the $n$-th numerator and denominator, respectively, of the continued fraction (1.1) and $\left\{\Gamma_{n}(z)\right\}$ is an "easily described" sequence of functions. The restriction that the $\Gamma_{n}$ can be "easily described" is essential since, otherwise, one could choose $\Gamma_{n}(z)=B_{n}(z)$ and the distinction between ordinary and separate convergence would become meaningless. Clearly separate convergence implies ordinary convergence. One reason for the importance of separate convergence is that it can provide useful information on asymptotic properties of orthogonal polynomial sequences which occur as denominators of certain continued fractions. It also yields a method for representing special functions.

[^0]From [6, Theorem 6.1] we obtain the continued fraction representation

$$
\begin{equation*}
\mathbf{K}_{n=1}^{\infty}\left(\frac{a_{n} \zeta}{1}\right)=\zeta \frac{{ }_{2} F_{1}\left(\alpha, \alpha+\frac{1}{2} ; \beta+1 ; \zeta\right)}{{ }_{2} F_{1}\left(\alpha, \alpha-\frac{1}{2} ; \beta ; \zeta\right)}=: g(\alpha, \beta, \zeta) \tag{1.2a}
\end{equation*}
$$

for

$$
\begin{equation*}
\beta \in \mathbb{C} \backslash[0,-1,-2, \cdots], \tag{1.2b}
\end{equation*}
$$

where, for $n \geq 1$,

$$
\begin{equation*}
a_{1}:=1, \quad a_{2 n}:=\frac{-\left(\beta-\alpha+n-\frac{1}{2}\right)(\alpha+n-1)}{(\beta+2 n-2)(\beta+2 n-1)}, \quad a_{2 n+1}:=\frac{-(\beta-\alpha+n)\left(\alpha+n-\frac{1}{2}\right)}{(\beta+2 n-1)(\beta+2 n)} . \tag{1.2c}
\end{equation*}
$$

The convergence in (1.2a) is uniform in $\zeta$ on every compact subset of $\mathbb{C}$ containing no pole of $g(\alpha, \beta, \zeta)$. The function $g(\alpha, \beta, \zeta)$ is analytic at $\zeta=0$ and $g(\alpha, \beta, 0)=0$. The symbol ${ }_{2} F_{1}$ denotes the confluent hypergeometric function

$$
\begin{equation*}
{ }_{2} F_{1}(a, b ; c ; z):=\sum_{n=0}^{\infty} \frac{(a)_{n}(b)_{n}}{(c)_{n}} \frac{z^{n}}{n!}, \tag{1.3}
\end{equation*}
$$

which converges for $|z|<1$ and $c \in \mathbb{C} \backslash[0,-1,-2, \ldots] ;(a)_{0}:=1,(a)_{n}:=a(a+1)(a+$ 2) $\cdots(a+n-1), n \geq 1$. The continued fraction (1.2a) provides the analytic continuation of $g(\alpha, \beta, \zeta)$ to a larger domain in $\mathbb{C}$. It is readily seen that $a_{n}=-\frac{1}{4}+O\left(\frac{1}{n^{2}}\right)$ so that

$$
\begin{equation*}
a:=\lim _{n \rightarrow \infty} a_{n}=-\frac{1}{4} \text { and } \sum_{n=1}^{\infty}\left|a_{n}+\frac{1}{4}\right|<\infty . \tag{1.4}
\end{equation*}
$$

We let $A_{n}(\alpha, \beta, \zeta)$ and $B_{n}(\alpha, \beta, \zeta)$ denote the $n$-th numerator and denominator, respectively, of the continued fraction in (1.2) and let

$$
\begin{equation*}
C_{n}(\alpha, \beta, \zeta):=\frac{2^{n+1} A_{n}(\alpha, \beta, \zeta)}{(1+\sqrt{1-\zeta})^{n+1}}, \quad D_{n}(\alpha, \beta, \zeta):=\frac{2^{n+1} B_{n}(\alpha, \beta, \zeta)}{(1+\sqrt{1-\zeta})^{n+1}}, \quad n \geq 0 \tag{1.5}
\end{equation*}
$$

It follows then from (1.4) and a result on separate convergence (see, e.g. [10, Coro. 3.2]) that the limits

$$
\begin{equation*}
C(\alpha, \beta, \zeta):=\lim _{n \rightarrow \infty} C_{n}(\alpha, \beta, \zeta) \text { and } D(\alpha, \beta, \zeta):=\lim _{n \rightarrow \infty} D_{n}(\alpha, \beta, \zeta) \tag{1.6}
\end{equation*}
$$

both exist and are analytic functions of $\zeta$ for

$$
\begin{equation*}
\zeta \in S:=\mathbb{C} \backslash[1, \infty) . \tag{1.7}
\end{equation*}
$$

The convergence is uniform on all compact subsets of $S$. In (1.5) and subsequently $\sqrt{ }$ is chosen so that $\operatorname{Re} \sqrt{ }>0$. Thus in this case the "easily described" function $\Gamma_{n}$ is

$$
\begin{equation*}
\Gamma_{n}(z):=\left(\frac{1+\sqrt{1-z}}{2}\right)^{n+1}, n=0,1,2, \cdots . \tag{1.8}
\end{equation*}
$$

Our interest here is primarily in a closely related continued fraction called a J-fraction. The even part [6, Sect. 2.4.2] of the regular $C$-fraction (1.2) is the associated continued fraction

$$
\begin{equation*}
\frac{a_{1} \zeta}{1+a_{2} \zeta}-\frac{a_{2} a_{3} \zeta^{2}}{1+\left(a_{3}+a_{4}\right) \zeta}-\frac{a_{4} a_{5} \zeta^{2}}{1+\left(a_{5}+a_{6}\right) \zeta}-\cdots \tag{1.9}
\end{equation*}
$$

Applying an equivalence transformation [6, Sect. 2.3] to (1.9) and setting $\zeta=1 / z$, we obtain the J-fraction

$$
\begin{equation*}
\frac{a_{1} z}{a_{2}+z}-\frac{a_{2} a_{3}}{\left(a_{3}+a_{4}\right)+z}-\frac{a_{4} a_{5}}{\left(a_{5}+a_{6}\right)+z}-\frac{a_{6} a_{7}}{\left(a_{7}+a_{8}\right)+z}-\cdots \tag{1.10}
\end{equation*}
$$

We let $P_{n}(\alpha, \beta, z)$ and $Q_{n}(\alpha, \beta, z)$ denote the $n$-th numerator and denominator, respectively, of (1.10). It can then be shown that

$$
\begin{equation*}
z^{n} P_{n}\left(\alpha, \beta, z^{-1}\right)=A_{2 n}(\alpha, \beta, z) \quad \text { and } \quad z^{n} Q_{n}\left(\alpha, \beta, z^{-1}\right)=B_{2 n}(\alpha, \beta, z) \tag{1.11}
\end{equation*}
$$

We prove (Theorems 2.8 and 2.10) that, for $z \in \mathbb{C}$ and $\beta \in \mathbb{C} \backslash[0,-1,-2, \cdots]$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\frac{2 z}{n}\right)^{n-1} P_{n}\left(\alpha, \beta,\left(\frac{2 z}{n}\right)^{-1}\right)=\lim _{n \rightarrow \infty}\left(\frac{2 z}{n}\right)^{n} Q_{n}\left(\alpha, \beta,\left(\frac{2 z}{n}\right)^{-1}\right)=e^{-z} \tag{1.12}
\end{equation*}
$$

When the parameters $\alpha$ and $\beta$ are real with $\beta \geq \alpha>0,\left\{Q_{n}(\alpha, \beta, \zeta)\right\}$ is a sequence of polynomials orthogonal with respect to a distribution function $\psi(t)$ defined on $(0, \infty)$. Thus separate convergence for continued fractions yields asymptotic formulae for a class of orthogonal polynomial sequences. The case considered in this paper is related to Jacobi polynomials. It is precisely a special case of associated Jacobi polynomials discussed in the paper [4]. The parameters $\alpha, c, \beta$ in the paper [4] have been replaced by $\beta-2 \alpha+\frac{1}{2}$, $\alpha-\frac{1}{2}$ and $-\frac{1}{2}$, respectively.
2. Separate Convergence. In this section we let $\alpha$ and $\beta$ be given (fixed) complex numbers satisfying (1.2b). The sequences $\left\{P_{n}(\alpha, \beta, z)\right\}$ and $\left\{Q_{n}(\alpha, \beta, z)\right\}$ are defined recursively by the difference equations

$$
\begin{gather*}
P_{1}(\alpha, \beta, z):=a_{1} z, \quad P_{2}(\alpha, \beta, z):=a_{1} z\left(z+a_{3}+a_{4}\right)  \tag{2.1a}\\
Q_{1}(\alpha, \beta, z):=a_{2}+z, \quad Q_{2}(\alpha, \beta, z):=z^{2}+\left(a_{2}+a_{3}+a_{4}\right) z+a_{2} a_{4} \tag{2.1b}
\end{gather*}
$$

$$
\begin{array}{r}
\binom{P_{n}(\alpha, \beta, z)}{Q_{n}(\alpha, \beta, z)}=\left(z+a_{2 n-1}+a_{2 n}\right)\binom{P_{n-1}(\alpha, \beta, z)}{Q_{n-1}(\alpha, \beta, z)}-a_{2 n-2} a_{2 n-1}\binom{P_{n-2}(\alpha, \beta, z)}{Q_{n-2}(\alpha, \beta, z)}  \tag{2.1c}\\
n=3,4,5, \cdots
\end{array}
$$

where the $a_{n}$ are defined by (1.2c). Let $q_{n, j}$ denote coefficients defined by

$$
\begin{equation*}
\sum_{j=0}^{n} q_{n j} z^{j}:=z^{n} Q_{n}\left(\alpha, \beta, z^{-1}\right), \quad n=0,1,2, \ldots \tag{2.2}
\end{equation*}
$$

Theorem 2.1. With the $a_{n}$ defined by (1.2c), we have that

$$
\begin{equation*}
a_{n}=-\frac{1}{4}+O\left(\frac{1}{n^{2}}\right) \tag{2.3a}
\end{equation*}
$$

Then for $n=1,2,3, \cdots$, and $j=1,2,3, \cdots$,

$$
\begin{equation*}
q_{n, j}=\frac{1}{j!}\left(-\frac{n}{2}\right)^{j}+O\left(n^{j-1}\right) \tag{2.3b}
\end{equation*}
$$

Our proof of Theorem 2.1 is based on several lemmas, the first of which is
LEmma 2.2. For each $n \geq 1$, the polynomials $P_{n}(\alpha, \beta, z)$ and $Q_{n}(\alpha, \beta, z)$ can be expressed in the form

$$
\begin{equation*}
P_{n}(\alpha, \beta, z)=\sum_{j=0}^{n} r_{n,}^{(1)} z^{n-j} \text { and } Q_{n}(\alpha, \beta, z)=\sum_{j=0}^{n} r_{n, j}^{(2)} z^{n-j} \tag{2.4a}
\end{equation*}
$$

where

$$
\begin{equation*}
r_{n, j}^{(\ell)}:=\sum_{i_{j}=\ell}^{2 n-2 j+2} a_{i_{j}} \sum_{i_{j-1}=i_{j}+2}^{2 n-2 j+4} a_{i_{j-1}} \cdots \sum_{i_{2}=i_{3}+2}^{2 n-2} a_{i_{2}} \sum_{i_{1}=i_{2}+2}^{2 n} a_{i_{1}}, \ell=1,2 \tag{2.4b}
\end{equation*}
$$

and $p_{n, j}=r_{n, j}^{(1)}$ and $q_{n, j}=r_{n, j}^{(2)}$.
Lemma 2.2 can be proved by applying the Euler-Minding Formulae [8, p.9] or directly by an induction argument using the difference equations (2.1).

To aid in the proof of Theorem 2.1, we introduce to notation

$$
\begin{equation*}
\widehat{q_{n, j}}:=\sum_{i_{j}=i_{j+1}+2}^{2 n-2 j+2} a_{i_{i}} \sum_{i_{j-1}=i_{j}+2}^{2 n-2 j+4} a_{i_{j-1}} \cdots \sum_{i_{2}=i_{3}+2}^{2 n-2} a_{i_{2}} \sum_{i_{1}=i_{2}+2}^{2 n} a_{i_{1}} \tag{2.5}
\end{equation*}
$$

Note that if $i_{j+1}=0$, then $\widehat{q_{n, j}}=q_{n, j}$. Using an induction argument and equation (2.3a), we obtain

Lemma 2.3. For each $j=1,2,3, \cdots$,

$$
\begin{gather*}
\widehat{q_{n j}}=\left(\frac{-1}{4}\right)^{j}\left\{(2 n)^{j}-(2 n)^{j-1} i_{j+1}-(2 n)^{j-2} \sum_{i_{j}=i_{j+1}+2}^{2 n-2 j+2} i_{j}-(2 n)^{j-3} \sum_{i_{j}=i_{j+1}+2}^{2 n-2 j_{j+2}} \sum_{i_{j-1}=i_{j}+2}^{2 n-2 j+4} i_{j-1}-\right.  \tag{2.6}\\
\left.\cdots-\sum_{i_{j}=i_{j+1}+2}^{2 n-2 j+2} \sum_{i_{j-1}=i_{j}+2}^{2 n-2 j+4} \cdots \sum_{i_{2}=i_{3}+2}^{2 n-2} i_{2}\right\}+O\left(n^{j-1}\right) .
\end{gather*}
$$

An application of the binomial theorem yields

Lemma 2.4. For each $j=2,3,4, \cdots$,

$$
\begin{equation*}
\left\{\sum_{k=2}^{j} \frac{(k-1)(-1)^{j-k}}{k!j-k+1)!}\right\}+\frac{(-1)^{j-1}}{(j+1)!}=\frac{j}{(j+1)!} . \tag{2.7}
\end{equation*}
$$

Lemma 2.5. For each $j=2,3,4, \cdots$, and $m=1,2,3, \cdots,(j-1)$,

$=\frac{m}{(m+1)!}(2 n)^{m+1}+\left\{\sum_{k=2}^{m}(-1)^{m-k+1} \frac{(k-1)(2 n)^{k}}{k!(m-k+1)!} i_{j+1}^{m-k+1}\right\}+\frac{(-1)^{m} i_{j+1}^{m+1}}{(m+1)!}+O\left(n^{m}\right)$.

Proof. By induction and Lemma 2.4.
Proof of Theorem 2.1. Applying Lemmas 2.3 and 2.5 , and setting $i_{j+1}=0$, we have

$$
\begin{aligned}
q_{n, j} & =\left(\frac{-1}{4}\right)\left\{(2 n)^{j}-(2 n)^{j-2} \frac{(2 n)^{2}}{2!}-(2 n)^{j-3}(2 n)^{3} \frac{2}{3!}-\cdots-(2 n)^{j} \frac{j-1}{j!}\right\}+O\left(n^{j-1}\right) \\
& =\left(\frac{-n}{2}\right)^{j}\left\{1-\frac{1}{2!}-\frac{2}{3!}-\cdots-\frac{j-1}{j!}\right\}+O\left(n^{j-1}\right) \\
& =\frac{1}{j!}\left(\frac{-n}{2}\right)^{j}+O\left(n^{j-1}\right)
\end{aligned}
$$

It follows from Theorem 2.1 that, for $n \geq 1$ and $j \geq 1$,

$$
\begin{equation*}
q_{n, j}=\frac{1}{j!}\left(\frac{-n}{2}\right)^{j} \gamma(\alpha, \beta, n, j) \tag{2.9a}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma(\alpha, \beta, n, j)=1+O\left(\frac{1}{n}\right) \text { as } n \rightarrow \infty . \tag{2.9b}
\end{equation*}
$$

For the special case of Theorem 2.1 when $\alpha=\beta$ it follows from the difference equations (2.1) that

Theorem 2.6. For $\alpha=\beta, n=1,2,3, \cdots$ and $j=1,2,3, \cdots$,

$$
\begin{align*}
q_{n, 0}=1, \text { and } q_{n, j} & =\left(\frac{-1}{2}\right)^{j}\binom{n}{j} \frac{(2 n-1)(2 n-3) \cdots(2 n-2 j+1)}{(\alpha+2 n-1)(\alpha+2 n-2) \cdots(\alpha+2 n-j)}  \tag{2.10}\\
& =\frac{1}{j!}\left(\frac{-n}{2}\right)^{j} \gamma(\alpha, \alpha, n, j),
\end{align*}
$$

where

$$
\begin{align*}
\gamma(\alpha, \alpha, n, j) & :=\frac{\left[\prod_{k=1}^{j}\left(1-\frac{2 k-1}{2 n}\right)\right]\left[\Pi_{k=1}^{j}\left(1-\frac{k-1}{n}\right)\right]}{\left[\Pi_{k=1}^{j}\left(1-\frac{k-\alpha}{2 n}\right)\right]}  \tag{2.11}\\
& =1+O\left(\frac{1}{n}\right) \text { as } n \rightarrow \infty .
\end{align*}
$$

From (2.2) and (2.3b) we obtain

$$
z^{n} Q_{n}\left(\alpha, \beta, z^{-1}\right)=\sum_{j=0}^{n} \frac{1}{j!}\left(\frac{-n z}{2}\right)^{j} \gamma(\alpha, \beta, n, j), \quad n=1,2,3, \cdots .
$$

This suggests replacing $z$ by $\frac{2 z}{n}$ and considering

$$
\begin{equation*}
\left(\frac{2 z}{n}\right)^{n} Q_{n}\left(\alpha, \beta,\left(\frac{2 z}{n}\right)^{-1}\right)=\sum_{j=0}^{n} \frac{(-z)^{j}}{j!} \gamma(\alpha, \beta, n, j), \quad n=1,2,3, \cdots . \tag{2.12}
\end{equation*}
$$

Combining this with (2.9b), one can prove the second equality in (1.12).
Lemma 2.7. If $D_{n}(\alpha, \beta, z)$ is defined by (1.5), then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} D_{n}\left(\alpha, \beta, \frac{2 z}{n}\right)=D(\alpha, \beta, 0), \text { for all } z \in \mathbb{C} \tag{2.13}
\end{equation*}
$$

where the convergence is uniform in $z$ on every compact subset of $\mathbb{C}$.
Proof. Let $K_{1}$ denote an arbitrary compact subset of $\mathbb{C}$ and let $K_{2}:=[z \in \mathbb{C}:|z| \leq$ $\frac{1}{2}$ ]. Then there exists an $N_{1}$ such that $\frac{2 z}{n} \in K_{2}$ for all $z \in K_{1}$ and $n \geq N_{1}$. Let $\epsilon>0$ be given. Since by (1.6) $D(\alpha, \beta, z)$ is a continuous function of $z$ on $K_{2}$, there exists an $N_{2}$ such that

$$
\begin{equation*}
\left|D(\alpha, \beta, 0)-D\left(\alpha, \beta, \frac{2 z}{n}\right)\right|<\frac{\epsilon}{2} \text { for all } z \in K_{1} \text { and } n \geq N_{2} \tag{2.14}
\end{equation*}
$$

Since $\left\{D_{n}(\alpha, \beta, w)\right\}$ converges uniformly on $K_{2}$ to $D(\alpha, \beta, w)$, there exists an $N_{3}$ such that

$$
\begin{equation*}
\left|D(\alpha, \beta, w)-D_{n}(\alpha, \beta, w)\right|<\frac{\epsilon}{2} \text { for all } w \in K_{2} \text { and } n \geq N_{3} . \tag{2.15}
\end{equation*}
$$

Combining (2.14) and (2.15) yields

$$
\begin{aligned}
&\left|D(\alpha, \beta, 0)-D_{n}\left(\alpha, \beta, \frac{2 z}{n}\right)\right| \leq\left|D(\alpha, \beta, 0)-D\left(\alpha, \beta, \frac{2 z}{n}\right)\right| \\
& \quad+\left|D\left(\alpha, \beta, \frac{2 z}{n}\right)-D_{n}\left(\alpha, \beta, \frac{2 z}{n}\right)\right| \\
&<\epsilon,
\end{aligned}
$$

for all $z \in K_{1}$ and $n \geq \max \left(N_{1}, N_{2}, N_{3}\right)$.
We can now prove

Theorem 2.8. For each $\beta \in \mathbb{C} \backslash[0,-1,-2, \cdots]$ and $z \in \mathbb{C}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\frac{2 z}{n}\right)^{n} Q_{n}\left(\alpha, \beta,\left(\frac{2 z}{n}\right)^{-1}\right)=e^{-z} \tag{2.16}
\end{equation*}
$$

Proof. It is easily shown that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\frac{1+\sqrt{1-\frac{2 z}{n}}}{2}\right)^{2 n+1}=e^{-z}, \quad z \in \mathbb{C} \tag{2.17}
\end{equation*}
$$

By (1.5), (1.6), Lemma 2.7, and the fact that $B_{n}(\alpha, \beta, 0)=1$ for $n \geq 1$, we obtain

$$
\begin{equation*}
1=D(\alpha, \beta, 0)=\lim _{n \rightarrow \infty} D_{2 n}\left(\alpha, \beta, \frac{2 z}{n}\right)=\lim _{n \rightarrow \infty} \frac{B_{2 n}\left(\alpha, \beta, \frac{2 z}{n}\right)}{\left(\frac{1+\sqrt{1-\left(\frac{2 z}{n}\right)}}{2}\right)^{2 n+1}}=\frac{\lim _{n \rightarrow \infty} B_{2 n}\left(\alpha, \beta, \frac{2 z}{n}\right)}{e^{-z}} \tag{2.18}
\end{equation*}
$$

The assertion (2.16) follows from (2.17) and (2.18).
LEMMA 2.9. Let $h_{n}(\alpha, \beta, \zeta):=\frac{g_{n}(\alpha, \beta, \zeta)}{\zeta}$, where $g_{n}(\alpha, \beta, \zeta)=\frac{A_{n}(\alpha, \beta, \zeta)}{B_{n}(\alpha, \beta, \zeta)}$ denotes the $n$-th approximant of the continued fraction (1.2). If $h(\alpha, \beta, \zeta):=\lim _{n \rightarrow \infty} h_{n}(\alpha, \beta, \zeta)$, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} h_{n}\left(\alpha, \beta, \frac{2 z}{n}\right)=: h(\alpha, \beta, 0)=1 \tag{2.19}
\end{equation*}
$$

where the convergence is uniform on every compact subset of $\mathbb{C}$.
Proof. Let $K_{1}$ be an arbitrary compact subset of $\mathbb{C}$ and let $K_{2}:=[z:|z| \leq \delta]$ where $\delta>0$ is chosen small enough so that $h(\alpha, \beta, \zeta)$ is analytic on $K_{2}$. Then there exists an $N_{1}$ such that $\frac{2 z}{n} \in K_{2}$ for all $z \in K_{1}$ and $n \geq N_{1}$. Let $\epsilon>0$ be given. Since $h(\alpha, \beta, \zeta)$ is analytic on $K_{2}^{n}$, there exists an $N_{2}$ such that

$$
\begin{equation*}
\left|h(\alpha, \beta, 0)-h\left(\alpha, \beta, \frac{2 z}{n}\right)\right|<\frac{\epsilon}{2} \text { for all } z \in K_{1} \text { and } n \geq N_{2} \tag{2.20}
\end{equation*}
$$

Since $\left\{h_{n}(\alpha, \beta, w)\right\}$ converges uniformly on $K_{2}$ to $h(\alpha, \beta, w)$, there exists an $N_{3}$ such that

$$
\begin{equation*}
\left|h(\alpha, \beta, w)-h_{n}(\alpha, \beta, w)\right|<\frac{\epsilon}{2} \text { for all } w \in K_{2} \text { and } n \geq N_{3} . \tag{2.21}
\end{equation*}
$$

Combining (2.20) and (2.21) yields

$$
\begin{aligned}
&\left|h(\alpha, \beta, 0)-h_{n}\left(\alpha, \beta, \frac{2 z}{n}\right)\right| \leq\left|h(\alpha, \beta, 0)-h\left(\alpha, \beta, \frac{2 z}{n}\right)\right| \\
& \quad+\left|h\left(\alpha, \beta, \frac{2 z}{n}\right)-h_{n}\left(\alpha, \beta, \frac{2 z}{n}\right)\right| \\
&<\epsilon,
\end{aligned}
$$

for all $z \in K_{1}$ and $n \geq \max \left(N_{1}, N_{2}, N_{3}\right)$.

Theorem 2.10. For all $\beta \in \mathbb{C} \backslash[0,-1,-2, \cdots]$ and $z \in \mathbb{C}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\frac{2 z}{n}\right)^{n-1} P_{n}\left(\alpha, \beta,\left(\frac{2 z}{n}\right)^{-1}\right)=e^{-z} \tag{2.22}
\end{equation*}
$$

Proof. By (1.2), (1.6) and Lemma 2.9,

$$
\begin{aligned}
1 & =h(\alpha, \beta, 0)=\lim _{n \rightarrow \infty} h_{2 n}\left(\alpha, \beta, \frac{2 z}{n}\right)=\lim _{n \rightarrow \infty}\left(\frac{2 z}{n}\right)^{-1} \frac{A_{2 n}\left(\alpha, \beta, \frac{2 z}{n}\right)}{B_{2 n}\left(\alpha, \beta, \frac{2 z}{n}\right)} \\
& =\frac{\lim _{n \rightarrow \infty}\left(\frac{2 z}{n}\right)^{-1} A_{2 n}\left(\alpha, \beta, \frac{2 z}{n}\right)}{e^{-z}}=\frac{\lim _{n \rightarrow \infty}\left(\frac{2 z}{n}\right)^{n-1} P_{n}\left(\alpha, \beta,\left(\frac{2 z}{n}\right)^{-1}\right)}{e^{-z}} .
\end{aligned}
$$

The assertion (2.22) follows.
3. Orthogonal Polynomial Sequences. By a well known result attributed to Favard (see, e.g., [2, Theorem 4.4] and [6, p. 254]) if $\left\{V_{n}(z)\right\}$ is a sequence of polynomials satisfying a system of three-term recurrence relations of the form

$$
\begin{gather*}
V_{-1}(z):=0, \quad V_{0}(z):=1,  \tag{3.1a}\\
V_{n}(z)=\left(\ell_{n}+z\right) V_{n-1}(z)-k_{n} V_{n-2}(z), \quad n=1,2,3, \ldots, \tag{3.1b}
\end{gather*}
$$

where

$$
\begin{equation*}
\ell_{n} \in \mathbb{R} \quad \text { and } \quad k_{n}>0, \quad n=1,2,3, \ldots, \tag{3.1c}
\end{equation*}
$$

then there exists a distribution function $\psi(t)$ on some $(a, b)$, where $-\infty \leq a<b \leq+\infty$, such that $\left\{V_{n}(z)\right\}$ is an orthogonal polynomial sequence with respect to $\psi(t)$. Moreover, the real J -fraction

$$
\begin{equation*}
\frac{k_{1}}{\ell_{1}+z}-\frac{k_{2}}{\ell_{2}+z}-\frac{k_{3}}{\ell_{3}+z}-\cdots \tag{3.2}
\end{equation*}
$$

corresponds at $z=\infty$ to the formal power series (fps)

$$
\begin{equation*}
L^{*}=\frac{c_{1}}{z}+\frac{c_{2}}{z^{2}}+\frac{c_{3}}{z^{3}}+\cdots, \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{n}:=\int_{a}^{b} t^{n-1} d \psi(t), \quad n=1,2,3, \ldots \tag{3.4}
\end{equation*}
$$

In this section we consider a sequence $\left\{Q_{n}(\alpha, \beta, z)\right\}$ defined by the recurrence relations (2.1) and assume that

$$
\begin{equation*}
\beta \geq \alpha>0 \tag{3.5}
\end{equation*}
$$

Hence $a_{n}<0$ for $n \geq 2$, where $a_{n}$ is defined by (1.2c) and therefore $\left\{Q_{n}(\alpha, \beta, z)\right\}$ satisfies recurrence relations of the form (3.1) with $\ell_{n}=a_{2 n-1}+a_{2 n} \in \mathbb{R}, k_{n}=a_{2 n-2} a_{2 n-1}>0$, $n \geq 1$. Since the S -fraction (1.2a) is convergent, it follows that the Stieltjes moment problem for the sequence $\left\{c_{n}\right\}$ is determinate. Therefore the distribution function $\psi(t)$ generating the moments (3.4) is uniquely determined and is constant outside the interval $(0, \infty)[6$, Theorem 9.8(A)]. Hence we have proved

THEOREM 3.1. Let $\beta \geq \alpha>0$. Then: (A) There exists a distribution function $\psi(t)$ on $(0, \infty)$ such that $\left\{Q_{n}(\alpha, \beta, z)\right\}$ is an orthogonal polynomial sequence with respect to $\psi$.
(B) $\left\{Q_{n}(\alpha, \beta, z)\right\}$ satisfies the asymptotic property

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\frac{2 z}{n}\right)^{n} Q_{n}\left(\alpha, \beta,\left(\frac{2 z}{n}\right)^{-1}\right)=e^{-z}, \quad z \in \mathbb{C} \tag{3.6}
\end{equation*}
$$

## References

1. Christopher Baltus, and William B. Jones, Truncation Error Boundsfor Modified Continued Fractions with Applications to Special Functions, Numer. Math. 55 (1989), 281-307.
2. T. S. Chihara, Introduction to Orthogonal Polynomials, (Mathematics and Its Applications Ser.), Gordon and Breach, New York (1978).
3. P. Henrici, Applied and Computational Complex Analysis, Vol. 2, Special Functions, Integral Transforms, Asymptotics and Continued Fractions, John Wiley and Sons, New York (1977).
4. Mourad E.H. Ismail and David R. Masson, Two Families of Orthogonal Polynomials Related to Jacobi Polynomials, Rocky Mountain J. of Math. 21(1991), 359-375.
5. William B. Jones, Arne Magnus, John H. McCabe, and Nancy J. Wyshinski, Asymptotic Properties of a Family of Orthogonal Polynomial Sequences, J. Comput. Appl. Math. 32 (1 \& 2) (1990), 143-151.
6. William B. Jones and W. J. Thron, Continued Fractions: Analytic Theory and Applications, Encyclopedia of Mathematics and its Applications, 11, Addison-Wesley Publishing Company, Reading, MA (1980), distributed now by Cambridge University Press, New York.
7. Olav Njåstad, A survey of some results on separate convergence of continued fractions, Analytic Theory of Continued Fractions III, (Lisa Jacobsen (ed.)), Lecture Notes in Mathematics 1406, Springer-Verlag, New York (1989), 88-115.
8. Oskar Perron, Die Lehre Von Den Kettenbrüchen, Chelsea Publishing Company, New York (1929).
9. J. Śleszyński, On the convergence of continued fractions, Zap. mat. otchiel. novoruss. obsch. estest. (Odessa), 8 (1888), 97-127.
10. W. J. Thron, Some results on separate convergence of continued fractions, Computational Methods and Function Theory, Proceedings Valparaiso (1989), Lecture Notes in Mathematics 1435, Springer-Verlag, New York (1990), 191-200.
11. $\quad$ Order and type of entire functions arising from separately convergent continued fractions, J. Comput. Appl. Math. 32 (1 \& 2) (1990), 273-279.

Department of Mathematics
University of Colorado
Boulder, CO 80309-0426
U.S.A.


[^0]:    Research of the first two authors supported in part by the U.S. National Science Foundation under Grant DMS-8700498.

    Received by the editors August 27, 1990 .
    AMS subject classification: 30B70, 33A65, 34E05.
    (C) Canadian Mathematical Society 1992.

