# ON TOTALLY PARANORMAL OPERATORS 

## Christoph Schmoeger

A continuous linear operator on a complex Banach space is said to be paranormal if $\|T x\|^{2} \leqslant\left\|T^{2} x\right\|\|x\|$ for all $x \in X . T$ is called totally paranormal if $T-\lambda$ is paranormal for every $\lambda \in \mathcal{C}$. In this paper we investigate the class of totally paranormal operators. We shall see that Weyl's theorem holds for operators in this class. We also show that for totally paranormal operators the Weyl spectrum satisfies the spectral mapping theorem. In Section 5 of this paper we investigate the operator equations $e^{T}=e^{S}$ and $e^{T} e^{S}=e^{S} e^{T}$ for totally paranormal operators $T$ and $S$.

## 1. General and introductory material

Throughout this paper let $X$ be a complex Banach space and denote the set of bounded linear operators on $X$ by $\mathcal{L}(X)$. Let $\sigma(T)$ and $\rho(T)$ denote, respectively, the spectrum and the resolvent set of an element $T$ of $\mathcal{L}(X)$. By $r(T)$ we denote the spectral radius of $T$ and by $\sigma_{p}(T)$ the set of eigenvalues of $T$. The set of those operators $T$ in $\mathcal{L}(X)$ for which the range $T(X)$ is closed and $\alpha(T)$, the dimension of the kernel $N(T)$ of $T$, is finite is denoted by $\Phi_{+}(X)$. Set

$$
\Phi_{-}(X)=\{T \in \mathcal{L}(X): \beta(T) \quad \text { is finite }\},
$$

where $\beta(T)$ is the codimension of $T(X)$. Observe that $T(X)$ is closed if $T \in \Phi_{-}(X)$ ( $[9$, Satz 55.4]). Operators in $\Phi_{+}(X) \cup \Phi_{-}(X)$ are called semi-Fredholm-operators. For such an operator $T$ we define the index of $T$ by

$$
\operatorname{ind}(T)=\alpha(T)-\beta(T)
$$

An operator $T$ is called a Fredholm operator if $T \in \Phi(X)=\Phi_{+}(X) \cap \Phi_{-}(X)$.
Let $T \in \mathcal{L}(X)$. Define $p(T)$ [respecitvely $q(T)$ ], the ascent [respectively descent] of $T$, to be the smallest integer $n \geqslant 0$ such that

$$
N\left(T^{n+1}\right)=N\left(T^{n}\right) \quad\left[\text { respectively } T^{n+1}(X)=T^{n}(X)\right]
$$

or $\infty$ if no such $n$ exists.
The assertions of the following proposition are shown in [9, Section 72 and Section 101].

Proposition 1.1. Let $T \in \mathcal{L}(X)$.
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(1) If $p(T)<\infty$ and $q(T)<\infty$, then $p(T)=q(T)$ and $\alpha(T)=\beta(T)$.
(2) If $\alpha(T)=\beta(T)<\infty$ and if $p(T)<\infty$ or $q(T)<\infty$, then $p(T)=q(T)$.
(3) If $p(T)<\infty$, then $\alpha(T) \leqslant \beta(T)$.
(4) If $q(T)<\infty$, then $\beta(T) \leqslant \alpha(T)$.
(5) $\lambda_{0} \in \mathcal{C}$ is a pole of the resolvent $(\lambda-T)^{-1}$ if and only if $p\left(\lambda_{0}-T\right)$ $=q\left(\lambda_{0}-T\right)<\infty$. In this case $p\left(\lambda_{0}-T\right)$ is the order of the pole and $\lambda_{0} \in \sigma_{p}(T)$.

Now we introduce the class of operators which we shall investigate in this paper:
An operator $T \in \mathcal{L}(X)$ is said to be paranormal if

$$
\|T x\|^{2} \leqslant\left\|T^{2} x\right\|\|x\| \quad \text { for all } \quad x \in X
$$

By $\mathcal{P} \mathcal{N}(X)$ we denote the set of all paranormal operators in $\mathcal{L}(X)$. The class $\mathcal{T P \mathcal { N }}(X)$ of all totally paranormal operators is given by

$$
\mathcal{T P} \mathcal{N}(X)=\{T \in \mathcal{L}(X): \lambda-T \in \mathcal{P N}(X) \quad \text { for all } \lambda \in \mathcal{C}\}
$$

Examples 1.2. Let $H$ denote a complex Hilbert space.
(1) $T \in \mathcal{L}(H)$ is said to be hyponormal if

$$
\left\|T^{*} x\right\| \leqslant\|T x\| \quad \text { for every } x \in H
$$

If $T$ is hyponormal, then

$$
\|T x\|^{2}=(T x \mid T x)=\left(T^{*} T x \mid x\right) \leqslant\left\|T^{*} T x\right\|\|x\| \leqslant\left\|T^{2} x\right\|\|x\|
$$

for any $x \in H$ (where $(\cdot \mid \cdot)$ denotes the inner product on $H$ ). Thus $T$ is paranormal. It is easy to see that if $T$ is hyponormal, then $T-\lambda$ is hyponormal for each $\lambda \in \mathcal{C}$. Hence every hyponormal operator is totally paranormal.
(2) An operator $T \in \mathcal{L}(H)$ is called subnormal if $T$ has a normal extension. We see from [3, Proposition III 4.2] or [8, p. 108] that subnormal operators are hyponormal. Hence subnormal operators belong to $\mathcal{T P N}(H)$.
(3) $T \in \mathcal{L}(H)$ is said to be quasinormal if $T$ and $T^{*} T$ commute. Quasinormal operators are subnormal ([3, Proposition III 1.7]), thus they are totally paranormal.
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Proposition 1.3. Let $T \in \mathcal{P N}(X)$.
(1) $T^{n} \in \mathcal{P N}(X)$ for all $n \in \mathcal{N}$.
(2) $\|T\|=r(T)$.
(3) $p(T) \leqslant 1$.

Proof:
(1) is shown in [9, Hilfssatz 102.1].
(2) For a unit vector $x \in X,\|T x\|^{2} \leqslant\left\|T^{2} x\right\| \leqslant\left\|T^{2}\right\|$, thus $\|T\|^{2} \leqslant\left\|T^{2}\right\|$ $\leqslant\|T\|^{2}$. By (1) and induction we see that

$$
\left\|T^{2^{n}}\right\|=\|T\|^{2^{n}} \quad \text { for all } n \in \mathcal{N}
$$

hence

$$
r(T)=\lim _{n \rightarrow \infty}\left\|T^{2^{n}}\right\|^{1 / 2^{n}}=\|T\|
$$

(3) The inclusion $N(T) \subseteq N\left(T^{2}\right)$ is trivial. The inclusion $N\left(T^{2}\right) \subseteq N(T)$ follows from the definition of $\mathcal{P N}(X)$.
Corollary 1.4. If $T \in \mathcal{T P N}(X)$ then

$$
p(\lambda-T) \leqslant 1 \quad \text { for every } \lambda \in \mathcal{C}
$$

The present paper is organised as follows: in the next section we are concerned with several essential spectra of totally paranormal operators (Fredholm spectrum, Weyl spectrum, Kato spectrum). In Section 3 we briefly review some concepts of local spectral theory and investigate local spectral properties of operators in $\mathcal{T P \mathcal { N }}(X)$. In Section 4 we collect some results concerning the inner derivation determined by $T \in \mathcal{L}(X)$. These results will be used in Section 5, where we consider the exponential function

$$
e^{T}=\sum_{n=0}^{\infty} \frac{T^{n}}{n!}
$$

with $T \in \mathcal{T} \mathcal{P N}(X)$. In the final section of this paper we shall see that our results of Section 5 are still valid for scalar-type operators (in the sense of Dunford).

## 2. Essential spectra of totally paranormal operators

For an operator $T \in \mathcal{L}(X)$ we shall use the following notations:

$$
\begin{aligned}
\Phi(T) & =\{\lambda \in \mathcal{C}: \lambda-T \in \Phi(X)\} \\
\Sigma(T) & =\{\lambda \in \mathcal{C}: \lambda-T \quad \text { is semi-Fredholm }\} \\
\sigma_{F}(T) & =\mathcal{C} \backslash \Phi(T)
\end{aligned}
$$

and

$$
\sigma_{s F}(T)=\mathcal{C} \backslash \Sigma(T)
$$

A Fredholm operator $T$ with $\operatorname{ind}(T)=0$ is called a Weyl operator. The Weyl spectrum of $T \in \mathcal{L}(X)$ is defined to be

$$
\sigma_{W}(T)=\{\lambda \in \mathcal{C}: \lambda-T \quad \text { is not a Weyl operator }\}
$$

It is well known that $\Phi(T)$ and $\Sigma(T)$ are open ([9, Section 82$])$ and that $\sigma_{W}(T)$ is non empty and compact (see $[\mathbf{1}, \mathbf{2}]$ ).

For $T \in \mathcal{L}(X)$ we denote by $\pi_{00}(T)$ the set of isolated points of $\sigma(T)$ which are eigenvalues of finite multiplicity.

Following Coburn [2], we say that Weyl's theorem holds for $T \in \mathcal{L}(X)$ if

$$
\sigma_{W}(T)=\sigma(T) \backslash \pi_{00}(T)
$$

There are several classes of operators, including hyponormal operators on a Hilbert space, for which Weyl's theorem holds (see [1, 2]).

Proposition 2.1. Let $T \in \mathcal{P N}(X)$. Then

$$
T \in \Phi(X) \quad \text { if and only if } T \in \Phi_{-}(X)
$$

In this case ind $(T) \leqslant 0$.
Proof: We only have to show that $T \in \Phi_{-}(X)$ implies $T \in \Phi(X)$ and ind $(T) \leqslant 0$. Since $T \in \mathcal{P N}(X), p(T) \leqslant 1$, by Proposition 1.3(3). Thus $\alpha(T) \leqslant \beta(T)$, by Proposition 1.1(3). Hence $T \in \Phi(X)$ and ind $(T) \leqslant 0$.

Corollary 2.2. Suppose that $T \in \mathcal{T P N}(X)$.
(1) $\sigma_{F}(T)=\{\lambda \in \mathcal{C}: \beta(\lambda-T)=\infty\}$.
(2) If $C$ is a connected component of $\Phi(T)$ then there are exactly the following two possibilities:
(i) $\operatorname{ind}(\lambda-T)=0$ and $p(\lambda-T)=q(\lambda-T) \leqslant 1$ for all $\lambda \in C$,
(ii) $\operatorname{ind}(\lambda-T)<0, p(\lambda-T) \leqslant 1$ and $q(\lambda-T)=\infty$ for all $\lambda \in C$.

Proof: (1) follows from Proposition 2.1.
(2) Use Corollary 1.4 and Satz 104.6 in [9].

Corollary 2.3. If $T \in \mathcal{T P N}(X)$ then

$$
\rho(T)=\{\lambda \in \mathcal{C}: \lambda-T \quad \text { is surjective }\} .
$$

Proof: If $\lambda-T$ is surjective, $q(\lambda-T)=0=\beta(\lambda-T)$. Corollary 2.2 shows that $\lambda \in \Phi(T)$ and $p(\lambda-T)=0$. Hence $\lambda-T$ is injective.

Proposition 2.4. Suppose that $T \in \mathcal{L}(X)$ is paranormal and that 0 is an isolated point of $\sigma(T)$. Then $0 \in \sigma_{p}(T)$ and 0 is a pole of order 1 of the resolvent $(\lambda-T)^{-1}$.

Proof: There is some $r>0$ such that the punctured disc

$$
\dot{U}_{r}(0)=\{\lambda \in \mathcal{C}: 0<|\lambda|<r\} \subseteq \rho(T)
$$

Put $\gamma(t):=r e^{i t}, t \in[0,2 \pi]$, and define the operator $P \in \mathcal{L}(X)$ by

$$
P=\frac{1}{2 \pi i} \int_{\gamma}(\lambda-T)^{-1} d \lambda
$$

It follows from [9, Satz 100.1] that $P^{2}=P, T P=P T$, so $T(P(X)) \subseteq P(X)$, and $\sigma\left(\left.T\right|_{P(X)}\right)=\{0\}$. Since $T$ is paranormal, $\left.T\right|_{P(X)}$ is paranormal on the Banach space $P(X)$, thus, by Proposition 1.3(2),

$$
\left\|\left.T\right|_{P(X)}\right\|=r\left(\left.T\right|_{P(X)}\right)=0
$$

This gives $T P=0$.
As an isolated point of $\sigma(T), 0$ is a non-removable singularity of $(\lambda-T)^{-1}$, hence $(\lambda-T)^{-1}$ has the Laurent expansion

$$
(\lambda-T)^{-1}=\sum_{n=1}^{\infty} \frac{P_{n}}{\lambda^{n}}+\sum_{n=0}^{\infty} \lambda^{n} Q_{n}
$$

in $\dot{U}_{r}(0)$ with $P_{n}, Q_{n} \in \mathcal{L}(X)$. It is seen from [9, (101.9)] that

$$
P_{1}=P \quad \text { and } \quad P_{n}=T^{n-1} P \quad(n=1,2, \ldots)
$$

Since $T P=0, P_{n}=0$ for $n \geqslant 2$. This shows that 0 is a pole of order 1 of $(\lambda-T)^{-1}$. From Proposition 1.1(5) and Proposition 1.3(3) we get $p(T)=q(T)=1$ and $0 \in \sigma_{p}(T)$.

Theorem 2.5. If $T \in \mathcal{T} \mathcal{P N}(X)$, then Weyl's theorem holds for $T$.
Proof: First we show that $\sigma_{W}(T) \subseteq \sigma(T) \backslash \pi_{00}(T)$. Take $\lambda \in \sigma_{W}(T)$. Since $T-\lambda$ is paranormal, we can assume that $\lambda=0$. Suppose to the contrary that $0 \in \pi_{00}(T)$. Then 0 is an isolated point of $\sigma(T)$ and $\alpha(T)<\infty$. Proposition 2.4 and Proposition 1.1 show that $p(T)=q(T)=1$ and $\beta(T)=\alpha(T)<\infty$. Hence $T$ is Fredholm and $\operatorname{ind}(T)=0$. This contradicts $0 \in \sigma_{W}(T)$.

Now we show that $\sigma(T) \backslash \pi_{00}(T) \subseteq \sigma_{W}(T)$. Take $\lambda \in \sigma(T) \backslash \pi_{00}(T)$ and suppose that $\lambda \notin \sigma_{W}(T)$. As above we assume $\lambda=0$. Hence $T$ is a Weyl operator. Proposition 2.2(2) yields $p(T)=q(T)=1$, thus 0 is an isolated point of $\sigma(T)$ and $0 \in \sigma_{p}(T)$ (Proposition 1.1(5)). Since $T \in \Phi(X), \alpha(T)<\infty$, therefore $0 \in \pi_{00}(T)$, a contradiction.

An operator $T \in \mathcal{L}(X)$ is called isoloid if isolated points of $\sigma(T)$ are eigenvalues of $T$.

Corollary 2.6. If $T \in \mathcal{T P N}(X)$, then $T$ is isoloid.
Proof: Proposition 2.4.
Before we state the main results of this section we need the following notation for $T \in \mathcal{L}(X):$

$$
\mathcal{H}(T)=\{f: \Delta(f) \rightarrow \mathcal{C}: \Delta(f) \text { is open, } \sigma(T) \subseteq \Delta(f), f \text { is holomorphic }\} .
$$

For $f \in \mathcal{H}(T)$ the operator $f(T)$ is defined by the well known analytic calculus (see [9]).
THEOREM 2.7. If $T \in \mathcal{L}(X)$ is totally paranormal, then for each $f \in \mathcal{H}(T)$, Weyl's theorem holds for $f(T)$.

Proof: We have shown that $T$ has the following properties: $T$ is isoloid (Corollary 2.6), Weyl's theorem holds for $T$ (Theorem 2.5) and ind $(\lambda-T) \leqslant 0$ for all $\lambda \in \Phi(T)$ (Proposition 2.2). Now use Theorem 1 in [15] to derive that Weyl's theorem holds for $f(T)(f \in \mathcal{H}(T))$.

The Weyl spectrum satisfies the one-way spectral mapping theorem ([7, Theorem 2]):

$$
f \in \mathcal{H}(T) \Rightarrow \sigma_{W}(f(T)) \subseteq f\left(\sigma_{W}(T)\right)
$$

This inclusion may be proper ([1, Example 3.3]). For totally paranormal operators we can say more:

Theorem 2.8. If $T \in \mathcal{T P \mathcal { N }}(X)$, then

$$
\sigma_{W}(f(T))=f\left(\sigma_{W}(T)\right) \quad \text { for each } \quad f \in \mathcal{H}(T)
$$

Proof: Since ind $(\lambda-T) \leqslant 0$ for each $\lambda \in \Phi(T)$, the assertion follows from [15, Theorem 2].

For the remainder of this section we are concerned with a further important essential spectrum, which we shall introduce now.

An operator $T \in \mathcal{L}(X)$ is called a Kato operator if $T(X)$ is closed and $N(T)$ $\subseteq \bigcap_{n=1}^{\infty} T^{n}(X)$. Let $T \in \mathcal{L}(X)$. In [11] Kato has shown that the set

$$
\rho_{K}(T)=\{\lambda \in \mathcal{C}: \lambda-T \text { is a Kato operator }\}
$$

is open. Since $\rho(T) \subseteq \rho_{K}(T)$ the Kato spectrum

$$
\sigma_{K}(T)=\mathcal{C} \backslash \rho_{K}(T)
$$

is a compact subset of $\sigma(T)$. In [14] we have shown that $\partial \sigma(T) \subseteq \sigma_{K}(T)$ and that $f\left(\sigma_{K}(T)\right)=\sigma_{K}(f(T))$ for all $f \in \mathcal{H}(T)$. For operators in $\mathcal{T P N}(X)$ we have the following result:

ThEOREM 2.9. If $T \in \mathcal{L}(X)$ is totally paranormal, then

$$
\rho_{K}(T)=\{\lambda \in \mathcal{C}:(\lambda-T)(X) \quad \text { is closed and } \quad \alpha(\lambda-T)=0\}
$$

Proof: The inclusion $\supseteq$ is clear. Take $\lambda \in \rho_{K}(T)$. Since $T \in \mathcal{T P \mathcal { N }}(X)$, we can assume that $\lambda=0$. Put $x \in N(T)$. Since $N(T) \subseteq T(X), x=T y$ for some $y \in X$. Then $T^{2} y=T x=0$, thus

$$
\|x\|^{2}=\|T y\|^{2} \leqslant\left\|T^{2} y\right\|\|y\|=0
$$

This shows that $N(T)=\{0\}$.

## 3. Local spectral properties of totally paranormal operators

Given an operator $T \in \mathcal{L}(X)$, the local resolvent set $\rho_{T}(x)$ of $T$ at the point $x \in X$ is defined as the union of all open subsets $D \subseteq \mathcal{C}$ for which there is a holomorphic function $f: D \rightarrow X$ which satisfies

$$
(\lambda-T) f(\lambda)=x \quad \text { for all } \quad \lambda \in D
$$

Evidently, $\rho_{T}(x)$ is open and $\rho_{T}(x) \supseteq \rho(T)$. The local spectrum $\sigma_{T}(x)$ of $T$ at $x$ is then defined as

$$
\sigma_{T}(x)=\mathcal{C} \backslash \rho_{T}(x)
$$

Clearly, $\sigma_{T}(x)$ is closed and $\sigma_{T}(x) \subseteq \sigma(T)$.
We say that $T \in \mathcal{L}(X)$ has the single-valued extension property, if for every open subset $D \subseteq \mathcal{C}$ the only holomorphic solution $f: D \rightarrow X$ of the equation

$$
(\lambda-T) f(x)=0 \quad \text { for all } \quad \lambda \in D
$$

is the zero function on $D$.
The following proposition is immediate.
Proposition 3.1. Let $T \in \mathcal{L}(X)$ with the single-valued extension property.
(1) If $x \in X$, then there is a unique holomorphic solution $f: \rho_{T}(x) \rightarrow X$ of the equation

$$
(\lambda-T) f(\lambda)=x \quad \text { for all } \quad \lambda \in \rho_{T}(x)
$$

(2) If $x \in X$, then

$$
\sigma_{T}(x)=\emptyset \text { if and only if } x=0 .
$$

Let $T \in \mathcal{L}(X)$ and $F \subseteq \mathcal{C}$. The spectral subspace $X_{T}(F)$ is defined by

$$
X_{T}(F)=\left\{x \in X: \sigma_{T}(x) \subseteq F\right\} .
$$

It is clear that

$$
X_{T}(F)=X_{T}(\sigma(T) \cap F)
$$

and

$$
X_{T}(F) \subseteq X_{T}(G)
$$

whenever $F \subseteq G \subseteq \mathcal{C}$.
Proposition 3.2. Let $T \in \mathcal{L}(X)$ and $\lambda_{0} \in \mathcal{C}$.
(1) $N\left(\lambda_{0}-T\right) \subseteq X_{T}\left(\left\{\lambda_{0}\right\}\right)$.
(2) If $T$ has the single-valued extension property, then

$$
X_{T}\left(\left\{\lambda_{0}\right\}\right)=\left\{x \in X: \lim _{n \rightarrow \infty}\left\|\left(\lambda_{0}-T\right)^{n} x\right\|^{1 / n}=0\right\}
$$

Proof:
(1) Take $x \in N\left(\lambda_{0}-T\right)$ and define $f: \mathcal{C} \backslash\left\{\lambda_{0}\right\} \rightarrow X$ by $f(\lambda)=\left(\lambda-\lambda_{0}\right)^{-1} x$. Then $(\lambda-T) f(\lambda)=x$ for each $\lambda \neq \lambda_{0}$. Thus $\mathcal{C} \backslash\left\{\lambda_{0}\right\} \subseteq \rho_{T}(x)$, so $\sigma_{T}(x) \subseteq\left\{\lambda_{0}\right\}$.
(2) is shown in [12, Corollary 2.4].

Proposition 3.3. Suppose that $T \in \mathcal{L}(X)$ and that $p(\lambda-T)<\infty$ for each $\lambda \in \mathcal{C}$. Then $T$ has the single-valued extension property.

Proof: [12, Proposition 1.8].
[
Proposition 3.4. If $T \in \mathcal{T P N}(X)$, then $T$ has the single-valued extension property.

Proof: Corollary 1.4, Proposition 3.3.
The following result, which is shown in [12, Corollary 4.8], is of central importance for our investigations in the following sections.

Proposition 3.5. If $T \in \mathcal{T P N}(X)$, then

$$
X_{T}(\{\lambda\})=N(\lambda-T) \quad \text { for all } \quad \lambda \in \mathcal{C}
$$

We close this section with a result, which we need in the final section of this paper.
Proposition 3.6. Let $T \in \mathcal{L}(X), \lambda_{0} \in \mathcal{C}$ and suppose that $\lambda_{0}$ is a simple pole of the resolvent $(\lambda-T)^{-1}$. Then

$$
N\left(\lambda_{0}-T\right)=\left\{x \in X: \lim _{n \rightarrow \infty}\left\|\left(\lambda_{0}-T\right)^{n} x\right\|^{1 / n}=0\right\}
$$

If in addition $T$ has the single-valued extension property, then

$$
N\left(\lambda_{0}-T\right)=X_{T}\left(\left\{\lambda_{0}\right\}\right)
$$

Proof: [9, Satz 100.2, Satz 101.2] and Proposition 3.2(2).

## 4. The inner derivation $\delta_{T}$

In this section we collect some results which we need for the proofs of our results in Section 5.

Given $T \in \mathcal{L}(X)$, the map $\delta_{T}: \mathcal{L}(X) \rightarrow \mathcal{L}(X)$, defined by

$$
\delta_{T}(C)=C T-T C
$$

is called the inner derivation determined by $T$. Evidently, $\delta_{T}$ is a bounded linear operator on $\mathcal{L}(X)$ with $\left\|\delta_{T}\right\| \leqslant 2\|T\|$.

For the remainder of this paper let $\Psi$ denote the entire function $\Psi: \mathcal{C} \rightarrow \mathcal{C}$ given by

$$
\Psi(z)= \begin{cases}z^{-1}\left(e^{z}-1\right), & \text { if } z \neq 0 \\ 1, & \text { if } z=0\end{cases}
$$

Let $M_{T}=\left\{\lambda \in \sigma\left(\delta_{T}\right): \Psi(\lambda)=0\right\}$.
Proposition 4.1. Let $T \in \mathcal{L}(X)$.
(1) If $C, D \in \mathcal{L}(X), \lambda_{0}, \mu_{0} \in \mathcal{C}, \delta_{T}(C)=\lambda_{0} C$ and $\delta_{T}(D)=\mu_{0} D$, then $\delta_{T}(C D)=\left(\lambda_{0}+\mu_{0}\right) C D$.
(2) If $\lambda \in M_{T}$, the $\lambda$ is a simple zero of $\Psi$ and $\lambda=2 j \pi i$ for some $j \in \mathcal{Z} \backslash\{0\}$.
(3) If $M_{T}=\emptyset$, then $\Psi\left(\delta_{T}\right)$ is an invertible operator.
(4) $M_{T}$ is a finite set and

$$
M_{T} \subseteq\{ \pm 2 \pi i, \pm 4 \pi i, \ldots\}
$$

(5) If $M_{T} \neq \emptyset, M_{T}=\left\{\lambda_{1}, \ldots, \lambda_{p}\right\}$ and $\lambda_{j} \neq \lambda_{k}$ for $j \neq k$, then

$$
N\left(\Psi\left(\delta_{T}\right)\right)=N\left(\delta_{T}-\lambda_{1}\right) \oplus \ldots \oplus N\left(\delta_{T}-\lambda_{p}\right)
$$

(6) $\sigma\left(\delta_{T}\right)=\{\lambda-\mu: \lambda, \mu \in \sigma(T)\}$.
(7) $e^{\delta_{T}}(C)=e^{-T} C e^{T}$ for all $C \in \mathcal{L}(X)$.
(8) $\Psi\left(\delta_{T}\right)\left(\delta_{T}(C)\right)=e^{-T} C e^{T}-C$ for all $C \in \mathcal{L}(X)$.

Proof:
(1) Straight forward.
(2) Clear.
(3) Follows from [9, Satz 99.1].
(4) Follows from (2).
(5) Is shown in [17].
(6) Is shown in [9].
(7) Follows from [13, Proposition 6.4.8].
(8) Is a consequence of (7) and the equation $z \Psi(z)=\Psi(z) z=e^{z}-1$.

If $T \in \mathcal{L}(X)$, we define the positive integer $n(T)$ as

$$
n(T)=\min \left\{n \in \mathcal{N}: \frac{r(T)}{\pi}<n\right\} .
$$

Proposition 4.2. Let $T \in \mathcal{L}(X)$ and $n=n(T)$. Suppose that $\alpha_{1}, \ldots, \alpha_{n} \in \mathcal{R}$, $C_{1}, \ldots, C_{n} \in \mathcal{L}(X)$ and $\delta_{T}\left(C_{j}\right)=i \alpha_{j} C_{j}(j=1, \ldots, n)$.
(1) If $\alpha_{j} \geqslant 2 \pi$ for $j=1, \ldots, n$, then $C_{1} C_{2} \cdot \ldots \cdot C_{n}=0$.
(2) If $\alpha_{j} \leqslant-2 \pi$ for $j=1, \ldots, n$, then $C_{1} C_{2} \cdot \ldots \cdot C_{n}=0$.

Proof: We only show (1) (the proof for (2) is similar). By Proposition 4.1(1),

$$
\delta_{T}(C)=i\left(\sum_{j=1}^{n} \alpha_{j}\right) C
$$

where $C=C_{1} C_{2} \cdot \ldots \cdot C_{n}$. Assume that $C \neq 0$. Then $i \sum_{j=1}^{n} \alpha_{j} \in \sigma_{p}\left(\delta_{T}\right)$, thus, by
Proposition 4.1(6), Proposition 4.1(6),

$$
i \sum_{j=1}^{n} \alpha_{j}=\lambda-\mu \quad \text { for some } \lambda, \mu \in \sigma(T)
$$

This gives

$$
\sum_{j=1}^{n} \alpha_{j}=|\lambda-\mu| \leqslant|\lambda|+|\mu| \leqslant 2 r(T)<2 \pi n
$$

a contradiction, since $\alpha_{j} \geqslant 2 \pi(j=1, \ldots, n)$.
Proposition 4.3. Let $T \in \mathcal{L}(X), \lambda_{0} \in \mathcal{C}$ and $C \in N\left(\delta_{T}-\lambda_{0}\right)$. Then

$$
C(X) \subseteq X_{T}\left(\sigma\left(T-\lambda_{0}\right) \cap \sigma(T)\right)
$$

Proof: Put $S=T-\lambda_{0}$. For each $\mu \in \rho(S)$ we have

$$
\begin{aligned}
(T-\mu) C(S-\mu)^{-1} & =T C(S-\mu)^{-1}-\mu C(S-\mu)^{-1} \\
& =\left(C T-\lambda_{0} C\right)(S-\mu)^{-1}-\mu C(S-\mu)^{-1} \\
& =C S(S-\mu)^{-1}-\mu C(S-\mu)^{-1} \\
& =C(S-\mu)(S-\mu)^{-1}=C
\end{aligned}
$$

Therefore, for $\mu \in \rho(S)$ and $x \in X$

$$
(T-\mu) C(S-\mu)^{-1} x=C x
$$

This shows that for $x \in X$

$$
\rho(S) \subseteq \rho_{T}(C x)
$$

thus $\sigma_{T}(C x) \subseteq \sigma(S)=\sigma\left(T-\lambda_{0}\right)$. Consequently

$$
C x \in X_{T}\left(\sigma\left(T-\lambda_{0}\right)\right)=X_{T}\left(\sigma\left(T-\lambda_{0}\right) \cap \sigma(T)\right)
$$

Since $x \in X$ was arbitrary, $C(X) \subseteq X_{T}\left(\sigma\left(T-\lambda_{0}\right) \cap \sigma(T)\right)$.
The following proposition is of crucial importance for our investigations in the next section.

Proposition 4.4. Let $T \in \mathcal{T P N}(X)$. Suppose that $\lambda_{0} \in \mathcal{C}, C \in N\left(\delta_{T}-\lambda_{0}\right)$, $\mu_{0} \in \mathcal{C}$ and $\sigma\left(T-\lambda_{0}\right) \cap \sigma(T) \subseteq\left\{\mu_{0}\right\}$. Then

$$
T C=\mu_{0} C .
$$

Proof: Use Proposition 4.3 to get

$$
C(X) \subseteq X_{T}\left(\sigma\left(T-\lambda_{0}\right) \cap \sigma(T)\right) \subseteq X_{T}\left(\left\{\mu_{0}\right\}\right)
$$

Proposition 3.5 shows then that

$$
C x \in X_{T}\left(\left\{\mu_{0}\right\}\right)=N\left(T-\mu_{0}\right) \quad \text { for all } x \in X
$$

thus $T C x=\mu_{0} C x$ for all $x \in X$.

## 5. Exponentials of totally paranormal operators

In this section we investigate the operator equations

$$
e^{T}=e^{S} \quad \text { and } \quad e^{T} e^{S}=e^{s} e^{T}
$$

where $T \in \mathcal{T} \mathcal{P N}(X)$ (or $T, S \in \mathcal{T P \mathcal { N }}(X)$ ).
If $T \in \mathcal{L}(X)$, then we say that $\sigma(T)$ is $2 \pi i$-congruence-free if

$$
\sigma(T) \cap \sigma(T+2 k \pi i)=\emptyset \quad \text { for each } \quad k \in \mathcal{Z} \backslash\{0\} .
$$

Hille [10] has shown the following
Theorem 5.1. Let $T, S \in \mathcal{L}(X)$ and suppose that $\sigma(T)$ is $2 \pi i$-congruence-free. If $e^{T}=e^{S}$, then $T S=S T$.

The next result is due to Wermuth [18] (see also [16] for a very short proof, which uses the derivation $\delta_{T}$ ).

Theorem 5.2. Let $T, S \in \mathcal{L}(X)$. Suppose that $\sigma(T)$ and $\sigma(S)$ are $2 \pi i$-congruencefree. If $e^{T} e^{S}=e^{S} e^{T}$, then $T S=S T$.

The object of this section is to obtain results, similar to the above theorems, for totally paranormal operators, where we weaken the property " $2 \pi i$-congruence-free" as follows:

We say that $T \in \mathcal{L}(X)$ has property ( $P$ ), if

$$
\sigma(T) \cap \sigma(T+2 n \pi i) \subseteq\{n \pi i\} \quad \text { for } \quad n=1,2, \ldots
$$

Remarks 5.3. Let $T \in \mathcal{L}(X)$.
(1) It is easy to see that if $T$ has property $(P)$, then

$$
\sigma(T) \cap \sigma(T+2 k \pi i) \subseteq\{k \pi i\} \quad \text { for each } \quad k \in \mathcal{Z} \backslash\{0\}
$$

(2) If $r(T) \leqslant \pi$, then $T$ has property ( $P$.

In what follows we shall use the following notations:

$$
\begin{aligned}
i \pi \mathcal{N} & :=\{i \pi, 2 \pi i, 3 \pi i, \ldots\} \\
-i \pi \mathcal{N} & :=\{-i \pi,-2 \pi i,-3 \pi i, \ldots\} \\
\mathcal{Z}^{*} & =\mathcal{Z} \backslash\{0\}
\end{aligned}
$$

and

$$
i \pi \mathcal{Z}^{*}=(i \pi \mathcal{N}) \cup(-i \pi \mathcal{N})
$$

Proposition 5.4. Let $T \in \mathcal{T P N}(X)$ have property $(P)$.
(1) If $k \in \mathcal{N}$ and $C \in N\left(\delta_{T}+2 k \pi i\right)$, then

$$
T C=k \pi i C=-C T
$$

(2) If $k \in \mathcal{N}$ and $D \in N\left(\delta_{T}-2 k \pi i\right)$, then

$$
T D=-k \pi i D=-D T
$$

(3) If $V \in N\left(\Psi\left(\delta_{T}\right)\right)$, then

$$
T V+V T=0
$$

Proof: (1) Put $\lambda_{0}=-2 k \pi i$ and $\mu_{0}=k \pi i$. Then $C \in N\left(\delta_{T}-\lambda_{0}\right)$ and, since $T$ has property ( $P$ ),

$$
\sigma\left(T-\lambda_{0}\right) \cap \sigma(T)=\sigma(T+2 k \pi i) \cap \sigma(T) \subseteq\left\{\mu_{0}\right\}
$$

From Proposition 4.4 we derive that $T C=\mu_{0} C=k \pi i C$. Since $C T-T C=-2 k \pi i C$, we get $C T=T C-2 k \pi i C=-k \pi i C^{\prime}=-T C$.
(2) Similar.
(3) By Proposition 4.1(4), (5) there are $\lambda_{1}, \ldots, \lambda_{p} \in\{ \pm 2 \pi i, \pm 4 \pi i, \ldots\}$ and $C_{1}, \ldots, C_{p}$ $\in \mathcal{L}(X)$ such that

$$
V=C_{1}+\ldots+C_{p}
$$

and

$$
C_{j} \in N\left(\delta_{T}-\lambda_{j}\right) \quad(j=1, \ldots, p) .
$$

Use (1) and (2) to see that $T C_{j}+C_{j} T=0(j=1, \ldots, p)$. This shows that $T V+V T=0$. $\square$
Recall that for $T \in \mathcal{L}(X)$ we have denoted by $n(T)$ the smallest positive integer $n$ such that $(r(T)) / \pi<n$.

Proposition 5.5. Let $T \in \mathcal{T P \mathcal { P }}(X)$ have property $(P)$ and let $V \in N\left(\Psi\left(\delta_{T}\right)\right)$.
(1) If $(i \pi \mathcal{N}) \cap \sigma_{p}(T)=\emptyset$, then $V^{n(T)}=0$.
(2) If $(-i \pi \mathcal{N}) \cap \sigma_{p}(T)=\emptyset$, then $V^{n(T)}=0$.
(3) If $\left(i \pi \mathcal{Z}^{*}\right) \cap \sigma_{p}(T)=\emptyset$, then $V=0$.

Proof: Put $n=n(T)$.
Case 1. $n=1$. Thus $r(T)<\pi$. Proposition 4.1(6) shows that then $M_{T}=\emptyset$, thus, by Proposition 4.1(5), $\Psi\left(\delta_{T}\right)$ is injective, therefore $V=0$.
Case 2. $n>1$. Then, use Proposition 4.1,

$$
M_{T} \subseteq\{ \pm 2 \pi i, \pm 4 \pi i, \ldots, \pm 2(n-1) \pi i\}
$$

and

$$
V=U_{1}+\ldots+U_{n-1}+V_{1}+\ldots+V_{n-1}
$$

where $U_{j} \in N\left(\delta_{T}-2 j \pi i\right)$ and $V_{j} \in N\left(\delta_{T}+2 j \pi i\right)(j=1, \ldots, n-1)$. Proposition 5.4 gives

$$
\begin{equation*}
T U_{j}=-j \pi i U_{j} \quad \text { and } T V_{j}=j \pi i V_{j} \quad(j=1, \ldots, n-1) \tag{*}
\end{equation*}
$$

(1) If $\left(i \pi \mathcal{N} \cap \sigma_{p}(T)=\emptyset\right.$, then it follows from (*) that $V_{1}=V_{2}=\ldots=V_{n-1}=0$, thus $V=U_{1}+\ldots+U_{n-1}$. The power $V^{n}$ is a sum of products of the form $U_{k_{1}} U_{k_{2}} \cdot \ldots \cdot U_{k_{n}}$, where $U_{k_{\nu}} \in\left\{U_{1}, \ldots, U_{n-1}\right\}$. Therefore

$$
\delta_{T}\left(U_{k_{\nu}}\right)=2 k_{\nu} \pi i U_{k_{\nu}}
$$

and $2 k_{\nu} \pi \geqslant 2 \pi$. From Proposition 4.2 we then conclude that $U_{k_{1}} U_{k_{2}} \cdot \ldots \cdot U_{k_{n}}=0$. Hence $V^{n}=0$.
(2) Similar.
(3) If $\left(i \pi \mathcal{Z}^{*}\right) \cap \sigma_{P}(T)=\Phi,(*)$ shows that $U_{j}=V_{j}=0(j=1, \ldots, n-1)$, thus $V=0$.

Our first result concerning the equation $e^{T} e^{S}=e^{S} e^{T}$ reads as follows:
Theorem 5.6. Let $T \in \mathcal{T} \mathcal{P} \mathcal{N}(X)$ have property $(P)$. Let $S \in \mathcal{L}(X)$ and suppose that $e^{T} e^{S}=e^{S} e^{T}$. Then $T^{2} e^{S}=e^{S} T^{2}$.

Furthermore we have:
(1) If $(i \pi \mathcal{N}) \cap \sigma_{p}(T)=\emptyset$ or $(-i \pi \mathcal{N}) \cap \sigma_{p}(T)=\emptyset$, then

$$
\left(T e^{S}-e^{S} T\right)^{n(T)}=0
$$

(2) If $\left(i \pi \mathcal{Z}^{*}\right) \cap \sigma_{p}(T)=\emptyset$, then

$$
T e^{S}=e^{S} T
$$

Proof: By Proposition 4.1(8),

$$
\begin{aligned}
\Psi\left(\delta_{T}\right)\left(\delta_{T}\left(e^{S}\right)\right) & =e^{-T} e^{S} e^{T}-e^{S} \\
& =e^{-T} e^{T} e^{S}-e^{S}=0
\end{aligned}
$$

thus $V=e^{S} T-T e^{S}=\delta_{T}\left(e^{S}\right) \in N\left(\Psi\left(\delta_{T}\right)\right)$. From Proposition 5.4(3) we derive

$$
\begin{aligned}
0=T V+V T & =T\left(e^{S} T-T e^{S}\right)+\left(e^{S}-T e^{S}\right) T \\
& =e^{S} T^{2}-T^{2} e^{S}
\end{aligned}
$$

(1) It follows from Proposition 5.5 that $0=V^{n(T)}=\left(e^{S} T-T e^{S}\right)^{n(T)}$.
(2) Use Proposition 5.5(3).

Theorem 5.7. Let $T, S \in \mathcal{T P} \mathcal{N}(X)$ and suppose that $T$ and $S$ have property (P). If $e^{T} e^{S}=e^{S} e^{T}$, then

$$
T^{2} S^{2}=S^{2} T^{2}
$$

Furthermore we have:
(1) If $(i \pi \mathcal{N}) \cap \sigma_{p}(T)=\emptyset$ or $(-i \pi \mathcal{N}) \cap \sigma_{p}(T)=\emptyset$, then $\left(T S^{2}-S^{2} T\right)^{n(T)}=0$.
(2) If $\left(i \pi \mathcal{Z}^{*}\right) \cap \sigma_{p}(T)=\emptyset$ and $\left(i \pi \mathcal{Z}^{*}\right) \cap \sigma_{p}(S)=\emptyset$, then

$$
T S=S T
$$

Proof: Theorem 2.1 gives $T^{2} e^{S}=e^{S} T^{2}$. Therefore

$$
\Psi\left(\delta_{S}\right)\left(\delta_{S}\left(T^{2}\right)\right)=e^{-S} T^{2} e^{S}-T^{2}=0
$$

thus $V=T^{2} S-S T^{2}=\delta_{S}\left(T^{2}\right) \in N\left(\Psi\left(\delta_{S}\right)\right)$. Proposition 5.4(3) yields then that

$$
0=S V+V S=S T^{2} S-S^{2} T^{2} S+T^{2} S^{2}-S T^{2} S=T^{2} S^{2}-S^{2} T^{2}
$$

(1) If we replace $T$ by $S$, we see as above that $U:=\delta_{T}\left(S^{2}\right)=S^{2} T-T S^{2}$ $\in N\left(\Psi\left(\delta_{T}\right)\right.$. Now use Proposition 5.5 to get $U^{n(T)}=0$.
(2) Theorem 5.6(2) shows that $T e^{S}=e^{S} T$, hence

$$
\Psi\left(\delta_{S}\right)\left(\delta_{S}(T)\right)=e^{-S} T e^{S}-T=0
$$

Therefore $T S-S T \in N\left(\Psi\left(\delta_{S}\right)\right)$. From Proposition 5.5(3) it follows now that $T S=S T$.]
Theorem 5.8. Suppose that $T, S \in \mathcal{L}(X), T+S \in \mathcal{T P \mathcal { N }}(X), T+S$ has property $(P),\left(i \pi \mathcal{Z}^{*}\right) \cap \sigma_{p}(T+S)=\emptyset$ and that

$$
e^{T} e^{S}=e^{T+S}=e^{S} e^{T}
$$

Then $T S=S T$.
Proof: We have

$$
\begin{aligned}
\Psi\left(\delta_{T+S}\right)\left(\delta_{T+S}\left(e^{T}\right)\right) & =e^{-(T+S)} e^{T} e^{T+S}-e^{T} \\
& =e^{-S} e^{-T} e^{T} e^{T+S}-e^{T} \\
& =e^{-S} e^{S} e^{T}-e^{T}=0
\end{aligned}
$$

thus $V=e^{T} S-S e^{T}=e^{T}(T+S)-(T+S) e^{T}=\delta_{T+S}\left(e^{T}\right) \in N\left(\Psi\left(\delta_{T+s}\right)\right)$. By Proposition $5.5(3), N\left(\Psi\left(\delta_{T+S}\right)\right)=\{0\}$, hence $e^{T} S=S e^{T}$. It follows that

$$
\begin{aligned}
\Psi\left(\delta_{T+S}\right)\left(\delta_{T+S}(S)\right) & =e^{-(T+S)} S e^{T+S}-S \\
& =e^{-S} e^{-T} S e^{T} e^{S}-S=0
\end{aligned}
$$

Hence $S(T+S)-(T+S) S=S T-T S \in N\left(\Psi\left(\delta_{T+S}\right)\right)=\{0\}$.
Now we are concerned with the equation $e^{T}=e^{S}$.
Theorem 5.9. Suppose that $T \in \mathcal{T P N}(X)$ has property $(P), S \in \mathcal{L}(X)$ and that $e^{T}=e^{S}$. Then

$$
T^{2} S=S T^{2}
$$

Furthermore we have:
(1) If $(i \pi N) \cap \sigma_{p}(T)=\emptyset$ or $(-i \pi \mathcal{N}) \cap \sigma_{p}(T)=\emptyset$, then

$$
(T S-S T)^{n(T)}=0
$$

(2) If $\left(i \pi \mathcal{Z}^{*}\right) \cap \sigma_{p}(T)=\emptyset$, then

$$
T S=S T
$$

Proof: Since

$$
\Psi\left(\delta_{T}\right)\left(\delta_{T}(S)\right)=e^{-T} S e^{T}-S=e^{-S} S e^{S}-S=0
$$

$S T-T S \in N\left(\Psi\left(\delta_{T}\right)\right)$. By Proposition $5.4(3)$ we see that

$$
0=T(S T-T S)+(S T-T S) T=S T^{2}-T^{2} S
$$

(1) follows from Proposition 5.5(1), (2).
(2) follows from Proposition 5.5(3).

## 6. Final remarks

In Proposition 3.5 we have seen that if $T \in \mathcal{L}(X)$ is totally paranormal, then

$$
X_{T}(\{\lambda\})=N(T-\lambda) \quad \text { for every } \lambda \in \mathcal{C}
$$

An inspection of the proofs of Theorem 5.6,5.7, 5.8 and 5.9 shows that we have only used the property

$$
X_{T}(\{k \pi i\})=N(T-k \pi i) \quad \text { for each } k \in \mathcal{Z}^{*}
$$

Thus, if we define the class $\mathcal{C}(X)$ by

$$
\mathcal{C}(X)=\left\{T \in \mathcal{L}(X): X_{T}(\{k \pi i\})=N(T-k \pi i) \quad \text { for all } k \in \mathcal{Z}^{*}\right\}
$$

then we have
ThEOREM 6.1. Theorems 5.6 through 5.9 remain true if we replace $\mathcal{T P N}(X)$ by $\mathcal{C}(X)$.
Example 6.2. Let $T \in \mathcal{L}(X)$ be a scalar-type operator (in the sense of Dunford, see $[4,6])$. Then $T \in \mathcal{C}(X)$.

This can be seen from [6, Theorem XV.3.4, Theorem XV.8.2] (see also [4, Theorem 5.33, Thereom 11.12]). Furthermore, $T$ has the single-valued extension property [ 6 , Theorem XV.3.2].

An operator $T \in \mathcal{L}(X)$ is said to be meromorphic, if each $\lambda_{0} \in \sigma(T) \backslash\{0\}$ is a pole of the resolvent of $(\lambda-T)^{-1}$. If $T$ is meromorphic, then $\sigma(T)$ has no interior points, thus $T$ has the single-valued extension property.
EXAMPLE 6.3. Let $T \in \mathcal{L}(X)$ be meromorphic. Suppose that $r(T)=\|T\|$,

$$
\begin{equation*}
\sigma(T) \subseteq\{z \in \mathcal{C}:|\operatorname{Im} z| \leqslant \pi\} \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma(T+2 \pi i) \cap \sigma(T) \subseteq\{i \pi\} \tag{2}
\end{equation*}
$$

then $T \in \mathcal{C}(X)$ and $T$ has property $(P)$.
Proof: Since (1) and (2) hold, $T$ has property ( $P$ ). By (1) and Proposition 3.1(2), we only have to show that

$$
X_{T}\left(\left\{\lambda_{0}\right\}\right)=N\left(T-\lambda_{0}\right) \text { for } \quad \lambda_{0} \in\{-i \pi, i \pi\}
$$

since $T$ has the single-value extension property. Take $\lambda_{0} \in\{-i \pi, i \pi\}$. If $\lambda_{0} \in \rho(T)$, then $X_{T}\left(\left\{\lambda_{0}\right\}\right)=N\left(T-\lambda_{0}\right)=\{0\}$. Hence assume that $\lambda_{0} \in \sigma(T)$. From (1) it follows that $\left|\lambda_{0}\right|=r(T)$. Satz in [9, 102.4] shows now that $\lambda_{0}$ is a simple pole of $(\lambda-T)^{-1}$, thus by Proposition 3.6

$$
X_{T}\left(\left\{\lambda_{0}\right\}\right)=N\left(T-\lambda_{0}\right)
$$

Corollary 6.4. Suppose that $T \in \mathcal{L}(X)$ is meromorphic and $r(T)=\|T\| \leqslant \pi$. Then $T \in \mathcal{C}(X)$ and $T$ has property $(P)$.
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