
THE ISOMORPHISM OF CERTAIN 
CONTINUOUS RINGS 

BRIAN P. DAWKINS AND ISRAEL HALPERIN 

1. Statement of theorems to be proved. In this paper we shall prove 
the following two theorems (the terminology is explained in § 2 below; all 
rings are assumed to be associative). 

THEOREM 1. Suppose that 3) is a division ring of finite order m over its centre 
Z and let n(m) denote the factor sequence 1, m, m2, . . . , mn, . . . . Then the rings 
3)M(w) and Z^m) are isomorphic. 

THEOREM 2. Suppose that 3) is a division ring of infinite order over its centre 
Z such that 3) contains an infinite sequence of subdivision rings 3)(1), 3D(2), . . . , 
3)(w), . . . with the following properties: 

(i) Each T){n) has centre Z, and the order mn of 3 ) w over Z is finite. 
(ii) If n 9^ r, then mn and mr are relatively prime and uv = vu whenever 

u e £)(w) and v G 3)(r). 
(iii) For fixed but different tlt . . . , tn, the set of all finite sums of products 

with all Uir Ç 3)(r) is a subdivision ring of 3) with centre Z and order mtl . . . mtn 

over Z. (If tj — j for j = 1, . . . , n, we denote this division ring by S(n\) 
(iv) 3) = U n ^ S W . 
Let M, v denote the factor sequences 

li = (1, wi m2, . . . , (mi . . . mn)
n-\ . . . ), 

v = (wi, (mi ra2)
2, . . . , (m1 . . . mn)

n, . . .). 

Then 3)M and Zv are isomorphic. 

We note that Kôthe (2), using tensor products, has constructed such a 
ring 33 with the field of real rational numbers as centre. 

2. Introduction. 

2.1. Suppose that 9? is a ring (unit element is not postulated). For each 
integer n > 1 the ring of all n X n matrices with entries in 3? will be denoted 
9îw. If A 6 ytP, we shall write A 0 q to denote the matrix in diPQ for which 

_ (AitJ for 1 < i,j < p, 1 < 5 < q, 
(A (8) q)(s.1)p+it(s.1)P+j - , Q f o r a U Q t h e r e n t r i e g j 
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in other words, A ® q is obtained when A is repeated q times down the 
diagonal. If 9î has a unit 1, then lg will denote the q X q unit matrix. 

Throughout this paper if A £ 9îp and I? £ 9îç, then 4̂ ® I? Ç 9îPff will have 
the following meaning: 

(A <g) E)(5_i)2,+f>(f_i)p+y = AifjBStt for 1 < i, j < £, 1 < s, / < g, 

in other words, A ® B is obtained by left multiplying each entry in B by the 
matrix A. It is easily verified that <g) is associative (though not commutative). 
If 9? has a unit, then A ® q = A ® lff; if 9Î is a division ring, then A ® B = 0 
implies A = 0 or B = 0. 11 p = 1 or q = 1, then ® coincides with the usual 
multiplication. 

(We shall not make use of the fact that {A ® B \ A Ç % and B £ 9i\} 
generates a subring of 9?P(7 which is isomorphic to the tensor product of 9îp 

and 9^ over the centre of 9?.) 
We define an injective ring homomorphism <t>kn,n : dxn —* 9?^ by the rule 

A i—> A ® k (the symbol X —> Y denotes a mapping of the set X into the 
set Y whereas the symbol x \—+ y means that the element y is assigned as value 
to the element x). 

2.2. By definition a factor sequence JJL is an infinite sequence of integers nu 

all > 1 , such that nt —» oo when i —» oo and for each i : ni+i = &; ŵ  for some 
integer kt > 1. 

By 9too and 9îM, we denote the inductive limits 

9îœ = lim (9în, **n.n), $R/i = lim (9îwi, ^.-.n,-)-

If 4̂ £ 9?n> we write A (oo ) to denote the element in 9îœ (equivalence class) 
determined by A ; if n £ M> we write 4̂ (/x) to denote the element in 9iM deter
mined by A. Clearly the rule A(fi) I—> A (oo ) determines an injective ring 
homomorphism 9îM —» 9Jœ which is, in general not bijective; however, it is 
bijective if, for example, the nth term of M is the nth power of the product 
of the first n primes. 

2.3. Suppose now that © is a division ring with centre Z. Then Zœ C ®ra 

and ZM C £V for each factor sequence ju. Each of the rings 3 \ , 35M, S?œ possesses 
a unit 1, is regular (in the sense of von Neumann), is irreducible, and possesses 
a unique normalized rank function R (normalized by the condition R(l) = 1). 
The rank R is determined by the rule 

„ , A v usual right column rank of A 
R(A) = ^ ; 

n 
see (3; 4; 1). 

On every regular rank ring 9? the function d(A,B) = R(A — B) is a 
metric and the metric completion 9T is again a regular rank ring (1). Thus 
2)M~ a n d ®œ~ a r e regular rank rings. 

https://doi.org/10.4153/CJM-1966-131-4 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1966-131-4


CONTINUOUS RINGS 1335 

Von Neumann stated the following theorem. 

THEOREM N. (i) For every division ring 33 and every factor sequence ju, the 
rings 2 ) ^ and 3 3 / are isomorphic. 

(ii) If the order of 3) over its centre Z is finite, then Zœ" and 3 3 ^ are iso
morphic. 

A detailed proof of (i) was given by von Neumann in an unpublished 
manuscript, but for (ii) he left only some indication of his proof (4). Our 
Theorem 1 (which we shall prove without assuming (i) or (ii) of Theorem N) 
states that if the order of 33 over Z is m (finite), then 33„(W) and ZM(m) are iso
morphic (hence £)M(m)" and ZM(w)" are isomorphic). Theorem N (i) combined 
with our Theorem 1 supplies a proof of N (ii). 

A detailed exposition of von Neumann's proof of N (i) will be given in a 
subsequent issue of this Journal. 

2.4. To show that 33M(m) and ZM(m) are isomorphic it is sufficient to exhibit 
injective ring homomorphisms for all n > 1: 

OLn • 3 3 m n - l > Zmn, f3n '. Zmn » 3 3 m n 

such that /3nanA = A 0 m and aw+i /3n A = A ® m. It will follow immediately 
that the rule 

A i—>an(A) whenever A £ 33mn-i, n > 1 

determines a bijective ring isomorphism 33M(m) —> ZM(w) as required to prove 
Theorem 1 (a similar technique suffices to prove Theorem 2). 

3. Construction of an and pn. 

3.1. Suppose that 2) is a division ring of finite order m over its centre Z. 
We consider 33 as an m-dimensional vector space over the commutative scalars 
Z and we choose a fixed basis e\, . . . , em for this vector space. 

For each v in 33 two Z-linear mappings 33 —> 33 are determined by the 
rules x \—> vx and x i—» xv respectively. With respect to the fixed basis for 3), 
each of these linear mappings is represented by an m X m matrix with entries 
in Z, ^(v) amd ty'(v) respectively. 

The following known facts are easily verified: 

^f{u)^'(v) = ^'(v)^(u) for all u,v in 33; 

¥(1) = ^ ( 1 ) = 1OT; 

the rule v I—> SP" (v) determines an injective ring homomorphism 2) —> Zm ; 

the rule v I—» ^'(p) determines an injective ring anti-homomorphism 
3) —» Zm (anti-homomorphism because ^r (uv) = ^ {v)^?'(u)). 

For the convenience of the reader we recall the proof of a known lemma. 
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LEMMA 1. Suppose that all uuvt £ 33 and that 
N 

XI UiXVt = 0 
i = l 

for all x G 33 (//m condition is equivalent to the condition 

and is implied by the condition 

£ a, ¥'(»,) = 0). 

Then if Ui, . . . , uN are Z-independent, it follows that Vi = Q for alii; if v\, . . . , vN 

are Z-independent, it follows that ut = 0 /or all i. 

Proof, li N = 1, the hypothesis implies that Wi v\ = 0. Since a Z-independent 
element must be non-zero and hence must possess an inverse, the lemma 
follows for this case. 

Now suppose that the lemma has been established for some n > 1 and 
that Uij . . . , un+i are Z-independent and 

ra+l 

^ UiXVi = 0 for all x in 33. 

To show that all vt are 0, we may assume that vn+i ^ 0 (because of the 
inductive hypothesis) and we need only derive a contradiction. 

For all x, y in 33 we have: 
/ n + l \ w+1 

\ z=l / i= l 

By subtraction we obtain 
n 

]T Witffan+r1^? — yVw+r^O = 0 for all x in 33. 
z = l 

Because of the inductive hypothesis (since uï} . . . , un are Z-independent 
along with z^, . . . , un+i) we have, for each i < n: 

vn+rlViy = yVn+i^Vi for all y in 33, 

in other words 

Vi = ZiVn+i for some zt £ Z. 
Then 

[un+i + ^2 Zi Uijxvn+i = 0 for all x in 33; 

hence 

n 

i = l 
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contradicting the assumed Z-independence of ui} . . . , ww+i. By induction on 
n, this proves par t of Lemma 1; the remaining par t is proved in the same 
way. 

LEMMA 2. Suppose that n > 1 and all vitj G T). Then the following assertions 
are equivalent. 

N 

(i) Z *(vitl)*'(vit2) ® . . . ® *0*,2„-3)*'(^ ( W-2) ® *(Vi,2n-l) = 0, 
i=l 

AT 

(H) Z «'«.l ® * ' ( ^ , 2 ) * ( ^ , 3 ) ® . • • ® * ' ( ^ . 2 » - 2 ) * (l><,2»-l) = 0. 
i=l 

Proof. When n = 1, (i) becomes 

i=i 

and (ii) becomes 
N 

Z ^ z . i = 0; 
i=i 

so Lemma 2 holds for n — 1 since ^ is addit ive and injective. 
We now prove Lemma 2 for the case n > 1. We first express z/lfl, . . . ,vNti 

in terms of independent elements. Then we apply Lemma 1 to (i); this shows 
t h a t it is sufficient to prove the equivalence of 

N 

( i ) ' X) »«.2 ® *(»if8)*(î><,4) ® • • • ® *(^,2„-3)* ' (^ ,2„- 2 ) ® *(vu2n-l) = 0, 
t = l 

iV 

( i i ) ' E ^ ' ( ^ , 2 ) ^ ( ^ , 3 ) ® . . . ® ^ ' (^ ,2 , -2 )^ (^ ,2 , -1 ) = 0. 
i=i 

Now we express z/i,2, ^2,2, . . . , ^ , 2 in terms of independent elements and 
apply Lemma 1 to (ii) ' ; after t ha t we see t ha t it is sufficient to establish the 
equivalence of 

N 

( i ) " Z *(V<.8)*'(V<,4) ® • • • ® *(^ ,2„- l ) = 0, 
i=l 

N 

( i i ) " S vuz ® . . . ® ^'(^,2,-2)^(»<,2,-1) = 0. 
i=i 

By repeating such reductions we arrive a t an equivalent assertion which has 
the form of Lemma 2 b u t with n = 1. 

This completes the proof of Lemma 2. 

COROLLARY. For each n > 1, 

N 

(Hi) Z *<,1 ® *'(0<,2)¥(»<f3) ® . . . ® *'(vi)2n-2)y(Vi,2n-l) ® *'(f«.2») = 0 
i = l 
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if and only if 

N 

(iv) £ ¥(w<.i)*'(»i.2) ® . . . ® *(Vi,2»_i)¥'(i>i,2») = 0. 

Proof. This can be derived from Lemma 2 or proved directly in the same 
way, using Lemma 1 repeatedly. 

LEMMA 3. For each n > 1: 
(i) every element in Zmn can be represented in the form 

N 

2 ^(VuiWiVt^) ® . . . ® *0;,2n-l)*>*,2„); 

(ii) every element in T)mn-i can be represented in the form 

N 

X) Viti ® ^(vii2)^(vitZ) ® . . . ® ^'(Vfl2„_2)^r(f i,2n-l). 
*=1 

Proof of (i). For fixed n, the elements that can be represented in the given 
form constitute a Z-subspace M of Zmn; we need only verify that M has 
dimension m2n. 

Let eij . . . , em be a fixed basis for 3) and let 

w(rh . . . , r2n) = ¥(e f l)¥'(* r 2) ® . . . ® *(er^_x)*'(erJ 

where each r ; varies independently over 1, . . . , m. It is sufficient to show 
that the w's are independent. Suppose that 

53z(ri, . . . , r2n)w(ru . . . , r2n) = 0 with all s £ Z. 

By applying Lemma 1 we obtain: 

for fixed ru r2 : X^(fi> • • • » ^2n)w(ri, . . . , r2») = 0. 

By repeated applications of Lemma 1 we obtain that for every fixed choice 
of rly . . . , r2n\ z{ru • • • , r2n)w(ru . . . , r2») = 0; hence z(ru . . . , r2n) = 0. 
This shows that the w's are independent and proves (i). 

Proof of (ii). The elements that can be represented in the given form con
stitute a subspace of 3)wn-i, of dimension (by an argument like that used 
to prove (i)) equal to w2w_1; hence this subspace is all of 35mn-i. 

LEMMA 4. For each n > 1 
(i) the rule 

N 

S *><.! ® ^'(»i.2)*(*>*,3) ® • • • ® ¥'(^,2»-2)*(î>*,2n-l) 
i=l 

N 

• - • £ ^ ( l ^ l ) * ' ^ ) ® • • • ® *(v<,2»-l) 
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determines an infective Z-algebra homomorphism 

(when n = 1 the given rule is to be read vt i—» ^(vt); it has been pointed out 
previously t ha t this determines an injective Z-algebra homomorphism £) —> Zm) ; 

(ii) the rule 

N 

X) * 0 i , l ) * > i , 2 ) ® . • . ® ^{vit2n-l)^\Vi,2n) 

N 

'-> E »i.l ® * > * , 2 ) * ( ^ , 3 ) ® • • • 0 *'(vit2n) 

determines an infective Z-algebra homomorphism 

(hi) PnOnA = A ® m and an+ifinA = A ® m. 

Proof of (i) and (ii). From Lemma 2 and Lemma 3(ii) it follows t h a t an, 
as described, is an injective Z-linear mapping. Similarly, from the Corollary 
to Lemma 2 and Lemma 3 (i) it follows t ha t /3n, as described, is an injective 
Z-linear mapping. Thus we need only verify t ha t an and fin preserve multipli
cation. 

Since ^r(v) and ty'(v) are matrices with entries in the centre Z, we have: 

(Vi ® * > 2 ) ^ ( Z > 3 ) ® . . . ® ^ > 2 „ - 2 ) ^ ( ^ - l ) ) ( W l ® ^ ( ^ 2 ) ^ ( ^ 3 ) ® • • • 

® ^ ( ^ 2 ^ - 2 ) ^ ( ^ 2 ^ - 1 ) ) 

= V! Ui ® ^ ( ^ 2 ) ^ ( ^ 3 ) ^ / ( w 2 ) ^ r ( « 3 ) ® • • • 

® * ' (v2n-2) * (V2n-l) *' («2»-?) * («2»-l) 

= fli « i ® y'(U2 V2)V(Vz UZ) ® . . . ® ^ / ( ^ 2 n - 2 ^ 2 n - 2 ) ^ r ( ^ 2 w - 1 ^ 2 w - l ) 

and 

(¥(l>l)*'(l>2) ® . . . ® * K - l ) ) ( * M * ' M ® • • . ® *(«2»-l)) 
= '*(fl l) ^ ' M * ( ^ l ) ^ ' M ® . . . ® ^{V2n-l)^{u2n-l) 
= y(v1U1)y'(u2V2) ® . . . ® ^ ( » 2 n - l « 2 » - l ) , 

which shows tha t aw preserves multiplication. A similar argument shows t h a t 
/3n preserves multiplication. This proves (i) and (ii). 

Proof of (iii) 
We have: 

PiOLi(v) = 0 i ( * ( i ; ) ¥ ' ( l ) ) = v ® * ' ( 1 ) = v ® m; 

for « > 1 we have: 

PnOnfyl ® • • • ® ^ ' ( ^ - 2 ) ^ ( ^ - 1 ) ) 

= fl^frl)*'^ ® • • • ® *K- l ) ) 
= A,(* M^'fa) ® . . . ® ^K-i )^( i ) ) 
= (fll ® . . . ® ^,(v2n-l)y(v<2n-l)) ® W; 
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for n > 1 we have: 

an+iPn(*(Vi)*'(V2) ® • • • ® * ( Î / 2 » - I ) * > 2 K ) 

= On+iiVx ® *'(V2)*(VZ) ® . . . ® *'(fl2»)) 
= o^+i^i ® ^ ( ^ 2 ) ^ ( ^ 3 ) ® . . . ® * > 2 j * ( i ) ) 
= ( ^ i ) ^ > 2 ) ® . . . ® ¥(fl2l l-l)¥'(fl2»)) ® m. 

This proves (iii) and completes the proof of Lemma 4 and hence of Theorem 1. 

COROLLARY TO T H E O R E M 1. If 35 and T)' are division rings each of finite 

order over the same centre, then 35œ" and (©Oœ* are isomorphic. 

Proof. This follows directly from Theorem N(i i ) of von N e u m a n n ; hence 
from our Theorem 1 combined with N ( i ) . 

4. Division rings of infinite order over the centre. 

4 . 1 . W e shall now assume the hypotheses of Theorem 2 and we shall use 
the nota t ion: if 31 C ^Ae* 3X, then 21 (/x) denotes KJA^A(IJL). 

T h e hypothesis 
00 

© = u s(n) 

n=l 
clearly implies t h a t 

3)M = U ( 5 n )(m i . . .m n)n-lW. 
7 1 = 1 

Hence, to prove Theorem 2 it is sufficient to exhibit infective ring homo-
morphisms for each n > 1: 

Yn" W J(mi...mn)n-1 *• ^(w]...mn)n> 

Ow: ^(mi...ron)fl > W )(mi...mn+i)n 

such t ha t 

ônTn-4 = A ® w i . . . mnmn+1
n for ,4 G (5 (n))(mi...mn)n-i, 

7n + i ôn 4̂ = y4 ® Wi . . . mn mn+in+1 for A G Z(OT1...mn)». 

4.2 . For this purpose we shall prove a generalization of Lemmas 2, 3, and 
4. We shall make use of the mappings tyn, tyn' which would be defined in 
§ 3.1 if the ring 2) in § 3.1 were replaced by 3 5 w . T h u s for each v £ £) ( n ) the 
elements ^fn(v), ^f

n(v) are mn X mn matr ices with entries in Z. However, if 
v in ® (w) is branded by a superscript n (for example, vn, fl/S fl*,/), we may 
without ambigui ty write ^ , ^' in place of ^n, ^f

n respectively. 
We are going to describe certain functions //*, gt

n, h/1, k™ (of given ele
ments Vi,jl in 3), with p i f / G 35 ( 0 for all i, j , t) such t h a t the rules 

N N N N 

E/"|->Eg«". 2>">->E*" 
t = l 2 = 1 1=1 1 = 1 
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will determine mappings yn, bn respectively, with the properties s tated in 

§ 4 . 1 . 
We define fn by induction on n : f1 = Vi1 and if n > 1, 

f = fn-1 0 vn 0 *'(Vf )*(??) ® . . . ® * > 2 „ - / ) ^ K - 3 ^ ) 

(8) ^ ( l ^ 1 ) * ^ - ! 1 ) 0 . . . ® * > 2 „ - 2 W ) * K - l W ) . 

Next we define hn by induction on w : h1 = ^ ( z / i 1 ) ^ ' ^ 1 ) and if n > 1, 

A» = jf1-1 ® *(?!»)*'fa") ® . . . ® *(*>2»-3W)*'(*>2w-2
n) 

® ^ K - l O ^ ' K 1 ) ^ ¥(l>2»-l2)*'(l>2»2) ® . . . ® *(V2n-in)*'(v2n
n). 

Then we define gn to coincide with Aw when all v^n are replaced by 1; we 
define kn to coincide with fn+l when all Vu+i1 are replaced by 1. 

We shall write //*, g/1, &/*, &/* to indicate t ha t the z// have been replaced 
by Vi,/. 

We now prove a generalization of Lemma 1. 

LEMMA 5. Suppose that 35 is a division ring of centre Z. Suppose that U, V 
are division rings contained in 35, each of centre Z such that 

(i) for each v G 35, uv = vu for all u G £/ i/* aw^ 0/2/3/ if v £ V; 

N 

(ii) 2 ^ i ^ i = 0, Wi, . . . , uN Z-independent, all ut G U and all vt G V, 
i=i 

together imply all vt — 0; 
(iii) U has finite order m over Z. 

Suppose that ^ , ^ ' are defined as in § 3.1 but with U in place of 35, that all 
ut

l, Ui2 G U, all vt G F , a?z<i 

^ ut %Ui Vi = 0, /or all x G £7 
i = l 

(equivalently 
N 

I>(M/)*>*>* = 0). 
1=1 

TTzew if //ze w*1, i = 1, . . . , N, are Z-independent (except for repetitions), i/ 
follows that 

^L,ii\uii=u} u?Vi = 0 / o r eac& u £ U; 

if the u2, i = 1, . . . , N, are Z-independent (except for repetitions) it follows 
that 

^{i\Ui*=u} Uilvt = Ofor each u G U. 

Proof. If N = 1, the hypothesis implies ^ i 1 ^i2 ^1 = 0 and since Ui1 is 
independent (hence different from zero, hence invertible), it follows tha t 
U12 z>i = 0 as required to prove Lemma 5. 

We complete the proof by induction on N. 
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Suppose that the lemma has been established for all N < n for some n > 1 
and that Ui1, . . . , ̂ n+i1 are (except for repetitions) Z-independent and that 
^(ui1 xUi2)vi = 0 for all x 6 U. We may suppose that un+i2 9e 0 and we need 
only prove that Yl{i\ui1=un+ii)Ui2vi = 0-

As in the proof of Lemma 1 (since all y in U and all v in V are permutable) 
we obtain for all x, y in U 

n 

X (ut1 xdun+i)'1 ut
2y - y(un+i)~lul

2))vi = 0. 

Because of the inductive hypothesis, we have for every u Ç U, 

iLniui^uidun+i2)'1 Ui2 y - yiun+i^ufîvt = 0. 

Thus (un+i2)~lÇ^{i\uii=U)Ui2 Vi) and y are permutable for every y in U. Hence 
for each u £ U, 

(Un+x2)-1 (%2[i\uii-«}Ui2Vi) = W(u) G F , 

J2{i\uii=u}Ui2Vi = Un+i2w(u). 

Hence if we let u vary over the Z-independent elements in the set 

{ut\i = 1,...,N], 

we obtain (letting x = 1 in the hypothesis of Lemma 5) 

^u(uun+i2w(u)) = 0. 

Since the uun+i2 are Z-independent along with the elements u, it follows 
from the hypothesis (ii) that each w(u) = 0, in particular, 

22,{i\Uil=Un+ll\Ui2 Vi = 0, 
as required. 

By induction, this proves part of Lemma 5; the rest of Lemma 5 is proved 
in the same way. 

LEMMA 6. 

(0 E / r = 0 ^ 1 ^ = 0; 
i= i z=i 

(ii) I>," = 0<=>X;*," = 0; 
i = l i = l 

(iii) each element in (5(n))(mi...mn)n-i can be represented in the form 

N 

i = l 

(iv) each element in Z(ml...mn)n can be represented in the form 

N 
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(v) the rules 
N N N N 

i= i i=i i=i i=i 

determine infective Z-algebra homomorphisms ynj 8n respectively, with the pro
perties listed in § 4.1. 

Proof of (i). 
The method used to prove Lemma 2 can be applied, but we need Lemma 5 

in place of Lemma 1. 
When n = 1 the assertion (i) becomes: 

which holds since ^ i is additive and injective. 
Now we shall prove (i) for the case n > 1. We first express yn 1 , . . . , vNi\

l 

in terms of independent elements. Then we apply Lemma 5 (with © = S(n\ 
U = £)(1), and V = set of finite sums of products u2 . . . un, with sMu1 Ç 33('>) 
to the right side of (i); this shows that it is sufficient to prove (i)', which is 
(i) with all fli.i1, ^2,i\ . . . , vNt\

l omitted. 
Then we express vi^1, . . . , vN,2l in terms of independent elements and 

apply Lemma 5 to the left side of (i)r; this shows that it is sufficient to prove 
(i) with all Vi,!1 and Vi^1, i' = 1, • • • , N omitted. We repeat this reduction 
procedure until we reach the equivalent assertion 

E *K_iw) = o ^ E *(v^!n) = o. 
i= i *=i 

This completes the proof of (i). 

Proof of (ii). (ii) is proved in the same way as (i), by repeatedly applying 
Lemma 5. 

Proof of (iii). We need only verify that the Z-subspace (Sn)(mi...mn)n-i has 
the same dimensionality as the subspace of finite sums 

N 

(namely, (mi. . . mn)
2n~l). The method used to prove Lemma 3 is applicable 

here. 

Proof of (iv). The method used to prove (iii) applies to prove (iv). 

Proof of (v). The method used to prove Lemma 4 applies here to show 
that yn and 8n preserve multiplication and have the other properties stated 
in Lemma 6. 

This proves Lemma 6 and completes the proof of Theorem 2. 
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ERRATUM 

The paragraphs ''Added in proof" appearing above the reference lists on 
pp. 918 and 949 of Vol. XVIII, No. 5, should be interchanged. 
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