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## 1. Introduction

If $f(z)$ is analytic at the origin, $f(0)=0$, and $f^{\prime}(0)=\lambda$, where $0<|\lambda|<1$, then Koenigs' [3] solution of Schroeder's equation $w(f(z))=$ $\lambda w(z)$, with multiplier $\lambda$, is given by $w(z)=\lim _{n \rightarrow \infty} \lambda^{-n} f^{n}(z)$. Here $f^{n}(z)$ denotes the $n$th iterate of $f(z)$, defined inductively as $f^{0}(z)=z, f^{n}(z)=$ $f\left(f^{n-1}(z)\right), n=1,2,3, \cdots$. More generally the solution $w(z)$ of Schroeder's equation is uniquely determined to within a multiplicative constant by the requirement that it be analytic at the origin. From the uniqueness it follows that if $g(z)$ is analytic at the origin, vanishes there, and commutes with $f(z)$, i.e., $f(g(z))=g(f(z))$, then $w(g(z))=\mu v(z)$, for some multiplier $\mu$. Since $w^{\prime}(0)=1$ for Koenig's' solution, it has an inverse locally, and we find that $g(z)$ is uniquely determined by its linear part; in fact $g(z)=w^{-1}(\mu w(z))$. In particular the integral iterates of $f$ can be put in the form $w^{-1}\left(\lambda^{n} w(z)\right)$ for integral $n$. Thus for any $\alpha$, real or complex, we may define $f a(z)$, consistent with the above definition when $\alpha$ is a positive integer, as $w^{-1}\left(\lambda^{\alpha} w(z)\right)$. In this manner any function $g(z)$ of the above type can be considered as an iterate of $f(z)$. Also if $\alpha, \beta, \neq 0$ are any two distinct points sufficiently close to the origin there exists an analytic function $g(z)$ which commutes with $f(z)$ such that $g(0)=0, g(\alpha)=\beta$. In fact $g(z)=w^{-1}(\chi w(z))$, where the multiplier $\chi=w(\beta)(w(\alpha))^{-1}$. These facts are all well known, e.g. [2] [5], and we shall establish analogous results in a more general situation.

If $|\lambda|=0,1$, or $f$ is a non-analytic transformation, the above discussion is no longer immediately applicable. For an excellent account in these cases see [8]. Particularly in the former case, the solution of Abel's equation $\varphi(f(z))=\varphi(z)+\alpha$ serves much the same purpose as $w(z)$. In the case of an analytic transformation of a space of two real or complex variables into itself, we shall show that even when Schroeder's equation has no analytic solution, the same nice behaviour evidenced above when $0<|\lambda|<1$, may still prevail. This will be done by applying an algorithm similar to Koenigs', to a

[^0]functional equation which is an appropriate generalization of those of Schroeder and Abel. Specifically let $f(x, y)=\left(f_{1}, f_{2}\right)$ where
\[

$$
\begin{aligned}
& x \rightarrow f_{1}(x, y)=a_{11} x+a_{12} y+\cdots \\
& y \rightarrow f_{2}(x, y)=a_{21} x+a_{22} y+\cdots
\end{aligned}
$$
\]

be an analytic transformation of two dimensional complex space into itself. Here and subsequentiy a series of dots indicates a power series which converges absolutely in some neighborhood of the origin and contains only powers of order two and higher in the variables $x, y$, If the eigenvalues $\lambda_{1}, \lambda_{2}$, of the matrix $\left[a_{i j}\right]$ of coefficients of the linear part of $\boldsymbol{f}$ are distinct, then a preliminary linear transformation reduces $f$ to the simpler form

$$
\begin{align*}
& f_{1}(x, y)=\lambda_{1} x+\cdots \\
& f_{2}(x, y)=\lambda_{2} y+\cdots \tag{1}
\end{align*}
$$

If

$$
\begin{equation*}
0<\left|\lambda_{1}\right|,\left|\lambda_{2}\right|<1, \quad \text { and } \quad \lambda_{1}^{p} \neq \lambda_{2}, \lambda_{2}^{g} \neq \lambda_{1}, \tag{2}
\end{equation*}
$$

for all positive integers $p, q$ then Schroeder's equation

$$
\begin{align*}
& w_{1}\left(f_{1}, f_{2}\right)=\lambda_{1} w_{1}(x, y)  \tag{3}\\
& w_{2}\left(f_{1}, f_{2}\right)=\lambda_{2} w_{2}(x, y),
\end{align*}
$$

has a formal power series solution, but the obvious generalization of Koenigs' solution does not exist unless $\left|\lambda_{1}\right|^{2}<\left|\lambda_{2}\right| \leqq\left|\lambda_{1}\right|$. By suitably interpreting Koenigs' algorithm, and other techniques, many authors [1], [6], [7], have shown that if the conditions (2) are satisfied then (3) possesses a unique solution $\boldsymbol{w}=\left(w_{1}, w_{2}\right)$ of the form $w_{1}=x+\cdots, w_{2}=y+\cdots$, i.e. in this case $f$ can be linearized by means of the transformation $w$. If $\lambda_{1}^{p}=\lambda_{2}$, for some positive integer $p$, then equating coefficients in (3) we find that it has no solution $\boldsymbol{w}$ even as formal power series, Bellman's result [1]. Leau [4], has, however, shown in $n$ dimensions the existence of a solution having at best singularities of logarithmic type distributed on surfaces passing through the origin. The exact nature of his solution is not clear since it involves an arbitrary solution of Abel's equation.

We consider now the exceptional cases. If $\lambda_{1}=\lambda_{2}$, then in general $f$ can only be reduced to the form

$$
\begin{align*}
& f_{1}(x, y)=\lambda x+y+\cdots  \tag{4}\\
& f_{2}(x, y)=\lambda y+\cdots
\end{align*}
$$

by a preliminary linear transformation. If $\lambda_{1}=\lambda^{p}, \lambda_{2}=\lambda,|\lambda| \neq 0,1$, then the form (1) can by a further transformation be reduced to

$$
\begin{align*}
& f_{1}(x, y)=\lambda^{p} x+a y^{p}+x(\cdots)+y^{p}(\cdots),  \tag{5}\\
& f_{2}(x, y)=\lambda y+\cdots,
\end{align*}
$$

where the terms in brackets vanish at ( 0,0 ). To see this, suppose $f_{1}$ in (1) has the form $f_{1}(x, y)=\lambda^{p} x+a_{2} y^{2}+\cdots+a_{p} y^{p}+\cdots$, where the terms represented by the second series of dots have no pure $y^{2}, \cdots, y^{\text {p }}$ terms. Let $\boldsymbol{t}$ be the transformation $t(x, y)=\left(x+b_{2} y^{2}+\cdots+b_{p-1} y^{p-1}, y\right)$ and $t^{-1}$ its inverse. By direct substitution we find that for $k<p$ the coefficient of $y^{k}$ in the composite transformation ( $t \circ f \circ \boldsymbol{t}^{-1}$ ), is of the form ( $\left.\lambda^{k}-\lambda^{\rho}\right) b_{k}+a_{k}+\varphi\left(b^{1}, \cdots\right.$, $b_{k-1}$ ) for $k>2$, and $\left(\lambda^{2}-\lambda^{p}\right) b_{2}+a_{2}$, for $k=2$, where $\varphi$ is a polynomial in the indicated $b$ 's with coefficients which are polynomials in those of $\boldsymbol{f}$. Solving successively for $b_{2}, \cdots, b_{p-1}$, we can determine the required transformation $\boldsymbol{t}$. Our problem now is to characterize all analytic transformations $\boldsymbol{g}$, with $\boldsymbol{g}(0,0)=(0,0)$, which commute with $f$, and incidentally, define a set of analytic iterates $\left\{\boldsymbol{f}^{\boldsymbol{\alpha}}\right\}$ of $\boldsymbol{f}$ for arbitrary $\alpha$ consistent with the integral iterates, defined of course as

$$
\begin{array}{ll}
f^{0}(x, y) & =(x, y) \\
f^{n}(x, y)=f\left(f_{1}^{n-1}, f_{2}^{n-1}\right) & n=1,2,3, \cdots .
\end{array}
$$

If $\boldsymbol{f}$ has the form (4) our method is to find an analytic solution $\boldsymbol{w}=$ ( $w_{1}, w_{2}$ ) of the functional equations

$$
\begin{align*}
& w_{1}\left(f_{1}, f_{2}\right)=\lambda w_{1}(x, y)+w_{2}(x, y) \\
& w_{2}\left(f_{1}, f_{2}\right)=\lambda w_{2}(x, y), \tag{6}
\end{align*}
$$

using an algorithm analogous to Koenigs'. When $f$ has the form (5) we replace (6) by

$$
\begin{align*}
& w_{1}\left(f_{1}, f_{2}\right)=\lambda \lambda^{p} w_{1}(x, y)+a\left(w_{2}(x, y)\right)^{p}  \tag{7}\\
& w_{2}\left(f_{1}, f_{2}\right)=\lambda w w_{2}(x, y) .
\end{align*}
$$

Since our techniques in both cases are very similar we shall present the details for (6) and sketch them only for (7). We shall always assume that in (4) and (5) $0<|\lambda|<1$.

For any $\alpha$, real or complex, and some determination of $\lambda^{\alpha}$ we define the fractional iterate $\boldsymbol{f}^{\boldsymbol{\alpha}}$ of $\boldsymbol{f}$ by the equations

$$
\begin{align*}
& w_{1}\left(f_{1}^{\alpha}, f_{2}^{\alpha}\right)=\lambda^{\alpha} w_{1}(x, y)+\alpha \lambda^{\alpha-1} w_{2}(x, y) \\
& w_{2}\left(f_{1}^{\alpha}, f_{2}^{\alpha}\right)=\lambda^{\alpha} w_{2}(x, y), \tag{8}
\end{align*}
$$

if $f$ has the form (4), and

$$
\begin{align*}
& w_{1}\left(f_{1}^{\alpha}, f_{2}^{\alpha}\right)=\lambda^{\alpha p} w_{1}(x, y)+a \alpha \lambda^{\alpha p-p} w_{2}(x, y) \\
& w_{2}\left(f_{1}^{\alpha}, f_{2}^{\alpha}\right)=\lambda^{\alpha} w_{2}(x, y) \tag{9}
\end{align*}
$$

if $\boldsymbol{f}$ has the form (5). The $\boldsymbol{f}^{a}$ so defined will be shown to have the same properties as the integral iterates in a neighborhood of the origin and to be identical to them for integral $\alpha$. Further it will follow from the proofs, that $f^{\alpha}$ is analytic in $\alpha$ in any simply connected region of the $\alpha$ plane, omitting the origin, on which it is defined.

In order to construct his solutions of Schroeder's equation, Leau [4], used functional equations similar to (6), (7), and proved the existence of analytic solutions by the method of dominant series. He did not however use his solutions to construct a family of fractional iterates, or to examine the more general question of classifying all analytic transformations which commute with $f$.

## 2. The case $\lambda_{1}=\lambda_{2}$

The transformation $f$ now has the form (4). Without loss of generality for our purposes, we may assume that the power series representing $f$ converge absolutely for $|x|+|y| \leqq 1$. Choose a constant $k>\frac{1}{2}$ so that the sum of the absolute values of terms represented by dots in (4) are bounded above by $k(|x|+|y|)^{2}$, for $|x|+|y| \leqq 1$. We then have

Lemma 2.1. Let $s$ be real, $s^{2}<|\lambda|<s<1$, and put $\beta=1+(s-|\lambda|)^{-1}$. The region $\Omega$ defined by

$$
\begin{equation*}
\Omega=\left\{(x, y) ;|x|+\beta|y|<(s-|\lambda|)[k(1+\beta)]^{-1}\right\} \tag{10}
\end{equation*}
$$

is then contained in $|x|+|y| \leqq 1$, is mapped into itself by $f$, and for all $(x, y) \in \Omega$, and positive integers $n$,

$$
\begin{equation*}
\left|f_{1}^{n}\right|+\beta\left|f_{2}^{n}\right| \leqq s^{n}(1+\beta) \tag{11}
\end{equation*}
$$

Proof. We have $(s-|\lambda|)<1<k(1+\beta)$, i.e., $(s-|\lambda|)[k(1+\beta)]^{-1}<1$, and $(s-|\lambda|)[\beta k(1+\beta)]^{-1}<1$, proving the first assertion. For $(x, y) \in \Omega$,

$$
\begin{aligned}
\left|f_{1}\right|+\beta\left|f_{2}\right| & \leqq|\lambda|(|x|+\beta|y|)+|y|+k(1+\beta)(|x|+|y|)^{2} \\
& \leqq|x|(|\lambda|+k(1+\beta)(|x|+|y|))+|y|(1+\beta|\lambda|+(1+\beta) k(|x|+|y|)) \\
& \leqq s(|x|+\beta|y|)
\end{aligned}
$$

since $(|x|+|y|)[k(1+\beta)] \leqq s-|\lambda|=\beta(s-|\lambda|)-1$. This proves the second assertion. The last follows by iterating this inequality for $(x, y) \in \Omega$.

The first result of this section is given by
Theorem 2.1. Put

$$
w_{1}^{n}(x, y)=\lambda^{-n}\left[f_{1}^{n}(x, y)-n f_{2}^{n-1}(x, y)\right], w_{2}^{n}(x, y)=\lambda^{-n} f_{2}^{n}(x, y)
$$

for $n=1,2, \cdots$. Then $w=\left(w_{1}, w_{2}\right)=\lim _{n \rightarrow \infty}\left(w_{1}^{n}, w_{2}^{n}\right)$, exists and is an analytic solution of (6) for $(x, y) \in \Omega$. w satisfies $w(0,0)=(0,0), w_{1}(x, y)=$ $x+\cdots, w_{2}(x, y)=y+\cdots$, and any other solution of (6) analytic at the origin with $w^{\prime}(0,0)=(0,0)$ is of the form $w^{\prime}=\left(\alpha w_{1}+\beta w_{2}, \alpha w_{2}\right)$, for some constants $\alpha, \beta$.

Proof. Provided the series on the right converges

$$
w_{2}(x, y)-y=\left(w_{2}^{1}-y\right)+\left(w_{2}^{2}-w_{2}^{1}\right)+\cdots
$$

But for $n \geqq 0$ and $(x, y) \in \Omega$,

$$
\begin{aligned}
\left|w_{2}^{n+1}-w_{2}^{n}\right| & =|\lambda|^{-n-1}\left|f_{2}^{n+1}-\lambda f_{2}^{n}\right| \\
& \leqq|\lambda|^{-n-1} k\left(\left|f_{1}^{n}\right|+\left|f_{2}^{n}\right|\right)^{2} \\
& \leqq k(1+\beta)^{2} \lambda^{-1}\left(s^{2} \lambda^{-1}\right)^{n}=b_{n}
\end{aligned}
$$

by the estimate of lemma 2.1 . The choice of $s$, ensures that $b_{n}$ is the $n$th term of a convergent series, and so $w_{2}$ certainly exists and is analytic in $\Omega$. Similarly for $(x, y) \in \Omega$, and $n>0$,

$$
\begin{aligned}
\left|w_{1}^{n+1}-w_{1}^{n}\right| & \leqq|\lambda|^{-n-1}\left|\left(f_{1}^{n+1}-\lambda f_{1}^{n}-f_{2}^{n}\right)-n\left(f_{2}^{n}-\lambda f_{2}^{n-1}\right)\right| \\
& \leqq k|\lambda|^{-n-1}(1+\beta)^{2}\left[s^{2 n}+n s^{2 n-2}\right] .
\end{aligned}
$$

The right hand side of this inequality is the $n$th term of a convergent series, and repeating the above argument $w_{1}$ exists and has the stated properties. Also

$$
w_{1}^{n}\left(f_{1}, f_{2}\right)=\lambda w_{1}^{n+1}(x, y)+w_{2}^{n}(x, y)
$$

Thus $w_{1}\left(f_{1}, f_{2}\right)=\lambda w_{1}(x, y)+w_{2}(x, y)$, and similarly $w_{2}\left(f_{1}, f_{2}\right)=\lambda w_{2}(x, y)$, as required.

To prove the last assertion, let $\boldsymbol{w}^{\prime}=\left(w_{1}^{\prime}, w_{2}^{\prime}\right)$ be another solution of (6) analytic at the origin. The transformation $\boldsymbol{w}$ is invertible in a neighborhood of the origin and the inverse $\boldsymbol{w}^{-1}=\left(w_{1}^{-1}, w_{2}^{-1}\right)$ satisfies

$$
\begin{aligned}
& \left(f \circ w^{-1}\right)_{1}(x, y)=w_{1}^{-1}(\lambda x+y, \lambda y) \\
& \left(f \circ w^{-1}\right)_{2}(x, y)=w_{2}^{-1}(\lambda x+y, \lambda y)
\end{aligned}
$$

The composite transformation $\boldsymbol{w}^{\prime} \circ \boldsymbol{w}^{-1}$ thus satisfies

$$
\begin{aligned}
\lambda w_{1}^{\prime}\left(w_{1}^{-1}, w_{2}^{-1}\right) & +w_{2}^{\prime}\left(w_{1}^{-1}, w_{2}^{-1}\right)=\left(\boldsymbol{w}^{\prime} \circ f \circ \boldsymbol{w}^{-1}\right)_{1} \\
& =w_{1}^{\prime}\left(w_{1}^{-1}(\lambda x+y, \lambda y), w_{2}^{-1}(\lambda x+y, \lambda y)\right)
\end{aligned}
$$

and similarly

$$
\lambda w_{2}^{\prime}\left(w_{1}^{-1}, w_{2}^{-1}\right)=w_{2}^{\prime}\left(w_{2}^{-1}(\lambda x+y, \lambda y), w_{2}^{-1}(\lambda x+y, \lambda y)\right)
$$

i.e., it commutes with the linear transformation $t(x, y)=(\lambda x+y, \lambda y)$. However, by equating coefficients, we find that the only analytic transformation $u$ which commutes with $t$ is a linear transformation of the form $u=(\alpha x+\beta y, \alpha y), \alpha, \beta$, arbitrary. Since $\boldsymbol{w}^{\prime} \circ \boldsymbol{w}^{-1}$ commutes with $\boldsymbol{t}, \boldsymbol{w}^{\prime}=$ $\left(\alpha w_{1}+\beta r w_{2}, \alpha r r_{2}\right)$.

By repeated application of (6) we find that

$$
\begin{align*}
& w_{1}\left(f_{1}^{n}, f_{2}^{n}\right)=\lambda^{n} w_{1}(x, y)+n \lambda^{n-1} w_{2}(x, y)  \tag{12}\\
& w_{2}\left(f_{1}^{n}, f_{2}^{n}\right)=\lambda^{n} w_{2}(x, y)
\end{align*}
$$

for positive integral $n$. Since $\boldsymbol{w}$ is invertible, the equations (12) define $\boldsymbol{f}^{n}$ uniquely. Similarly $f^{\alpha}$ defined by (8) is clearly analytic at the origin and solving for it, we have $f^{\alpha}(x, y)=\left(\lambda^{\alpha} x+\alpha \lambda^{\alpha-1} y+\cdots, \lambda^{\alpha} y+\cdots\right)$. These iterates of $\boldsymbol{f}$ clearly commute with $\boldsymbol{f}$ and have the further properties $\boldsymbol{f}^{\alpha} \circ \boldsymbol{f}^{\beta}=\boldsymbol{f}^{\alpha+\beta}, \lim _{\alpha \rightarrow 0} f^{\alpha}=$ identity.

The following theorem completes the discussion in this section.
Theorem 2.2. (i) There is a $1-1$ correspondence between the set of all transformations $g$ analytic at the origin and satisfying

$$
\begin{equation*}
\boldsymbol{g}(0,0)=(0,0), \quad \boldsymbol{g} \circ \boldsymbol{f}=\boldsymbol{f} \circ \boldsymbol{g}, \tag{13}
\end{equation*}
$$

and the set of all linear transformations $\boldsymbol{u}(x, y)=(\alpha x+\beta y, \alpha y)$.
(ii) If $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \neq(0,0)$ are any two distinct points sufficiently close to the origin, there exists a unique analytic transformation $g$ satisfying (13) and such that $g\left(x_{1}, y_{1}\right)=\left(x_{2}, y_{2}\right)$, iff $w_{2}\left(x_{1}, y_{1}\right) \neq 0$. If $w_{2}\left(x_{1}, y_{1}\right)=0$ such a transformation exists iff $w_{2}\left(x_{2}, y_{2}\right)=0$, in which case there exists a one parameter family of them.

Proof. Clearly every transformation $g$ defined in a neighborhood of the origin by the equation $\boldsymbol{w} \circ \boldsymbol{g}=\boldsymbol{\mu} \circ \boldsymbol{w}$, has the properties (13). Conversely if $\boldsymbol{g}$ satisfies (13) then $\boldsymbol{w} \circ \boldsymbol{f} \circ \boldsymbol{g}=\boldsymbol{w} \circ \boldsymbol{g} \circ \boldsymbol{f}$ and $\boldsymbol{w} \circ \boldsymbol{g}$ is a solution of (6). Thus by theorem $21 \boldsymbol{w} \circ \boldsymbol{g}$ satisfies $\boldsymbol{w} \circ \boldsymbol{g}=\boldsymbol{u} \circ \boldsymbol{w}$ for some linear transformation $\boldsymbol{u}$ of the class stated.
(ii) If $w_{2}\left(x_{1}, y_{1}\right) \neq 0$, put

$$
\begin{aligned}
& \alpha=w_{2}\left(x_{2}, y_{2}\right)\left[w_{2}\left(x_{1}, y_{1}\right)\right]^{-1} \\
& \beta=\left[w_{1}\left(x_{2}, y_{2}\right) w_{2}\left(x_{1}, y_{1}\right)-w_{2}\left(x_{2} y_{2}\right) w_{1}\left(x_{1}, y_{1}\right)\right]\left[w_{2}\left(x_{1}, y_{1}\right)\right]^{-2}
\end{aligned}
$$

and let $\boldsymbol{u}$ be the linear transformation $\boldsymbol{u}(x, y)=(\alpha x+\beta y, \alpha y)$. Let $\boldsymbol{g}$ be defined by $w \circ g=\boldsymbol{u} \circ \boldsymbol{w} . \boldsymbol{g}$ then has the properties (13) and moreover $\boldsymbol{w} \circ \boldsymbol{g}\left(x_{1}, y_{1}\right)=\boldsymbol{u} \circ \boldsymbol{w}\left(x_{1}, y_{1}\right)=\boldsymbol{w}\left(x_{2}, y_{2}\right)$. Since $\boldsymbol{w}$ is invertible locally, we have $g\left(x_{1}, y_{1}\right)=\left(x_{2}, y_{2}\right)$ as required. If $w_{2}\left(x_{1}, y_{1}\right)=0=w_{2}\left(x_{2}, y_{2}\right)$ put $\alpha=\left[w_{1}\left(x_{1}, y_{1}\right)\right]^{-1}\left[w_{1}\left(x_{2}, y_{2}\right)\right]$ in $u$ and let $\beta$ be arbitrary. The equation $\boldsymbol{w} \circ \boldsymbol{g}=\boldsymbol{u} \circ \boldsymbol{w}$ then defines a one parameter family of transformations $\boldsymbol{g}$ with the desired properties. Note: $\alpha$ is finite and non zero since by assumption $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \neq(0,0)$. If $w_{2}\left(x_{1}, y_{1}\right)=0, w_{2}\left(x_{2}, y_{2}\right) \neq 0$, there exist no constants $\alpha, \beta$, such that

$$
w_{1}\left(x_{2}, y_{2}\right)=\alpha w_{1}\left(x_{1}, y_{1}\right)+\beta w_{2}\left(x_{1}, y_{1}\right), w_{2}\left(x_{2}, y_{2}\right)=\alpha w_{2}\left(x_{1}, y_{1}\right),
$$

i.e. this requirement is necessary as well as sufficient.

## 3. The case $\lambda_{1}^{p}=\lambda_{2}$

We assume $\boldsymbol{f}$ has been reduced to the form (5), and we seek a solution $\boldsymbol{w}$ of (7). Defining

$$
\begin{align*}
& w_{1}^{n}(x, y)=\lambda^{-n p}\left[f_{1}^{n}(x, y)-n a\left(f_{2}^{n-1}(x, y)\right)^{p}\right]  \tag{14}\\
& w_{2}^{n}(x, y)=\lambda^{-n} f_{2}^{n}(x, y)
\end{align*}
$$

we have

$$
\begin{aligned}
& w_{1}^{n}\left(f_{1}, f_{2}\right)=\lambda^{p} w_{1}^{n+1}(x, y)+a\left[w_{2}^{n}(x, y)\right]^{p} \\
& w_{2}^{n}\left(f_{1}, f_{2}\right)=\lambda^{p} w_{2}^{n+1}(x, y)
\end{aligned}
$$

Also

$$
\begin{aligned}
& \left|w_{1}^{n+1}-w w_{1}^{n}\right| \leqq|\lambda|^{-n p-p}\left(\left|f^{n+1}-\lambda^{p} f_{1}^{n}-a\left(f_{2}^{n}\right)^{p}\right|+n|a|\left|\left(f_{2}^{n}\right)^{p}-\left(\lambda f_{2}^{n-1}\right)^{p}\right|\right) \\
& \left|w_{2}^{n+1}-w e_{2}^{n}\right| \leqq|\lambda|^{-n-1}\left|f_{2}^{n+1}-\lambda f_{2}^{n}\right| .
\end{aligned}
$$

In this case the estimate of lemma 2.1, must be replaced by two estimates. We note tirst that if $f$ is given by (5) then for some $k>\frac{1}{2}$, we have, $\left|f_{2}(x, y)\right|^{p} \leqq|\lambda y|^{p}+k(|x|+|y|)\left(|x|+|y|^{p}\right)$, for $|x|+|y| \leqq 1$. Choosing $k$ large enough we may also assume that in (5),

$$
\begin{aligned}
& \left|f_{1}(x, y)\right| \leqq\left|\lambda^{p} x\right|+\left|a y^{p}\right|+k(|x|+|y|)\left(|x|+|y|^{p}\right) \\
& \left|f_{2}(x, y)\right| \leqq|\lambda y|+k(|x|+|y|)^{2}, \quad \text { for } \quad|x|+|y| \leqq 1
\end{aligned}
$$

Proven in the same manner as lemma 2.1, we now have
Lemma 3.1. Let $s$ be real, $s^{1+1 / p}<|\lambda|<s<1$, and put $\beta=1+|a|$ $(s-|\lambda|)^{-1}$. The region $\Omega=\left\{(x, y) ;|x|+\beta|y|<(s-\lambda)[(1+\beta) k]^{-1}\right\}$, is then contained in $|x|+|y| \leqq 1$, is mapped into itself by $f$, and for all $(x, y) \in \Omega$, and positive integers $n$,

$$
\begin{gathered}
\left|f_{1}^{n}\right|+\beta\left|f_{2}^{n}\right| \leqq s^{n}(1+\beta) \\
\left|f_{1}^{n}\right|+\beta\left|f_{2}^{n}\right|^{p} \leqq s^{n p}(1+\beta)
\end{gathered}
$$

Adapting the methods of theorem 2.1, to the present situation we have
Theorem 3.1. Let $\left(w_{1}^{n}, w_{2}^{n}\right)$ be defined by (14) and put $\boldsymbol{w}=\left(w_{1}, w_{2}\right)=$ $\lim _{n \rightarrow \infty}\left(w_{1}^{n}, w_{2}^{n}\right)$. Then $w$ exists in a neighborhood of the origin and is an analytic solution of (7). $w_{1}=x+\cdots, w_{2}=y+\cdots$, and any other solution $w^{\prime}$ of (7) with $\boldsymbol{w}^{\prime}(0,0)=(0,0)$ which is analytic at the origin is of the form $\mathbf{w}=$ $\left(\alpha^{p} w_{1}+\beta\left(w_{2}\right)^{p}, \alpha w_{2}\right)$ for some constants $\alpha, \beta$.

The transformation $w$ is again invertible in a neighborhood of the origin and so $f^{\alpha}$, defined by (9) for any real or complex $\alpha$, is identically an integral iterate of $f$ if $\alpha$ is a positive integer. The $f^{\alpha}$ commute with $f$ and with each other, and have the same regularity properties as the $f^{a}$ of section 2. Corresponding to theorem 2.2., we have

Theorem 3.2. (i) There is a $1-1$ correspondence between the set of all transformations $g$, analytic in a neighborhood of the origin and such that

$$
\begin{equation*}
g(0,0)=(0,0), \quad g \circ f=f \circ g \tag{15}
\end{equation*}
$$

and the set of all transformations of the form $\mathbf{u}(x, y)=\left(\alpha^{p} x+\beta y^{p}, \alpha y\right)$, $\alpha, \beta$ arbitrary constants. (ii) If $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \neq(0,0)$ are any two
distinct points sufficiently close to the origin, there exists a unique analytic transformation $g$ satisfying (15) and such that $\boldsymbol{g}\left(x_{1}, y_{1}\right)=\left(x_{2}, y_{2}\right)$ iff $w_{2}\left(x_{1}, y_{1}\right)$ $=0$. If $w_{2}\left(x_{1}, y_{1}\right)=0$ such a transformation exists iff $w_{2}\left(x_{2}, y_{2}\right)=0$, in which case there exists a one parameter family of them.

## 4. Remarks

In the case of transformations which are not analytic, some of the above results are valid if terms represented by dots are replaced by terms which are $0\left((|x|+|y|)^{1+\delta}\right), \delta>0$. Even then, those results depending on the existence of $\boldsymbol{w}^{-1}$ are not true in general without further restrictions. For an example of this in the case of one variable see Szekeres [8] page 210.
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