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A REMARK ON CONVOLUTION 
WITH MEASURES SUPPORTED ON CURVES 

YIBIAO PAN 

ABSTRACT. Let A be a certain measure supported on a curve in R3. We prove that 
if the curve has nonzero curvature and torsion, then A * L3/2 C L2. 

1. Let / C R1 be a closed interval and let C be a curve in R3 defined by 

where 4>\ and </>2 are real-valued functions. Let A be the measure on R3 defined by 

Clearly, A is a singular measure and is supported on the curve C. The following theorem 
was proved in [1]. 

THEOREM 0 (OBERLIN, [1]). Let <f)(t) = (<£i(0, <M0) and</>& be thej-th derivative 
ofcf). Suppose that <j> satisfies the following conditions: 

(i) Given any t\,t2 G /, the vectors ft2\t\) and c/>(3)(/2) span R2. 
(ii) </>i and fc are both polynomial functions or both trigonometric functions on I. 
Then A * L3/2 C L2. 

The LP spaces that appeared in the theorem are spaces of functions on R3. By duality 
and interpolation (with the trivial L1 —* l) and L°° —-> L°° estimates), one is able to get 
A * LP C Lq, whenever (1 /p, 1 /q) lies inside or on the boundary of the following region 
D: 

i [ 

' 0 

D 

4 

( i ,D 

^* UP 

The measure A is said to be LP-improving. For more on the background of this prob
lem, see [1]. 
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Condition (i) in Theorem 0 seems to be a natural geometric condition. It is a little bit 
stronger than saying that the curve C has nonzero curvature and torsion. The condition 
that the curve C has nonzero curvature and torsion at every point means precisely that 
{</>(2)(0, (t>°\t)} spans R2, for every t G /. 

However, condition (ii) is not a natural condition, because, for one thing, it is not 
invariant under diffeomorphism. It also makes the scope of application of the theorem 
rather limited. 

The purpose of this note is to prove the result of Theorem 0 without imposing condi
tion (ii). Namely, we have the following: 

THEOREM 1. Suppose <f>\, 4>2 G C3(I). Let À and </> be given as above. Suppose that 
for every t G /, <t>{2)(i) and <jP\t) span R2. Then A * L3/2 C L2. 

The proof of Theorem 1 will be based on Oberlin's method and some simple obser
vations. 

2. Let S1 C R2 be the unit circle, 7 be an arc on Sl (i.e. 7 is a connected subset 
of S1), and /(7) be the length of 7. We use - 7 to denote the set {—z \ z G l}. The set 
r = {rz | r > 0, z G 7} is called a sector. For z, w G S1, let d(z, w>) be the Sl distance 
between z and w (there are two arcs on Sl which have z and w as their endpoints. d(z, w) is 
the length of the shorter arc). For U, V C S\ let d(U, V) = inf{d(z, w) \ z G U, w G V}. 

Let J C R1 be a closed interval, x/iufa G C2(7), and i/j(t) = (^i (0» ^2(0) • Define the 
measure /i on R2 by 

(n,f) = J/{m)dt. 
The key lemma that was used to prove Theorem 0 in [1] is the following: 

LEMMA 2. Suppose T\ and T2 are two sectors and r2 Pi (Fi U — r i ) = {0}. Suppose 
8>0, \J\ < 6~l and 

(a) for every t G 7, V'(0 G Th ^2\t) G Tlt |^ '(0| > 6, |^ (2)(0| > 6; 
(b) for any x G R2, J splits into disjoint subintervals J\,... ,JK with K < 6 - 1 such 

that the scalar product x • ^2\i) is of constant sign on each t-interval Jn. 
Then, there is a positive constant C(T\, Tj^S) such that 

h */IIL3(R2) < c(ri,r2,£)ll/1lL3/2(R2). 

The presence of condition (b) in Lemma 2 is the reason why condition (ii) in Theo
rem 0 is needed, as pointed out in [1]. Our strategy is to replace Lemma 2 by the follow
ing: 

LEMMA 3. Let 7i, 72 be two arcs on S{, and T\, Y2 be the corresponding sectors. 
Assume that 1(11) < 7r/4, l(l2) < n/4 andd(l\ U -7i ,72 U -72) = d0 > 0. Suppose 
for every t G J, ^'(t) G Th ^2)(t) G T2, and \^'(t)\ > b, 6 < \ip(2)(t)\ < M, for some 
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positive 6 andM. We also assume that \J\ <M. Then there is a constant C(do, <5, M) such 
that 

(2 .1 ) ||/i * / | | L 3 ( R 2 ) < C ( J o , ^ M ) | [ / | | L 3 / 2 ( R 2 ) . 

PROOF. Let 77 G S1 and d(r\, 7i U —7i) > TT/4. For z G C, we introduce the analytic 
family of operators {Tz} by setting 

TJ{x) = fi/2) I D i x - (w>+«o) M - 1 * * * 
where x G R 2 , / G Cg°(R2). We note that 

Tof = /i * / . 

To prove (2.1), it suffices to prove that 

(2.2) I I ^ I L . ^ o o < C(do,6,M)/r(± + | ) 

(23) H ^ I L ^ < c(db,«,Af)/r(^ - 1 ) 

and then apply Stein's interpolation theorem ([2]) for analytic family of operators. 
The proof of (2.2) is exactly the same as the argument in the proof of Lemma 2 in [ 1 ]. 

It follows from the observation that the Jacobian of the map (s, t) —> ip(t) + sr/ is always 
>6/y/2. 

By taking the Fourier transform of TJ, we get 

(2.4) fj(0 = ̂ ^ \ i • T!r(le>^dt)f(0 

To prove (2.3), it suffices to show that 

(2.5) | ^ ^ w ^ | < C ( ^ o , ^ M ) ^ | ^ 

for all £ G R2. It is easy to see that (2.5) holds if |£| < 1. So we assume that |£| > 1. 
Let!]1 = elhx Ue^hi^i = e^iUe^hi.A = {z G S1 | d(z,l{) > d0/2},md 

B = {z G S1 I d(z^i) > d0/2}. Clearly we have Sl = A UB. 
Given £ G R2, |£| > 1, if £/l£l G 5, then 

(C ' V<0)" = ICI ( | | i • ^ ( 2 ) (0) > «ICI sin(db/2), 

for all t G / . By Van der Corput's lemma ([3]), we get 

_ 1 

(2.6) | / / ^ r | < C ^ s i n ( f ) ) V * . 
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If £/ |£| e A, we have (£ • V>W) > <5|£l sin(do/2). Using integration by parts, we get 

(2.7) 

I / «••«•*<'> * I = I f . l . ~(e^w) dt 
\JJ I \JJ (i • V(t)) dt 

< 2|C|-l(5sin(f )]"' +M|/| |^r'^sin(f ) 
- 2 

<C(rfo,«,Af)|£|-£. 

Combining (2.6) and (2.7), we see that (2.5) holds. The proof of Lemma 3 is complete. • 

3. We now prove Theorem 1. Throughout the proof of Theorem 1, we use Oberlin's 
ideas. Our emphasis is placed on showing how Oberlin's arguments work when one uses 
Lemma 3 instead of Lemma 2. 

PROOF OF THEOREM 1. Since </>(2)(0 and 0(3)(O span R2 for every t e /, we can find 
a constant <50 > 0 such that 

(3.1) 

Let 

(3.2) 

(3.3) 

1^(01 >«o, A(3). (01 ><5o, for te I. 

h\ — inf 

hi — inf 

A(2) (0 kO\ (0 
\4>{2\t)\ |</>(3)(0| 
<t>{2\t) </>(3)(0 
|^)(o| |̂ (3)(0| 

tel), 

tel 

By the same assumption, we have h\ > 0, h2 > 0. Set h = min{/zi,/i2,7r/4}. We also 
assume that \<t>(3\t)\ < M, for t e I. 

We decompose the interval / into n disjoint subintervals: / = (J*=i 4> s u c n m a t , for 
1 < k < n, t, t' e h, the following are satisfied: 

(3.4) 

(3.5) 

(3.6) 

(3.7) 

<t>{2\t) <p(2\t') 

|0(2)(O| |<W)| 

</>(3)(0 </> (3V) 

< 2' 

|̂ (3)(o| | < W ) | 
7T 

< - . 

So 
\r\t)-^\t')\< 

I0(3>(O-^(V)|<^. 

Since all the functions involved are continuous, thus uniformly continuous on the closed 
interval /, this can be achieved with an n that depends only on <j>\, (j>2 and /. For J C /, 
let 

r e / 1 . 7 2 (7) - l> ( 3 ) ( f ) 

\ l</>(3)(0| 
t G J 
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and T\(J), TiiJ) be the corresponding sectors. Let Â  be the measure defined by 

(A*>/> = Jhf(uh(t\<t>2(t))dt. 

We have A = T%=\ A&. To prove the theorem, it suffices to show that 

(3-8) IIA* */ | |2 < C|l/-||3/2, 

fork = 1,... ,n. 
Fix k, 1 < k < n. By (3.2), (3.3) and (3.4), we get 

(3.9) 

(3.10) 

<t>(2\t) 0<V) 

|0<2>(O| \<P\f)\ 

\4>&(t)\ \^(t')\ 

> 

> 

4>(2\t') </>(3)(?') 
\4>m(t')\ \mt') 

t(2V) 4>m(t) 

| < W ) I \<t>(3\t>)\ 

wm\ w2\t)\ 
4>(2\t') 4>(2\t) 
\<p\f)\ \^\t)\ 

>1, 
~ 2 

4 
for t, t' G Ik. By (3.4), (3.5), (3.9) and (3.10), we get 

rf(Ti(/t)U-7i(/i),72(/*)U-72(/*)) > J-

l{lx(h)) < j , /(72(/*)) < J-

(3.11) 

(3.12) - v . . ^ - 4 . - v — / - 4 -

Let Ik = [a, b]. For 0 < u < b — a, let J(u) — [a, b — u\\ for a — b < u < 0, let 
J(u) — [a — u,b]. Let 

V>i (*,«) = -(^i(r + «)-0i(O), W ^ ) = -(<M' + w)-02(O), 

and i/>(f, w) = (t/>i(f» w), -02(̂ , «)). For fixed w, we define the measure ou on R2 by 

(°u,g) = f g(rl>(t,u))dt. 

We want to show that there is a constant C which is independent of w, \u\ <b — a, such 
that 

(3.13) lk«*Sllz3(R2) < ClkllL3/2(R2). 

To prove (3.13), we use Lemma 3. For fixed u,\u\ < &—A, we shall show that, if t € 7(w), 
then 

(3.14) 

(3.15) 

IV>U«)l>f, |0(2)(^)|>|; 
V/a^enoy, v(2)(^) e r2(/*) 

(all derivatives are in the /-variable). 
For t e J(u), there are T, T' G 4 , such that ^'{t, u) = (</>"(T), 02 ' (T'))- Hence by (3.1) 

and (3.6), 

W(Uu)\ > |</>(2)(r)| " I ^ V ) " ^ ( r ) | > T -
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The second inequality in (3.14) follows similarly. 
By the mean-value theorem, there is a r" E h, such that 

(3.16) Via «WiV) = V4C, «WiV). 

Using (3.1), (3.6) and (3.16), we get ^'{t,u) G T\(Ik). Similar argument shows that 
V(2)(f, u) G r2(4) . Also by our assumption, we have | ^ 2 \ t , u)\ < M. By (3.11), (3.12), 
(3.14) and (3.15), we see that (3.13) holds uniformly in w, \u\ < b — a. 

The rest of the proof is the same as in [ 1]. We sketch it here, for the sake of complete
ness. Let x = (*i,jC2,Jt3), Tf(x) = A* */(*). Then 

T¥Tf{x)— / / f{x — u,u\l)\{t,u),u\l)2(t,u))dtdu. 
J\u\<b—a JJ{u) v ' 

By (3.13), we get 
(3.17) 

I I ^ I I L 3 ( R 3 ) 

The last step uses the LP —> L9 boundedness of the Riesz potential. By (3.17), we get 

UTflliw) < \\T*Tf\\LHR3)\\f\\LVHm < c\\fWl3/2(iey 

The proof is now complete. • 

4. The following theorem follows immediately from Theorem 1. 

THEOREM4. LetC: t G /—• (<MO»02(O»<fo(O) beaC3 curveonR3, Le. </>; G C3(7), 
/or / = 1,2,3. Define the measure A on R3 fry 

If the curve C /zas nonzero curvature and torsion at every point, then A * L3/2 C L2. 
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