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Introduction. Many special cases of the equation $x^{2}+C=y^{n}$ where $x$ and $y$ are positive integers and $n \geqslant 3$ have been considered over the years, but most results for general $n$ are of fairly recent origin. The earliest reference seems to be an assertion by Fermat that he had shown that when $C=2, n=3$, the only solutions are given by $x=5$, $y=3$; a proof was published by Euler [1]. The first result for general $n$ is due to Lebesgue [2] who proved that when $C=1$ there are no solutions. Nagell [4] generalised Fermat's result and proved that for $C=2$ the equation has no solution other than $x=5, y=3$, $n=3$. He also showed [5] that for $C=4$ the equation has no solution except $x=2, y=2$, $n=3$ and $x=11, y=5, n=3$, and claims in [6] to have dealt with the case $C=5$. The case $C=-1$ was solved by Chao Ko, and an account appears in [3], pp. 302-304.

The method for $C=1,2$ or 4 consists of two parts. Firstly, using the fact that the fields $\mathbb{Q}[\sqrt{-1}]$ and $\mathbb{Q}[\sqrt{-2}]$ have unique prime factorisation it is shown that $y=a^{2}+C$ for some suitable $a$. Then the fact that the fundamental unit in the field $\mathbb{Q}\left[\sqrt{\left(a^{2}+C\right)}\right]$ can be expressed simply in terms of $a$ is used. For other values of $C$, even if the first step can be followed, the second cannot, and a different method is required to complete the proof. Nagell [6] found such a method for $C=8$, and proved that there are no solutions.

It follows from [8, Theorem 12.2], an extension of a deep analytical result due to Shorey, van der Poorten, Tijdeman and Schinzel [7], that any such equation has but finitely many solutions, and moreover that these are effectively computable, in the usual sense, viz., that it is possible to find them all by considering all values of say, $x$, up to some bound $K(C)$ which can be explicitly calculated. In practice, the power of that method is limited by the huge size of the $K$ that arises, but it does provide a theoretical method for solving such problems.

Theorem. The equation $x^{2}+3=y^{n}$ has no solution in positive integers $x, y$ and $n \geqslant 3$.
Proof. The case in which $n$ is even is easily dismissed, since then 3 is to be expressed as the difference of two integer squares; this implies $x=1$ which gives no solution. For $n$ odd there is no loss of generality in considering only odd primes $p$. If $x$ were odd then $x^{2}+3 \equiv 4(\bmod 8)$, yielding no solution. Thus $x$ is even, and then $y \equiv 3(\bmod 4)$, and so in the field $\mathbb{Q}(\sqrt{-3}]$ with unique prime factorisation

$$
(x+\sqrt{-3})(x-\sqrt{-3})=y^{p}
$$

where the factors on the left hand side have no common factor. Thus for some rational integers $A$ and $B$ with the same parity

$$
x+\sqrt{-3}=\varepsilon\left(\frac{1}{2}(A+B \sqrt{-3})\right)^{p}
$$

and $y=\frac{1}{4}\left(A^{2}+3 B^{2}\right)$, where $\varepsilon$ is a unit of the field. Since there are just six units, $\pm 1, \pm \omega$, $\pm \omega^{2}$, where $\omega=\exp (2 \pi i / 3)$, all of which satisfy $\varepsilon^{6}=1$, it follows that if $p \neq 3$ these can be absorbed into the $p$ th power, and so we find that

$$
\begin{equation*}
x+\sqrt{-3}=\left(\frac{1}{2}(A+B \sqrt{-3})\right)^{p} . \tag{1}
\end{equation*}
$$

On the other hand, for $p=3$, we cannot necessarily do this, and obtain in addition two more cases, viz.,

$$
\begin{equation*}
x+\sqrt{-3}=\frac{1}{2}(1 \pm \sqrt{-3})\left(\frac{1}{2}(A+B \sqrt{-3})\right)^{3} \tag{2}
\end{equation*}
$$

We deal with (2) first. Equating imaginary parts yields

$$
16= \pm\left(A^{3}-9 A B^{2}\right)+\left(3 A^{2} B-3 B^{3}\right)
$$

and we can ignore the lower sign by absorbing it into $A$ if necessary. Then $16=$ $A^{3}+3 A^{2} B-9 A B^{2}-3 B^{3}=(A+B)^{3}-12 A B^{2}-4 B^{3}$. Since $A$ and $B$ have the same parity, we write $2 C=A+B$, and obtain $2=C^{3}-3 B^{2} C+B^{3}$. This is easily seen to be impossible, since the right hand side is odd unless both $B$ and $C$ are even, and is divisible by 8 if they are. So this case does not arise.

Equating imaginary parts in (1), we obtain

$$
2^{p}=B \sum_{r=0}^{\frac{1}{2}(p-1)}\binom{p}{2 r+1} A^{p-2 r-1}\left(-3 B^{2}\right)^{r}
$$

If $B$ were odd, then $B= \pm 1$, and then modulo $p$, we should find that $2 \equiv 2^{p} \equiv$ $\pm(-3)^{\frac{1}{2}(p-1)} \equiv \pm(-3 \mid p)$, which is impossible. So $A$ and $B$ are both even, and so substituting $A=2 a, B=2 b$ gives

$$
1=b \sum_{r=0}^{\frac{1}{2}(p-1)}\binom{p}{2 r+1} a^{p-2 r-1}\left(-3 b^{2}\right)^{r}
$$

and so $b= \pm 1, y=a^{2}+3$. Since $y \equiv 3(\bmod 4), a$ is even and

$$
\pm 1=\sum_{r=0}^{\frac{1}{2}(p-1)}\binom{p}{2 r+1} a^{p-2 r-1}(-3)^{r}
$$

and we may reject the lower sign modulo 4 . Hence

$$
\begin{equation*}
1=\sum_{r=0}^{\frac{1}{2}(p-1)}\binom{p}{2 r+1} a^{p-2 r-1}(-3)^{r} \tag{3}
\end{equation*}
$$

Thus $3 \nmid a$ and $p \equiv 1(\bmod 3)$. Now let $\xi=a^{2}-1$. Then the right hand side of (3) becomes

$$
f_{p}(\xi)=\sum_{r=0}^{\frac{1}{2}(p-1)}\binom{p}{2 r+1}(\xi+1)^{\frac{1}{2}(p-2 r-1)}(-3)^{r}=\sum_{r=0}^{\frac{1}{2}(p-1)} A_{r} \xi^{r},
$$

say, where $A_{0}, A_{1}, \ldots, A_{\frac{1}{2}(p-1)}$ are integers. Since $p \equiv 1(\bmod 6)$, let $3^{v} \|(p-1)$. We assert that:

$$
A_{0}=2^{p-1} ; \quad A_{1}=0 ; \quad A_{2}=-p(p-1) \cdot 2^{p-6} ; \quad 3^{v+2-r} \mid A_{r}, \quad 3 \leqslant r \leqslant v+2
$$

which we prove below. Subject to these assertions, we can now complete the proof. For we then have from (3)

$$
2^{p-1}-1=p(p-1) \cdot 2^{p-6}\left(a^{2}-1\right)^{2}-\sum_{r=3}^{\frac{1}{(p-1)}} A_{r}\left(a^{2}-1\right)^{r}
$$

and this is impossible as the left hand side is divisible by precisely $3^{v+1}$ whereas every term on the right is divisible by at least $3^{v+2}$.

To prove the assertion we shall expand $f_{p}(\xi)$ as a Taylor series. This will be valid for
all $\xi$, since it terminates. Define for all positive integers $m$ the real function

$$
\begin{equation*}
f_{m}(\xi)=\frac{\left((1+\xi)^{\frac{1}{2}}+\sqrt{-3}\right)^{m}-\left((1+\xi)^{\frac{1}{2}}-\sqrt{-3}\right)^{m}}{2 \sqrt{-3}} \tag{4}
\end{equation*}
$$

Then for $m \geqslant 3$,

$$
\begin{equation*}
f_{m}(\xi)=2(1+\xi)^{\frac{1}{2}} f_{m-1}(\xi)-(4+\xi) f_{m-2}(\xi) \tag{5}
\end{equation*}
$$

and

$$
\begin{align*}
f_{m}(0) & =\frac{(1+\sqrt{-3})^{m}-(1-\sqrt{-3})^{m}}{2 \sqrt{-3}} \\
& =\frac{\left(-2 \omega^{2}\right)^{m}-(-2 \omega)^{m}}{2\left(\omega-\omega^{2}\right)} \\
& =-(-2)^{m-1} \frac{\omega^{2 m}-\omega^{m}}{\omega-\omega^{2}} \\
& =\left\{\begin{array}{cl}
0 & \text { if } m \equiv 0(\bmod 3) \\
(-2)^{m-1} & \text { if } m \equiv 1(\bmod 3) \\
-(-2)^{m-1} & \text { if } m \equiv 2(\bmod 3)
\end{array}\right. \tag{6}
\end{align*}
$$

Thus since $p \equiv 1(\bmod 6)$ we obtain immediately $A_{0}=f_{p}(0)=2^{p-1}$. Differentiating (4) yields

$$
\begin{equation*}
2(1+\xi)^{\frac{1}{2}} f_{m}^{\prime}(\xi)=m f_{m-1}(\xi) \tag{7}
\end{equation*}
$$

and so from (6), $A_{1}=f_{p}^{\prime}(0)=0$ since $p-1 \equiv 0(\bmod 6)$. Again

$$
4(1+\xi)^{\frac{1}{2}} \frac{d}{d \xi}\left\{(1+\xi)^{\frac{1}{2}} f_{m}^{\prime}(\xi)\right\}=m(m-1) f_{m-2}(\xi)
$$

yielding

$$
\begin{equation*}
4(1+\xi) f_{m}^{\prime \prime}(\xi)+2 f_{m}^{\prime}(\xi)=m(m-1) f_{m-2}(\xi) \tag{8}
\end{equation*}
$$

and so $4 f_{p}^{\prime \prime}(0)=-p(p-1) 2^{p-3}$ in view of $(6)$, since $p-2 \equiv 5(\bmod 6)$. Thus $A_{2}=$ $-p(p-1) 2^{p-6}$. Now use (7) and (8) in (5) to obtain

$$
4\left(\xi^{2}+5 \xi+4\right) f_{p}^{\prime \prime}(\xi)-2\{\xi(2 p-3)+(2 p-6)\} f_{p}^{\prime}(\xi)+p(p-1) f_{p}(\xi)=0
$$

Now let $r!A_{r}=f_{p}^{(r)}(0)=2^{p-2 r-1} p(p-1) B_{r}$. Then the above equation yields without difficulty $B_{1}=0, B_{2}=-1$ and for $r>0 B_{r+2}=(p-5 r-3) B_{r+1}-(p-2 r)(p-2 r-1) B_{r}$. Thus $B_{r}$ is an integer for each $r \geqslant 1$. Hence $r!A_{r}=f_{p}^{(r)}(0)$ is divisible by $(p-1)$ and in particular by $3^{\nu}$. But the power of 3 dividing $r!$ is $\sum_{\rho=1}^{\infty}\left[r / 3^{\rho}\right] \leqslant r-2$, which completes the proof.
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