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ABSOLUTE CONTINUITY OF SOME VECTOR 
FUNCTIONS AND MEASURES 

WILLIAM J. KNIGHT 

Introduction, In the theory of vector valued functions there is a theorem 
which states that if a function from a compact interval / into a normed linear 
space X is of weak bounded variation, then it is of bounded variation. The 
proof uses in a straightforward way the Uniform Boundedness Principle 
(see [2, p. 60]). The present paper grew from the question of whether an 
analogous theorem holds for absolutely continuous functions. The answer is 
in the negative, and an example will be given (Theorem 7). But it will also be 
shown that if X is weakly sequentially complete (e.g. an Lp space, 1 ^ p < co ), 
then a weakly absolutely continuous point function from / into X is absolutely 
continuous. The method of proof involves the construction of a countably 
additive set function in the standard Lebesgue-Stieltjes fashion. 

The paper is divided into three parts. In Section 1 extensions of finitely addi
tive, absolutely continuous set functions are carried out in an abstract setting. 
Section 2 applies this to vector valued (point) functions on the real line. This 
in turn is applied in Section 3 to the theory of random differential equations 
[4] to give sufficient conditions for a sample path solution to be a linear space 
solution as well. 

The notation to be used here is standard. If A and B are sets, the symbols 
A\B denote the complement of B relative to A, even when B is not a subset 
of A. The symbols A AB denote the set (A\B) U (B\A). The notation 
/ : A —> R means that / is a function from A into the real numbers R. We 
write "a.e." for ''almost everywhere". 

Acknowledgement. The author expresses his gratitude to Professor S. P. 
Diliberto for his support and encouragement of this research. 

1. Extension of absolutely continuous set functions. In this section 
we assume throughout that Sf is a ring of sets and that X is a countably 
additive, non-negative measure on ¥. We assume that $~ is a subring of £f 
which is dense with respect to X; that is, the metric function p(A,B) = 
X(̂ 4 A B) makes &~ a dense subset of £f. Finally we assume that /x is a finitely 
additive function on &~ with values in a Banach space X. 

A function v on $f (or J^~) with values in X is called \-absolutely continuous 
if for each e > 0 there is a 8 > 0 such that for each A in S^ (or 3T), \(A) < ô 
implies ||J>(-<4)|| < e. The function v is called strongly \-absolutely continuous 
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if for each e > 0 there is a ô > 0 such t h a t for any finite disjoint collection 
{Ai, . . . , An) of elements of ^ satisfying X M ^ U ) < 5, the further inequali ty 
]LIk04 Oil < e holds. Finally, v is weakly X-absolutely continuous if for each 
x* in X* (the topological dual of X) the composite function x*v is X-absolutely 
continuous as a function from Sf into the scalar field of X. 

T H E O R E M 1. If /x is X-absolutely continuous on $~, then \x has a countably 
additive extension jl to S^ which is X-absolutely continuous on S^. Moreover, 
if r] is any function from 5f into X which is X-absolutely continuous on 5f and 
which coincides with /x on ?y~, then rj = /z. 

Proof. Since /x is finitely addit ive and X-absolutely continuous, /x is uniformly 
continuous on J?7" relative to the metric function p(A, B) = X(A A B). Th i s 
follows from the fact t h a t for each e > 0 there is a ô > 0 such t h a t for all A and 
B in 3T, if P(A,B) < ô then \\»(A) - n(B)\\ = \\n(A A B)\\ < e. T h u s by 
the well-known extension theorem for uniformly continuous functions into 
complete spaces (see [1, p . 23]), there exists a unique continuous extension 
/Z of /x to the ring £f. Moreover, /Z is uniformly continuous on y relative to p, 
which is to say X-absolutely continuous. And if 77 is a X-absolutely continuous 
extension of \x to 5^ , then 77 = /z. 

T o see t ha t /z is countably addit ive on 5 , let \An\ be a disjoint sequence in 
5^ whose union is also in 5^ . Then since X is countably addit ive, 
XÇUn=m+iAn) —> 0 as ra —> 00 , whence 

/ 00 \ m II ||/œ \ 

M( U A J - X) n{An)\ = h[ U An) 
\ n=l / n=l II H \ n=m-\-l / 

0. 
=m+l 

I t is worth noting t h a t considerably weaker requirements may be imposed 
on X, since in the proof above we used only the fact t h a t X(̂ 4 A B) defines a 
metric on 5f and t ha t X is continuous a t 0 (i.e. if {Bn\ is a nested sequence in 
y with e m p t y intersection, then X(Bn) —>0). T h u s it suffices to require t h a t 
X be a non-negative function on j ^ 7 which is continuous a t 0 and which satisfies 
A04) ^ X(B) + X(A A B) for all A and B in <f. (The triangle inequali ty 
follows from the last inequali ty.) 

T H E O R E M 2. If xx is strongly X-absolutely continuous on 3T, then the extension 
jl of n to ¥' {Theorem 1) is strongly X-absolutely continuous on ¥*. 

Proof. Le t e > 0 be given. Choose ô > 0 such tha t for every finite disjoint 
collection {Ju . . . , Jm) in ^~ , if £ \ ( / < ) < 5 then E | | / i ( /*) l l < *• W e shall 
now show t h a t if {Ai, . . . , An] is a finite disjoint collection in «5^, and if 
E M ^ O < 3, then E | | / z (^OII ^ e. Fix 4 i , , An. T a k e any a > 0. W e 
show there exists a disjoint collection {Ji, . . . , Jn) in J ^ s u c h t h a t 

EX( /<) < h and L H M ( ^ 0 - M (/OH < 2a, 

whence S | | M ( ^ 4 Z ) | | < 2a + e, and since a is arbi t rary , X ) | | M G 4 0 | | = €. T o 
construct the sets J^ we find (3 > 0 such t h a t when J G ^ ~ and X(J) < /3, 
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then | !/*(/) 11 < a/n. The proof of Theorem 1 shows that we may choose sets 
Bh . . . ,Bnîrom 3T such that X (B t AAt) < fi/n and \\fi(Bi) - p(Ai)\\ <a/n. 
LetJ3 = \J iy£j (B iPiBj). Since the A / s are mutually disjoint, B C ^J(A t A Bt) 
and thus X(5) < p. Now let Jt = B\B. Note that Jt Ç ^~and that the J / s 
are disjoint. Moreover, \(JtABt) = \(BtrM}) < 13, so that \\n(Ji) — 
n(Bt)\\ <a/n, whence El|A*(/i) - M^OH < 2<*. 

As in the proof of Theorem 1, the foregoing proof requires less than countable 
additivity of X. It suffices to assume, in addition to the continuity of X at 0, 
that X is monotone and finitely subadditive (which implies that \(A) S 
X(B) + \(A A B) for all A and B my). 

THEOREM 3. If X is weakly sequentially complete and if /z is weakly X-absolutely 
continuous on $~, then \x can be extended to a countably additive, X-absolutely 
continuous function jl on y . 

Proof. Let % be the o--ring generated by y. Then X can be extended to a 
countably additive X o n ^ , with &~ dense in °tt, by the usual outer measure 
procedure. Let p(A,B) = X(̂ 4 A B) be the corresponding metric on °l/. 
For each A £ ^ , let \Jn\ be a sequence in ^converging under p to ^4. Then 
\Jn) is a Cauchy sequence in $~. For each x* £ X* the composite function 
x*/x is X-absolutely continuous and thus p-uniformly continuous, which implies 
that x*ix(Jn) is a Cauchy scalar sequence. Thus [x(Jn) is weakly Cauchy. 
Since X is weakly sequentially complete, the proof technique for the extension 
of uniformly continuous functions (see [1, p. 23]) can be used to obtain an 
extension of /x to jl on °ll. Since x*/z obviously coincides with the extension of 
xV to tfl obtained by applying Theorem 1 to x*/x, we see that x*/z is countably 
additive and X-absolutely continuous on the c-ring %. By the well-known 
theorem of Pettis (see [1, p. 318]), jl is countably additive on °tt. To see that jl 
is X-absolutely continuous on °tt we note that if A Ç °tt and X(̂ 4) = 0, then 
for each x* £ X*, x*/z(^4) = 0 because x*/z is X-absolutely continuous. Thus 
jl(A) = 0, which implies (see [1, p. 318]) that jl is X-absolutely continuous on 
°U'. Now jl can be restricted to y to obtain the conclusion of the theorem. 

The author is unable to see any way of weakening the requirement of 
countable additivity on X without losing the X-absolute continuity and (strong) 
countable additivity of Jl. It is important to observe that the hypothesis of 
weak sequential completeness for X cannot be omitted entirely. This will be 
seen as a consequence of Theorem 7 in the next section. 

2. Absolutely continuous functions on an interval. We now apply the 
preceding theorems to point functions on the real line. Let I be a compact 
interval in the real numbers R. A (point) function { on 7 with values in a 
Banach space X is called absolutely continuous on I if for each e > 0 there 
exists b > 0 such that for all finite disjoint collections {(au bi)}n

i=i of sub-
intervals of / , Y,Q)i — ai) < 5 implies 
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The function £ is called strongly absolutely continuous on I if the latter inequality 
in the implication can be replaced by ]C||£(&0 ~~ £ ( a 0 | | < e- Finally, £ is 
called weakly absolutely continuous on I if for each x* ^ I * , the scalar valued 
composite function x*£ is absolutely continuous on I. When X is finite dimen
sional all three forms of absolute continuity are equivalent. But when infinite 
dimensional spaces are admitted it is easy to find examples of functions £ 
which are absolutely continuous but not strongly so (see [2, p. 60]). As 
Corollary 6 will show, it is more difficult to construct a weakly absolutely 
continuous function which is not absolutely continuous. 

THEOREM 4. If a point function £ : I —> X is absolutely continuous on I, 
then £ generates a unique, absolutely continuous, countably additive set function v 
on the Lebesgue measurable subsets of I with the property 

v{{s,i\) = £(/) - £ ( s ) , 

for s < tin I. If £ is strongly absolutely continuous, then v is strongly absolutely 
continuous. 

Proof. (The absolute continuity of v is, of course, with respect to Lebesgue 
measure.) Let &~ denote the ring of all finite disjoint unions of subintervals of 
the form (s, i\. Then &~ is dense with respect to Lebesgue measure X in the 
a-ring J/* of Lebesgue measurable sets. Define n((s, t\) to be £(/) — £(s), and 
extend n in the obvious finitely additive way to $~. Clearly /x is X-absolutely 
continuous on $~. Use Theorem 1 to extend ju to v. The strong absolute con
tinuity makes use of Theorem 2. 

THEOREM 5. Let X be weakly sequentially complete. If a point function £ : I—*X 
is weakly absolutely continuous, then £ generates a unique, absolutely continuous, 
countably additive set function v on the Lebesgue measurable subsets of I with the 
property 

v{(s,i\) = £(0 -t{s) 
for s < t in I. 

Proof. The proof is similar to that of Theorem 4, but we use Theorem 3 in 
place of Theorem 1. 

COROLLARY 6. A weakly absolutely continuous function on a compact real 
interval having values in a weakly sequentially complete space X is absolutely 
continuous. 

Proof. Let £ be the function, [a, b] the interval. Use Theorem 5 to generate 
the absolutely continuous set function v. Then %(t) = £(a) + v({a, i\). Since v 
is absolutely continuous, clearly so is £. 

THEOREM 7. There exist weakly absolutely continuous point functions, defined 
on compact real intervals and taking values in a Banach space, which are not 
absolutely continuous. 
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Proof. We construct an example. Let c0 be the J5-space of all scalar sequences 
converging to zero; the norm of such a sequence is the maximum of the absolute 
values of its terms. It is well-known that c0 is not weakly sequentially complete 
(see [1, pp. 239, 339]). Let I = [0, 1]. Let £ : I-> c0 be denned as follows: 
£(0) is the zero vector in c0; if 0 < t ^ 1, then £(t) = {£„(/) }S=i, where 

= f/„( 
«/ o 

6.(0 = I fn(s)ds 

and 
fn(s) = », forO ^ 5 ^ 1/2», 

A CO = —n, for 1/2» < ^ ^ 1/», 

/„(*) = 0, f o r i / » < s g l. 

It is easy to see that £ is not continuous at zero because ||£(l/2fe)|| = 1/2 for 
k = 1, 2, 3, . . . . Hence £ is certainly not absolutely continuous on I. 

To show that £ is weakly absolutely continuous on I we suppose x* £ c0*. 
It is well-known [1, p. 74] that there corresponds to x* an absolutely convergent 
series £ST=iXw such that for all z = {fw}5T=i belonging to c0, x*2 = £5T=iXwfn. 
Now 

w = l «^ 0 

Since 

n = l «̂  0 n=l 

by the Fubini-Tonelli theorem we have 

•> \ 

ds, 
J 0 L n = i 

which implies that x*£ is absolutely continuous. 

The preceding example shows that the hypothesis of weak sequential com
pleteness in Theorem 3 cannot be omitted entirely; for if it could be omitted, 
then the proof of Corollary 6 would render every weakly absolutely continuous 
point function absolutely continuous. 

3. Absolutely continuous stochastic processes. We now apply the 
results of Section 2 to stochastic processes and to the theory of random ordinary 
differential equations as discussed in [4]. A stochastic process on an interval J 
is a function, call it x, from I into the set of random variables on a probability 
space (£2, ^~, P). We will write x(t, œ) for the value of x at t Ç I and co £ Œ. 
A sample path of x is a function x(-, co) on / for some fixed co £ Œ. If a sample 
path has a derivative at t £ 7, that derivative is denoted by x' (t, co). 
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A random variable z on 12 has a ^-rnean if 

\z(œ)\pP(dœ) < o o . 
J Q. 

When z has a ^-mean it will be convenient to use the notation z* to denote the 
equivalence class of random variables which coincide with z a.e. on 12. (Thus 
zA G LP(Q,).) If x is a process with a ^-mean at each point of J, then x" denotes 
the obvious function from I into 1^(12). We shall say that a process x is Lv-
dbsolutely continuous on / if x has ^-means everywhere on / and x" is strongly 
absolutely continuous (with respect to Lebesgue measure). We call x Wp-
absolutely continuous on I if x has ^-means everywhere on I and x~ is absolutely 
continuous. Since the Lp spaces, 1 ^ p < oo, are known to be weakly sequen
tially complete (see [1, pp. 69, 290]), it follows from Corollary 7 that if x" is 
weakly absolutely continuous, then x is Wp-absolutely continuous. 

It is of interest to find connections between various types of absolute 
continuity for a stochastic process. In Theorems 8 and 9 we relate Wp- and 
Lp-absolute continuity to the absolute continuity of the sample paths. We 
note that if x is a real-valued process on / = [a, b], then each absolutely 
continuous sample path, x(-, co), has a derivative a.e. on / , and 

x(tf co) = x(a, co) + I x'(r, o))dr. 
J a 

(The integral is Lebesgue's.) 

THEOREM 8. If x is a real stochastic process on the compact interval I = [a, 6], 
if almost every sample path of x is monotone and absolutely continuous, and if 
x(a,-) and x(b, •) have p-means for some finite p ^ 1, then x is Wv-absolutely 
continuous on I. 

Proof. Assume without loss of generality that every sample path of x is 
absolutely continuous and monotone. (Some paths may be increasing, the 
rest decreasing.) The inequality \x(t, co)| S \x(a, co)| + \x(b, co)| shows that 
x has a ^-mean at each point of / . We shall show that x" is weakly absolutely 
continuous on I. (As remarked above, this will show x is Wp-absolutely 
continuous.) Let x* be a continuous linear functional on Lç(12). As is well-
known, there exists a function <p on 12 with ^ G LP(£l), (1/p) + (1/g) = 1, 
such that for all functions y on 12 with y* G Lp(£l), 

**GvA) = f vWyMPfa). 

L e t £ = {co G 12: x(a, co) < x(6, co)}, F = 12\£, G = }co G 12 : <̂ (co) > 0}, and 
H = 12\G. Next let Dx = E H G, D2 = F C\ G, D, = E C\ H, and D, = 
F C\ H. The absolute continuity of the sample paths of x implies that for each 
t G I, 

x(/, co) — x(a, co) = I x'(r, (x>)dr 
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Thus 

x*(x*(t) — x"(a)) = I <p(co)[x(/, co) — x(a, œ)]P(dco) 
J 12 

-£/J" <p(ù))x'(r, œ)drP (dœ). 

Now each of the four integrals is finite, and each has an integrand of constant 
sign. Moreover, each integrand is product measurable because <^(co)x/(r, co) 
is product measurable. (Clearly it suffices to show tha t x ' ( r , co) is product 
measurable; this is not difficult since x has continuous sample pa ths and for 
each t, x(t, •) is measurable on 12, whence x(t, co) is measurable in the pair 
(/, co). Now x ' ( r , CO) is the limit a.e. on I X 12 of (product measurable) linear 
combinations of x(t, co).) Applying the Fubini-Tonelli theorem to each double 
integral separately and summing we get 

x*(x*(i) -x*(a)) = I dr I <p(co)x'(r, co)P(dco). 

This shows t h a t the function 

a (/) = I <p(œ)x'(t,œ)P(dœ) 

is integrable on I and t ha t 

x*x*(t) = x*x"(a) + I a{r)dr. 
J a 

By classical theorems the real function on the right side of this equation is 
absolutely continuous on I . Hence x" is weakly absolutely continuous. 

T h e processes of Theorem 8 are actually Li-absolutely continuous and in 
fact have L\ derivatives a.e. on 7, as we shall show below. An Lp derivative a t 
a point t £ I of a process x with ^>-means in a neighborhood of t is the strong 
derivative of x", t ha t is, an element x*'(t) of Lp(12) for which 

l im^olK^C* + k) - x"(t))/k - **'(*) || = 0. 

(See [2, p . 59].) 
Note t ha t while x*'(t) is to be distinguished from xf (t, •)* (either may 

exist without the existence of the other) , when x"'(t) exists and x'(t, co) exists 
for almost all co £ 12, then xf (t, •) has a ^-mean and x'(t, • )" = x*'(t). This is 
because limits in ^?-norm and pointwise limits on 12 imply existence of limits 
in measure (P ) , and such limits are unique a.e. on 12. 

T H E O R E M 9. If x is a real stochastic process on the compact interval I = [a, b], 
if almost every sample path of x is monotone and absolutely continuous, and if 
x(a, •) and x(b, •) have l-means, then x is Li-absolutely continuous on I and has 
L\ derivative xr (/, 'Y for almost every t £ I. 
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Proof. As in Theorem 8 we assume every sample path is monotone. As 
before, x has a 1-mean at each point of / . The absolute continuity of the sample 
paths yields 

I cb I 
\x(b, o)) — x(a,œ)\=\ I x'(t, œ)dt . 

The monotonicity yields 
I x'(t,w)dt\ = I \x'(t,<a)\dt. 

(1) ||**(ô) - * - ( a ) | | i = f I |*'(*,co)|<ftP(d») = | dt ( \x'(t,o>)\P(dw). 

Thus 

This shows that the function 

«(o = f i*'aco)|p(jao = i!*'(;,-nil 
is integrable on / ; hence (cf. proof of Theorem 8) x* is strongly absolutely 
continuous on / . Note moreover that 

/ . 
|!*'(/, -y\\idt < oo 

follows from (1), and this in turn shows that xf {t, •) has a 1-mean for almost 
all t e I. 

We now show that x''(t, -)A is the Li derivative of x. As noted in the proof 
of Theorem 8, x'(t, w) is product measurable on / X Œ. Thus [1, p. 196, 
Lemma 16(b)], x'(t, •)* is a strongly measurable function on / with values in 
Li(Q). Since 

J ||*'(/f - ) 1 | i * <°°> 

x'(t, -y is Bochner-integrable [2, pp. 79,80]. Thus [1, p. 196] for all t <E / , 

I *'(r, .)^T = (B) I x'(r, - ) ^ T , 
•̂  a J a 

in the sense that the random variable on the left is a member of the equivalence 
class of random variables represented by the Bochner integral on the right. 
This means that 

x*(t) = x"(a) + (B) I *'(r, -Ydr, 
J a 

and thus [2, p. 88] x* has strong (Li) derivative xf (t, •)* a.e. on / . 

Since the assumptions of Theorems 8 and 9 are rather strong, it is worth 
pointing out that Theorem 9 fails if 1 is replaced by p > 1. For example if 
(Q, Ĵ ~, P) is taken to be the interval [0, 1] with Lebesgue measure P , and 
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if 7 = [0, 1], then the process x defined by x(t, co) = (t — co)1/2 for co ^ t and 
x(t, co) = 0 for co > t is bounded and has monotone, absolutely continuous 
sample paths, but is not L2-absolutely continuous, nor even of L2 (strong) 
bounded variation on 7. For i f 0 ^ s < £ ^ l , then 

E\x(t, •) - x(s, -)|2 = (1/2)(Vt ~ Vs)(t*/2 - s*/2) 

+ ((/ - s)*/*) log «Vt + Vs)/Wt - Vs)) > ((* - s)*/8) log (t/(t-s)). 

Thus i f O g a = / o < . . . < / „ = i ^ l and tk — 4- i = (b — a)/n, then 

Ê ll*&. ') - *&-i. OII2 > ((& " a ) M / 8 ) E (logé)172 

and the last expression is unbounded as w —» 00. 
However, if the sample path derivative of the process x has ^-means a.e. on 

7, then even though x may not have an Lv derivative, it does have what we 
shall call a WP derivative. A Wp derivative of x is a pseudo-derivative, that is, 
a function y, defined a.e. on 7 and having values in LP(£l), such that for each 
continuous linear functional x* on 7,p(£2), the scalar valued composite function 
x*x~ has derivative x*y a.e. on 7 (see [5, p. 300]). 

THEOREM 10. Let a real process x satisfy the hypotheses of Theorem 8. If in 
addition the {sample path) derivative process x' has p-means a.e. on 7, then x'" 
is a Wp derivative for x on 7. 

Proof. Using the notation of the proof of Theorem 8, we recall that 

x*x"(t) = x*x*(a) + I a(r)dr. 
J a 

By the classical theorems of Lebesgue integration, the derivative of the right 
side of the equation exists for almost all/ £ 7 and is equal to 

a(t) = I <p(ù))x'(r, co)P(dco) =x*(x'(t,-)*). 

Theorems 9 and 10 may be applied to the theory of random ordinary differ
ential equations to produce relationships between the various types of solutions, 
as discussed in [4]. Let 7 be the compact interval [a, b], and for each co £ fl 
let 5(co) be a subset of 7 X R. (R is the set of real numbers.) Let/(•, -, co) be a 
function from 5(co) into R. Let Xo be a random variable such that for almost all 
co G 12, (a, Xo(co)) £ 5(co). We consider the random differential equation 

(2) x' = f(t, x, co), x(a, co) = x0(co). 

A function x : I X 12 —* R will be called a sample path (S.P.) solution of (2) 
if x is a stochastic process such that for almost every co G 12 the following 
are true: 

(a) x(a, co) = Xo(co); 
(b) for almost all t £ 7, (/, x(t, co)) <E 5(co); 
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(c) x(-, co) is absolutely continuous on / ; 
(d) for almost all t G / , xf (t, co) = f(t, x(t, co), co). 
Other types of solutions for (2) can also be defined. In particular, an Lv-

solution is a stochastic process x with ^-means everywhere on / satisfying 
(a) and (b) above and also 

(c') x is Lp-absolutely continuous on / ; 
(d') x~'(i) = f(t,x(t, •)>*)" for almost all t 6 / , where x*'(t) denotes the 

Lv derivative of x at /. 
If we require only that x be W^-absolutely continuous on / and if we substitute 
the Wp derivative for the Lv derivative in (d'), the process x is called a Wv-
solution of (2). 

COROLLARY 11. Let x be a sample path solution of equation (2) on I = [a, b], 
and suppose that almost every sample path of x is monotone. If x(a, •) and x(b, •) 
have 1-means, then x is an Li-solution of (2). 

Proof. Since an S.P. solution has absolutely continuous sample paths, this 
follows immediately from Theorem 9. 

COROLLARY 12. Let x be a sample path solution of equation (2) on I = [a, b] 
and suppose that almost every sample path of x is monotone. If, for some finite 
p ^ 1, x (a, •) and x(b, •) have p-means, and if\ for almost every t Ç I,f(t, x(t, •)> •) 
has a p-mean, then x is a Wp-solution of (2). 

Proof. This follows from Theorems 8 and 10. 
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