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Abstract When does the amount of torsion in the homology of an arithmetic group grow exponentially with the covolume? We give many examples where this is the case, and conjecture precise conditions.

## 1. Asymptotic torsion

Let $\Gamma$ be a lattice in a semisimple Lie group $G$. The asymptotic behaviour of the Betti numbers $\operatorname{dim} H_{j}(\Gamma, \mathbb{C})$, when $\Gamma$ varies, has been studied by a number of authors. In particular, if $\Gamma_{N} \leqslant \Gamma$ is a decreasing sequence of subgroups, with trivial intersection, the quotient

$$
\frac{\operatorname{dim} H_{j}\left(\Gamma_{N}, \mathbb{C}\right)}{\left[\Gamma: \Gamma_{N}\right]}
$$

is known [48] to converge to the $j$ th $L^{2}$-Betti number of $\Gamma$; in particular, this is nonzero only when the rank $^{3}$ of $G$ equals the rank of a maximal compact subgroup $K \subset G$. For example, this is the case when $G=\mathrm{SL}_{2}(\mathbb{R})$, and $\Gamma$ is a Fuchsian group.

The purpose of this paper is to investigate the corresponding question when Betti numbers are replaced by the logarithm of the size of the torsion components of homology groups. The motivation comes from number theory; see §1.6.

## 1.1.

Locally symmetric spaces associated with $\mathrm{SL}_{2}(\mathbb{C})$ are hyperbolic 3-manifolds. Numerical experiments ([27], and unpublished data computed by Calegari and Dunfield in connection with [15]) as well as the work of Calegari and Mazur [19] suggest that arithmetic hyperbolic 3-manifolds should have a lot of torsion in their homology. Here are two such results:

[^0](1) (Taylor, [67, Theorem 4.2]). Let $n_{1}$ and $n_{2}$ be two nonnegative integers. Consider $S_{n_{1}, n_{2}}=\operatorname{Sym}^{n_{1}}\left(\mathbb{Z}[i]^{2}\right) \otimes_{\mathbb{Z}} \overline{\operatorname{Sym}^{n_{2}}\left(\mathbb{Z}[i]^{2}\right)}$ as an $\mathrm{SL}_{2}(\mathbb{Z}[i])$-module. If $n_{1} \neq n_{2}$, there exists a finite index (congruence) subgroup $\Gamma \subset \mathrm{SL}_{2}(\mathbb{Z}[i])$ such that the homology groups
$$
H_{1}\left(\Gamma ; S_{n_{1}, n_{2}}\right)
$$
have a nontrivial torsion subgroup.
(2) (Follows from Silver and Williams [65].) Let $k \subset \mathbb{S}^{3}$ be a hyperbolic knot whose Alexander polynomial has nontrivial Mahler measure (e.g. the figure eight knot). Denote by $M_{N}$ the $N$ th cyclic cover of $\mathbb{S}^{3}$ branched over $k$. We decompose $H_{1}\left(M_{N} ; \mathbb{Z}\right)$ as the direct sum of a free abelian group and a torsion subgroup $H_{1}\left(M_{N}\right)_{\text {tors }}$.

For sufficiently large $N$, the 3-manifold $M_{N}$ is hyperbolic; moreover,

$$
\lim _{N \rightarrow+\infty} \frac{\log \left|H_{1}\left(M_{N}\right)_{\mathrm{tors}}\right|}{N}>0 .
$$

## 1.2.

It is convenient to define, for a semisimple Lie group $G$, the 'deficiency' $\delta(G)$ to be the difference $\operatorname{rank}(G)-\operatorname{rank}(K)$. The quantity $\delta$ is sometimes called the fundamental rank of $G$. It equals zero if and only if $G$ has discrete series, or, equivalently, if and only if $G$ has a compact Cartan subgroup. If $S$ is the global symmetric space $G / K$, we sometimes write $\delta(S)$ for $\delta(G)$.

Examples. $\delta=0$ for the groups $\mathrm{SL}_{2}(\mathbb{R}), \mathrm{SU}_{n, m}, \mathrm{SO}_{n, m}$ ( $n m$ even); $\delta=1$ for the groups $\mathrm{SL}_{2}(\mathbb{C}), \mathrm{SL}_{3}(\mathbb{R}), \mathrm{SO}_{n, m} n m$ odd (this is a complete list of almost simple groups with $\delta=1$, up to isogeny); $\delta=2$ for the groups $\mathrm{SL}_{5}(\mathbb{R}), E_{6}^{\mathrm{split}}$.

Now assume that $\mathbf{G}$ is $\mathbb{Q}$-semisimple and $\Gamma \subset \mathbf{G}(\mathbb{Q})$ is a congruence lattice. Put $G=\mathbf{G}(\mathbb{R})$. We fix an 'arithmetic' $\Gamma$-module $M$; by this we mean that $M$ is a finite rank free $\mathbb{Z}$-module, and there exists an algebraic representation of $\mathbf{G}$ on $M \otimes \mathbb{Q}$ such that $\Gamma$ preserves $M$. We assume that $\mathbf{G}$ is anisotropic over $\mathbb{Q}$ (or equivalently, $\Gamma$ is cocompact in $G$ ), and consider a decreasing sequence of congruence subgroups $\Gamma_{N} \subset \Gamma_{N-1} \subset \cdots \subset \Gamma$ with the property that $\bigcap_{N} \Gamma_{N}=\{1\}$.

Conjecture 1.3. The limit

$$
\lim _{N} \frac{\log \left|H_{j}\left(\Gamma_{N}, M\right)_{\mathrm{tors}}\right|}{\left[\Gamma: \Gamma_{N}\right]}
$$

exists for each $j$ and is zero unless $\delta(S)=1$ and $j=\frac{\operatorname{dim}(S)-1}{2}$. In that case, it is always positive and equal to a positive constant $c_{G, M}$ (explicitly described in §5.9) times the volume of $\Gamma \backslash S$.

This conjecture - which remains somewhat speculative at this stage - can be considered as predicting three different types of behaviour:
(1) If $\delta=0$, then there is little torsion, whereas $H_{j}\left(\Gamma_{N}, M \otimes \mathbb{Q}\right)$ is large; the torsion is almost entirely 'absorbed' by the characteristic 0 homology.
(2) If $\delta=1$, then there is 'a lot' of torsion but $H_{j}\left(\Gamma_{N}, M \otimes \mathbb{Q}\right)$ is small.
(3) If $\delta \geqslant 2$, there is 'relatively little' ${ }^{4}$ torsion or characteristic 0 homology.

As for the degree $\frac{\operatorname{dim}(S)-1}{2}$, this is the 'middle dimension' for torsion classes: there is a duality between dimensions $j$ and $\operatorname{dim}(S)-1-j$. Compare the situation for the $L^{2}$-Betti numbers of $\Gamma$ : they vanish unless $\delta=0$, and even then are nonvanishing only in degree $\frac{\operatorname{dim}(S)}{2}$ (again the 'middle dimension').

We find it very likely that the restriction to congruence $\Gamma_{N}$ is essential. That the intersection of the $\Gamma_{N}$ is trivial is also likely essential. See $\S 8.3$ for some counterexamples in this direction.

In the present paper, we shall show a result in support of the 'large torsion' direction. With the notation as previously, we say that $M$ is strongly acyclic if the spectra of the (form) Laplacian on $M \otimes \mathbb{C}$-valued $i$-forms on $\Gamma_{N} \backslash S$ are uniformly bounded away from 0 , for all $N, i$. Notice that this implies that $H_{j}\left(\Gamma_{N}, M\right)$ is torsion.

Theorem 1.4. With the notation as previously, suppose that $\delta(S)=1$. Then strongly acyclic arithmetic $\Gamma$-modules $M$ always exist; moreover, for any such,

$$
\begin{equation*}
\lim _{N} \inf \sum_{j} \frac{\log \left|H_{j}\left(\Gamma_{N}, M\right)_{\text {tors }}\right|}{\left[\Gamma: \Gamma_{N}\right]} \geqslant c_{G, M} \operatorname{vol}(\Gamma \backslash S)>0 . \tag{1.4.1}
\end{equation*}
$$

Here the sum is taken over integers $j$ with the same parity as $\frac{\operatorname{dim} S-1}{2}$.
Remark. This theorem is deduced from Theorem 4.5, which remains valid for any sequence of cocompact lattices such that the injectivity radius of $\Gamma_{N} \backslash S$ goes to infinity - i.e., $\Gamma_{N}$ need not be subgroups of a fixed lattice $\Gamma$. It is possible to formulate a more general version of Theorem 1.4 in that setting; however, this requires 'compatible' specifications of modules for each $\Gamma_{N}$.

Examples. The $\mathrm{SL}_{2}(\mathbb{Z}[i])$-module $S_{n_{1}, n_{2}}\left(n_{1}, n_{2} \in \mathbb{N}\right)$ considered in the first example of $\S 1.1$ is strongly acyclic precisely when $n_{1} \neq n_{2}$. (Our theorem does not apply to this case, since the lattice is not cocompact; a twisted variant where it applies is detailed in § 8.2.) It is likely that using some of the ideas of [20], one could obtain corresponding results for certain sequences of subgroups of $\mathrm{SL}_{2}(\mathbb{Z}[i])$, but we do not attempt to do so.

In Theorem 1.4, we cannot in general isolate the degree which produces torsion except in certain low degree examples.
If $G=\mathrm{SL}_{3}(\mathbb{R})$ then $\lim \inf _{N} \frac{\log \left|H_{2}\left(\Gamma_{N}, M\right)_{\text {tors }}\right|}{\left[\Gamma_{\text {l }} \mid \Gamma_{N}\right]}>0$.
If $G=\mathrm{SL}_{2}(\mathbb{C})$ then $\lim _{N} \frac{\log \left|H_{1}\left(\Gamma_{N}, M\right)_{\text {tors }}\right|}{\left[\Gamma: \Gamma_{N}\right]}=c_{G, M} \operatorname{vol}(\Gamma \backslash S)$.
Indeed, these refinements result from the following two observations:

- The proof of the theorem establishes more than (1.4.1); it will in fact show that

$$
\begin{equation*}
\lim _{N} \sum_{j}(-1)^{j+\frac{\operatorname{dim}(S)-1}{2}} \frac{\log \left|H_{j}\left(\Gamma_{N}, M\right)_{\mathrm{tors}}\right|}{\left[\Gamma: \Gamma_{N}\right]}=c_{G, M} \operatorname{vol}(\Gamma \backslash S) \tag{1.4.2}
\end{equation*}
$$

[^1]- One can bound the torsion in $H_{0}(M)$ by a polynomial in the index [ $\Gamma: \Gamma_{N}$ ]; see $\S 8.6$.
- One can bound the torsion in $H_{\operatorname{dim}(S)-1}(M)$, via Poincaré duality and the long exact sequence in homology associated with

$$
\begin{equation*}
M \rightarrow M \rightarrow M / p M \tag{1.4.3}
\end{equation*}
$$

If one assumes the truth of the congruence subgroup property (CSP) for a cocompact lattice $\Gamma \leqslant \mathrm{SL}_{3}(\mathbb{R})$, we obtain in that case also $\lim _{N} \frac{\log \left|H_{2}\left(\Gamma_{N}, M\right)_{\text {tors }}\right|}{\left[\Gamma: \Gamma_{N}\right]}=c_{G, M} \operatorname{vol}(\Gamma \backslash S)$; in fact, the CSP and the homology exact sequence for (1.4.3) would imply that $H_{1}(\Gamma, M)$ is small.

## 1.5.

The main tool used in the proof of Theorem 1.4 is not due to us. It is a remarkable result [55] of Müller; see also Bismut and Zhang [8]-a generalization of the 'Cheeger-Müller theorem' $[21,54]$. This result states, loosely speaking, that the size of torsion groups can be computed by analytic methods. Beyond this result, the other techniques are also not original and have been used in other contexts (see [46] for instance). These methods have a combinatorial counterpart, which we briefly discuss in §7; this generalizes the work of Silver and Williams, mentioned above.

We remark that by combinatorial methods it is in principle possible to verify the conclusion of Theorem 1.4 for any specific $\Gamma, M$ by direct computation, without appealing to Müller's theorem (cf. §7.8, Remark). However, such an analysis would be very complicated, and we have not attempted to carry it out in any case.

Recently, Müller has announced a result of similar nature to Theorem 1.4 but in a different aspect. He studies the homological torsion for a fixed cocompact lattice in $\mathrm{SL}_{2}(\mathbb{C})$ as the module $M$ varies. The paper has now appeared in print [53]; see also the companion paper [51] joint with Marshall.

Also, Sengun has carried out [63] extensive computations of the integral cohomology of Bianchi groups. His results appear to lend support to our conjectures.

Finally, Thang Le has stated a conjecture similar to ours, but for a smaller class of manifolds, and has announced a result implying the other direction of the inequality; the slides of the talks that he has given on that matter are available on line.

## 1.6.

Our motivation for studying these questions is arithmetic.
In $\S 6$ we recall conjectures of Ash $[2,3]$ and others $[27,30,67]$ that torsion in the homology of arithmetic groups has arithmetic significance: very roughly, a $\bmod p$ torsion class in the homology of an arithmetic group parametrizes a field extension $K / \mathbb{Q}$ whose Galois group is a simple group of Lie type over $\mathbb{F}_{p}$. The quantity $\delta$ specifies the isomorphism class of $K \otimes \mathbb{R}$.

We make an attempt in $\S 6.5 .1$ to verify whether Conjecture 1.3 and Theorem 1.4 are compatible with Ash's conjectures: are there indeed more such field extensions $K / \mathbb{Q}$ when $\delta=1$ ? Our analysis is based on heuristics proposed by Bhargava [7] and is therefore speculative; nonetheless, it seems to us worthy of inclusion. To be precise, we show that Ash's conjectures and Bhargava's heuristics imply that the 'likelihood' of
the existence of a mod $p$ class in the homology of $\Gamma \leqslant G$ should be of size $\sim p^{-\delta(G)}$. If $\delta(G)=0$, this amounts simply to the fact that there is abundant characteristic 0 homology, which reduces to giving abundant $\bmod p$ homology. On the other hand, since

$$
\sum_{p} p^{-m}= \begin{cases}\infty, & \text { if } m=1 \\ \text { finite, } & \text { if } m>1,\end{cases}
$$

this suggests an abundance of torsion precisely when $\delta(G)=1$.

### 1.7. Organization of the paper

In the body of the paper, we deal with cohomology rather than homology, since it is easier to make the transition between cohomology and differential forms. ${ }^{5}$

Section 2 is expository: a review of analytic and Reidemeister torsion. We discuss in detail the trivial example of cyclic covers of a circle (equipped with a nontrivial local system); although they are simple, many of the ideas that we use can be already seen clearly here.

Sections 3 and 4 prove (1.4.2), i.e. that the limit of Theorem 1.4 exists when one uses an alternating $j$-sum.

Section 5 is a generalization of the work of Olbrich [57] to the case of an arbitrary local system. In particular, we compute explicitly the constant $c_{G, M}$ of (1.4.2) and verify that it is positive. (We do not see a simple way to check this; we compute each case.)

In §6, we discuss the conjectures of Ash and their relationship to Theorem 1.4.
Section 7 has a different flavour from the rest of the paper; it studies a tower of coverings of an arbitrary cell complex. We show, in particular, that a suitable torsion quotient grows at a consistent rate as one passes through cyclic covers of a fixed base manifold, generalizing slightly the result of [65].

Section 8 details some instances to which Theorem 1.4 is applicable. In particular, strongly acyclic bundles always exist in the setting of Theorem 1.4 when $\delta=1$.

Finally, $\S 9$ outlines various questions and conjectures motivated by the rest of the paper. Several of these questions seem amenable to numerical study.

## 2. Reidemeister torsion, torsion homology, and regularized determinants

This section is expository: a recollection of works by Ray, Singer, Cheeger, and Müller, as well as some remarks related to $L^{2}$-torsion. We have attempted to present it in a way that motivates our main questions and theorems. The reader with some experience with torsion (analytic and Reidemeister) could likely skip this section.

In other words, we shall discuss:
(1) analytically computing homological torsion for a Riemannian manifold;
(2) limiting behaviour as the manifold grows (say, through a tower of covers).

We do not present the material in generality, but only adapted to our case of interest.
${ }^{5}$ Note that if $X$ is a compact manifold and $M$ a $\mathbb{Z}\left[\pi_{1} X\right]$-module free over $\mathbb{Z}$, Poincaré duality implies that $H^{*}(X ; M) \cong H_{\operatorname{dim} X-*}(X ; M)$.

## 2.1.

Given a finite rank free $\mathbb{Z}$-module $A$, such that $A \otimes \mathbb{R}$ is endowed with a positive definite inner product $\langle\cdot, \cdot\rangle$ (a metric for short), we define $\operatorname{vol}(A)$ to be the volume of $A \otimes \mathbb{R} / A$, i.e. $\operatorname{vol}(A)=\sqrt{|\operatorname{det} M|}$, where $M$ is the Gram matrix $\left\langle a_{i}, a_{j}\right\rangle$, for $a_{i}: 1 \leqslant i \leqslant \operatorname{rank}(A)$ a $\mathbb{Z}$-basis for $A$.

Given $f: A_{1} \rightarrow A_{2}$, a linear map between two finite rank free $\mathbb{Z}$-modules, such that $A_{j} \otimes \mathbb{R}$ are endowed with metrics, we set $\operatorname{det}^{\prime}(f)$ to be the product of all nonzero singular values of $f$. (Recall that the nonzero singular values of $f$ are - with multiplicity - the positive square roots of the nonzero eigenvalues of $f f^{*}$.) Then,

$$
\begin{equation*}
\frac{\operatorname{vol}\left(A_{1}\right)}{\operatorname{vol}(\operatorname{ker} f)} \operatorname{det}^{\prime}(f)=\operatorname{vol}(\text { image } f) \tag{2.1.1}
\end{equation*}
$$

Here we understand the metrics on $\operatorname{ker}(f) \otimes \mathbb{R}$ and image $(f) \otimes \mathbb{R}$ as those induced from $A_{1}$ and $A_{2}$, respectively.

## 2.2.

Now given a complex

$$
\begin{equation*}
A^{*}: 0 \rightarrow A^{0} \xrightarrow{d_{0}} A^{1} \xrightarrow{d_{1}} \cdots \rightarrow A^{n} \rightarrow 0 \tag{2.2.1}
\end{equation*}
$$

of free finite rank $\mathbb{Z}$-modules, each endowed with metrics and with $\operatorname{vol}\left(A^{j}\right)=1$, the previous result says that

$$
\begin{equation*}
\operatorname{vol}\left(\operatorname{ker}\left(d_{j}\right)\right) \operatorname{vol}\left(\operatorname{image}\left(d_{j}\right)\right)=\operatorname{det}^{\prime}\left(d_{j}\right) \tag{2.2.2}
\end{equation*}
$$

If the group $H^{j}\left(A^{*}\right)$ is finite, image $\left(d_{j-1}\right)_{\mathbb{R}}=\operatorname{ker}\left(d_{j}\right)_{\mathbb{R}}$ and the quotient $\frac{\operatorname{vol}\left(\mathrm{ker} d_{j}\right)}{\operatorname{vol}\left(\mathrm{image} d_{j-1}\right)}$ is equal to $\left[\operatorname{ker}\left(d_{j}\right): \operatorname{image}\left(d_{j-1}\right)\right]^{-1}$, i.e. the inverse of the size of the group $H^{j}\left(A^{*}\right)$. In general we write

$$
\operatorname{ker}\left(d_{j}\right)_{\mathbb{R}}=\operatorname{image}\left(d_{j-1}\right)_{\mathbb{R}} \oplus \operatorname{image}\left(d_{j-1}\right)^{\perp} \cap \operatorname{ker}\left(d_{j}\right)_{\mathbb{R}}
$$

and applying (2.1.1) to the orthogonal projection $\operatorname{ker} d_{j} \rightarrow$ image $\left(d_{j-1}\right)^{\perp}$ we conclude that the quotient $\frac{\operatorname{vol}\left(\mathrm{ker} d_{j}\right)}{\operatorname{vol}\left(\mathrm{image} d_{j-1}\right)}$ is the product of $\left|H^{j}\left(A^{*}\right)_{\text {tors }}\right|^{-1}$ with the 'regulator' $R^{j}\left(A^{*}\right):=\operatorname{vol}\left(H^{j}\left(A^{*}\right)_{\text {free }}\right)$, where the subscript free denotes quotient by torsion, and where the volume is taken with respect to the induced metric - that is to say, the metric induced by identifying $H^{j}\left(A^{*}\right)_{\text {free }}$ as a subgroup of image $\left(d_{j-1}\right)^{\perp} \cap \operatorname{ker}\left(d_{j}\right)_{\mathbb{R}}$.

In summary,

$$
\begin{gather*}
\frac{\operatorname{vol}\left(\operatorname{ker} d_{j}\right)}{\operatorname{vol}\left(\operatorname{image} d_{j-1}\right)}=\left|H_{\text {tors }}^{j}\right|^{-1} \cdot R^{j},  \tag{2.2.3}\\
H^{j}=H^{j}\left(A^{*}\right)=\frac{\operatorname{ker} d_{j}}{\operatorname{image} d_{j-1}}, R^{j}=R^{j}\left(A^{*}\right):=\operatorname{vol}\left(H^{j}\left(A^{*}\right)_{\text {free }}\right)
\end{gather*}
$$

To ease notation in what follows, we shall use the notation $\prod^{*} a_{i}$ as shorthand for $\prod_{i} a_{i}^{(-1)^{i}}$. In the same way we will use the notation $\sum^{*} a_{i}$ for the alternating sum $\sum(-1)^{i} a_{i}$.

Taking the alternating product of (2.2.3),

$$
\begin{equation*}
\left(\prod^{*} R^{i}\right) \times\left(\prod^{*}\left|H_{\mathrm{tors}}^{i}\right|\right)^{-1}=\prod^{*} \operatorname{det}^{\prime}\left(d_{i}\right) \tag{2.2.4}
\end{equation*}
$$

Example. Consider the complex of free $\mathbb{Z}$-modules, where the first nonvanishing term is in degree 0:

$$
0 \rightarrow \mathbb{Z}^{2} \xrightarrow{M} \mathbb{Z}^{2} \rightarrow 0
$$

where

$$
M=\left(\begin{array}{cc}
k^{2} & -k \\
-k & 1
\end{array}\right) \quad(k \in \mathbb{Z})
$$

Then $H^{0} \cong H^{1} \cong \mathbb{Z}$; and then $R_{0}=\sqrt{k^{2}+1}, R_{1}=\frac{1}{\sqrt{k^{2}+1}}$; the singular values of $M$ are 0 and $k^{2}+1$.

The alternating product $\prod^{*} \operatorname{det}^{\prime}\left(d_{i}\right)$ is, in many ways, unwieldy: the $d_{i}$ may have large kernels even if the complex is acyclic. On the other hand, the identity

$$
\begin{equation*}
\left(\prod^{*}\left(\operatorname{det}^{\prime} d_{i}\right)\right)^{2}=\prod_{i \geqslant 0}\left(\operatorname{det}^{\prime} \Delta_{i}\right)^{i(-1)^{i+1}}, \Delta:=d d^{*}+d^{*} d \tag{2.2.5}
\end{equation*}
$$

(see [60, Proposition 1.7]) - here $\operatorname{det}^{\prime}$ is the product of all nonzero eigenvalues, and this usage is compatible with our prior one - expresses it in terms of the determinants of the 'Laplacians' $\Delta_{i}$, whose kernels map isomorphically to cohomology (and in particular, are much smaller than $\operatorname{ker}\left(d_{i}\right)$ ).

## 2.3.

Let $X$ be a compact Riemannian manifold and $M$ a unimodular local system of free $\mathbb{Z}$-modules on $X$. Let $M_{\mathbb{C}}=M \otimes \mathbb{C}$.

Fix a $C^{\infty}$ triangulation of $K$. Let $C^{q}(K ; M)$ be the set of $M$-valued cochains, so that an element of $C^{q}(K ; M)$ assigns to each $q$-cell a section of $M$ on that cell. Then we have a cochain complex:

$$
C^{*}(K ; M): C^{0}(K ; M) \rightarrow C^{1}(K ; M) \rightarrow \cdots
$$

which computes the cohomology groups $H^{*}(K ; M)=H^{*}(X ; M)$. The de Rham complex

$$
\begin{equation*}
\Omega^{*}(X ; M): \Omega^{0}\left(X ; M_{\mathbb{C}}\right) \xrightarrow{d_{0}^{D R}} \Omega^{1}\left(X ; M_{\mathbb{C}}\right) \rightarrow \cdots \tag{2.3.1}
\end{equation*}
$$

computes also $H^{*}\left(X ; M_{\mathbb{C}}\right)$. It can be regarded as a 'limit' of the prior complex when the triangulation becomes very fine. We fix arbitrarily a metric on $M_{\mathbb{C}}$; then each term of the complex $\Omega^{*}$ is equipped with a natural inner product.

The amazing discovery of Ray and Singer (as proved by Cheeger and Müller [21,54] for trivial coefficients (or more generally for all unitary representations), and later by Müller [55] for general unimodular $M$ ) is that the equality (2.2.4), when applied
to $C^{*}(K ; M)$, 'passes to the limit' in the following sense:

$$
\begin{equation*}
\left(\prod^{*} R^{i}\right) \times\left(\prod^{*}\left|H^{i}(X ; M)_{\mathrm{tors}}\right|^{-1}\right)=\prod^{*} \operatorname{det}^{\prime} d_{i}^{D R} \tag{2.3.2}
\end{equation*}
$$

where $R^{i}$ is now defined as the volume of $H^{i}(X ; M) / H^{i}(X ; M)_{\text {tors }}$ with respect to the metric induced by identifying cohomology with harmonic forms. To make sense of $\operatorname{det}^{\prime} d_{i}^{D R}$, write $\zeta(s)=\sum \lambda^{-s}$, the sum being extended over all nonzero singular values of $d_{i}^{D R}$; we then define $\log \operatorname{det}^{\prime} d_{i}^{D R}:=-\zeta^{\prime}(0)$ and $\operatorname{det}^{\prime} d_{i}^{D R}=\exp \left(-\zeta^{\prime}(0)\right)$. Note that $\zeta(s)$ is defined near zero only after analytic continuation.

More generally, for any countable subset $S$ of positive reals such that $\sum_{\lambda \in S} \lambda^{-s}$ extends to a meromorphic function in $\operatorname{Re}(s) \geqslant 0$, we refer to the outcome of this procedure as the ' $\zeta$-regularized product', denoted as $\prod_{\lambda \in S}^{\wedge} \lambda$.

This is usually formulated slightly differently. Let $d_{i}^{*}$ denote the adjoint of the differential $d_{i}=d_{i}^{D R}$. Define the Laplace operators on $i$-forms by $\Delta_{i}=d_{i}^{*} d_{i}+d_{i-1} d_{i-1}^{*}$. Again, one can define the logarithmic determinant of $\Delta_{i}$ as the zeta-regularized product of nonzero eigenvalues.

Then we have the following, easily verified, identity:

$$
\begin{equation*}
\sum^{*} \log \operatorname{det}^{\prime} d_{i}=\frac{1}{2} \sum_{k \geqslant 0}(-1)^{k+1} k \log \operatorname{det}^{\prime} \Delta_{k} \tag{2.3.3}
\end{equation*}
$$

Ray and Singer have defined the logarithm of the analytic torsion of $(X, M)$ to be the negative of the right-hand side of (2.3.3).

In summary, the Cheeger-Müller theorem states

$$
\begin{aligned}
\log \frac{\left(\prod^{*} R^{i}\right)}{\left(\prod^{*}\left|H^{i}(X ; M)_{\mathrm{tors}}\right|\right)} & =\frac{1}{2} \sum_{k \geqslant 0}(-1)^{k+1} k \log \operatorname{det}^{\prime} \Delta_{k} \\
& =\log T_{X}\left(M_{\mathbb{C}}\right) \quad \text { (analytic torsion) }
\end{aligned}
$$

which has the remarkable consequence that torsion in homology groups can be studied by analytical methods.

## 2.4.

Consider a simple example: $X=S^{1}=\mathbb{R} / \mathbb{Z}$, endowed with the quotient of the standard metric on $\mathbb{R}$; let $M$ be a free rank $m \mathbb{Z}$-module, $A \in \operatorname{SL}(M)$, and $\mathcal{M}$ the local system on $X$ with fibre $M$ and monodromy $A$.

Suppose first that $A$ is semisimple and does not admit 1 as an eigenvalue. (The situation where $A$ has 1 as an eigenvalue is interesting; we return to it in §2.6.) The cohomology is then concentrated in $H^{1}$; moreover

$$
\begin{equation*}
\left|H^{1}(X, \mathcal{M})\right|=|\operatorname{det}(1-A)| . \tag{2.4.1}
\end{equation*}
$$

Let us now compute the de Rham complex. Let $V_{j}$ be the space of $M_{\mathbb{C}}:=M \otimes \mathbb{C}$-valued $j$-forms on $S^{1}$, for $j=0$, 1 . Let

$$
S=\left\{\text { smooth functions } f: \mathbb{R} \rightarrow M_{\mathbb{C}}: f(x+1)=A f(x)\right\}
$$

and

$$
T=\left\{\text { smooth functions } f: \mathbb{R} \rightarrow M_{\mathbb{C}}: f(x+1)=f(x)\right\} .
$$

We may identify each $V_{j}$ with $S$ : this is obvious for $j=0$; use the map $f(x) \mapsto f(x) d x$ for $j=1$. Next, fix a matrix $B \in \mathrm{GL}\left(M_{\mathbb{C}}\right)$ with $\exp (2 \pi i B)=A$; this is always possible, and then multiplication by $\exp (-2 \pi i x B)$ identifies $S$ with the space $T$.

Thus we have identifications of $V_{j}$ with $T$ for $j=0,1$. With respect to these identifications, the de Rham complex becomes

$$
T \xrightarrow{d} T \quad \text { with } d=\frac{d}{d x}+2 \pi i B .
$$

Fix a basis of eigenvectors $v_{1}, \ldots, v_{m}$ for $B$ on $M_{\mathbb{C}}$, and endow $M_{\mathbb{C}}$ with the inner product in which the $v_{i}$ form an orthonormal basis; endow $T$ with the inner product $\langle f, g\rangle=$ $\int_{x \in \mathbb{R} / \mathbb{Z}}\langle f(x), g(x)\rangle$. Then the singular values of $d$ are $\left|2 \pi i\left(n+\lambda_{j}\right)\right|, n \in \mathbb{Z}, \quad 1 \leqslant j \leqslant m$, where $\lambda_{j}$ are the eigenvalues of $B$. Formally speaking, then, the product of singular values of $d$ may be expressed as $\prod_{n} \prod_{j}\left|2 \pi n+2 \pi \lambda_{j}\right|$. If we compute formally, using the identity $\prod_{n \geqslant 1}\left(1-\frac{x^{2}}{n^{2}}\right)=\frac{\sin (\pi x)}{\pi x}$, we arrive at

$$
\left|\operatorname{det}^{\prime} d_{D R}\right|=|\operatorname{det}(1-A)|\left(\prod_{n \geqslant 1}(2 \pi n)\right)^{2} .
$$

Now $\prod_{n \geqslant 1} 2 \pi n=1$ (a zeta-regularized product), as desired. In fact, $\zeta_{\lambda}(s)=(2 \pi)^{-s} \zeta(s)$ with $\zeta$ the Riemann zeta function. Because $\zeta^{\prime}(0)=-\frac{1}{2} \log (2 \pi)$ and $\zeta(0)=-\frac{1}{2}$, we get

$$
\prod_{n \geqslant 1}^{\wedge}(2 \pi n)=1
$$

Remark. On the basis of the naive (but natural) idea of considering the asymptotics of $\prod_{\lambda_{j} \leqslant T} \lambda_{j}$, one can also give an alternate definition of the regularized product: let $h$ be a smooth function on $\mathbb{R}$ of compact support such that $h(0)=1$. Set $P(T):=$ $\sum_{\lambda_{i}} h\left(\lambda_{i} / T\right) \log \lambda_{i}$. Under reasonable conditions on the $\lambda_{i}$ (true in all the instances that we will encounter, for instance) there exists a unique polynomial $q \in \mathbb{C}[X, Y]$ such that

$$
\begin{equation*}
P(T)=q(T, \log T)+o(1), \quad T \rightarrow \infty, \tag{2.4.2}
\end{equation*}
$$

and we define $\prod^{\wedge} \lambda_{i}=\exp (q(0,0))$. This will coincide with $\zeta$-regularization in the cases that we encounter.

This definition is not the traditional one, but, in most instances, is equivalent to it. It has the advantage of being very intuitive, but, on the other hand, it is difficult to work with. Since we will not use it for rigorous proofs, only for intuition, we shall not prove that it agrees with the zeta-regularized definition.

In the case of the $(2 \pi n)_{n \in \mathbb{N}}$, the fact that $\prod^{\wedge} 2 \pi n=1$ 'corresponds' in this picture to the fact that there is no constant term in the asymptotics of Stirling's formula:

$$
\log \prod_{n \leqslant N-1}(2 \pi n) \cdot \sqrt{2 \pi N} \sim N \log N-N ;
$$

we included the endpoint $n=N$ with weight $1 / 2$, a simple form of smoothing.

## 2.5.

We continue with the example of $\S 2.4$, and let $X \xrightarrow{\pi_{N}} X$ be the $N$-fold covering. If we suppose that $A$ has no eigenvalue that is a root of unity, then

$$
\begin{equation*}
\frac{\log \left|H^{1}\left(X, \pi_{N}^{*} \mathcal{M}\right)\right|}{N}=\frac{\log \left|\operatorname{det}\left(1-A^{N}\right)\right|}{N} \longrightarrow \log M(\operatorname{charpoly}(A)), \tag{2.5.1}
\end{equation*}
$$

where the Mahler measure $M(q)$ of a monic polynomial $q$ is the product of all the absolute values of all roots of $q$ outside the unit circle; equivalently, $\log M(q)=$ $\int_{|z|=1} \log |q(z)| \frac{d z}{2 \pi i z}$ (the integral taken with respect to the Haar probability measure) as follows from Jensen's equality. We shall later return to the case where $A$ has roots of unity; we shall find that a similar assertion remains valid.

The proof of (2.5.1) uses the following lemma.
Lemma. If $A$ is any square matrix,

$$
\begin{equation*}
\lim _{N} \frac{\log \left|\operatorname{det}^{\prime}\left(1-A^{N}\right)\right|}{N}=\log M(\operatorname{charpoly}(A)), \tag{2.5.2}
\end{equation*}
$$

where $\operatorname{det}^{\prime}$ denotes the product of all nonzero eigenvalues.
Proof. The first proof in print of (2.5.2) seems to be by Lind [45] in the context of a dynamical interpretation. The proof uses the following fact (due to Gelfond [31]): if $\alpha$ is an algebraic number of absolute value 1 , then

$$
\begin{equation*}
\frac{\log \left|\alpha^{N}-1\right|}{N} \rightarrow 0, \quad N \rightarrow \infty \tag{2.5.3}
\end{equation*}
$$

We refer the reader to [29, Lemma 1.10] for a proof of (2.5.3) which uses a deep theorem of Baker on diophantine approximation. As noticed there, the statement (2.5.3) is much weaker than Baker's theorem; it is exactly equivalent to Gelfond's earlier estimate.

### 2.6. The case where $A$ has a trivial eigenvalue

Now let us repeat the procedure of $\S 2.5$ for the case where $A$ has a trivial eigenvalue. We suppose, for simplicity, that precisely one eigenvalue of $A$ is 1 , and amongst the other eigenvalues $\left\{z_{2}, \ldots, z_{n}\right\}$ none is a root of unity. We are interested in the size of $H^{1}\left(X, \pi_{N}^{*} \mathcal{M}\right) \cong \operatorname{coker}\left(1-A^{N}\right)_{\text {tors }}$, as $N \rightarrow \infty$.

Write $W=\operatorname{ker}(1-A)$ and $U=\operatorname{image}(1-A)$; finally put $C=\left.\frac{1-A^{N}}{1-A}\right|_{U}$. Noting that $U / C U \subset \mathbb{Z}^{N} /\left(1-A^{N}\right) \mathbb{Z}^{N}$, we see at least that

$$
\left|\operatorname{coker}\left(1-A^{N}\right)_{\text {tors }}\right| \geqslant|\operatorname{det} C|=\prod_{2}^{n} \frac{z_{i}^{N}-1}{z_{i}-1}
$$

Consider now the short exact sequence $W \hookrightarrow \mathbb{Z}^{n} \rightarrow \mathbb{Z}^{n} / W$. The map $1-A^{N}$ acts trivially on $W$, and descends to an endomorphism $A^{\prime}$ of $\mathbb{Z}^{N} / W$. Applying the snake lemma yields an exact sequence:

$$
0 \rightarrow \mathbb{Z} \rightarrow \operatorname{coker}\left(1-A^{N}\right) \rightarrow \operatorname{coker}\left(1-A^{\prime N}\right) \rightarrow 0
$$

which implies the upper bound $\prod_{2}^{n}\left(z_{i}^{N}-1\right)$.

We deduce that (2.5.1) remains valid even if $A$ has 1 as an eigenvalue, i.e., even in the case where $H^{1}\left(S^{1}, \mathcal{M}\right)$ is not a torsion group.

In general, the question of extending our results to the case where the homology is not purely torsion will be very difficult; the 'interaction' between characteristic 0 cohomology and torsion can be very complicated. Implicitly in the above argument, we used the possibility of 'splitting' into $\operatorname{ker}(1-A)$ and image $(1-A)$; more generally, we can carry out such a 'splitting' in the presence of a group of automorphisms, but not in the general setting. We discuss some of the issues involved (including extending the discussion above to a more general setting - that of cyclic covers of an arbitrary base complex) in $\S 7$.

## 2.7.

Let us now try to prove (2.5.1) from the 'de Rham' perspective, returning to the case where $A$ has no eigenvalue that is a root of unity.

If we carry out the same computations as before for the determinant of the de Rham complex of $\pi_{N}^{*} \mathcal{M}$ - with respect to metrics pulled back from $X$ - we arrive at

$$
\left|H^{1}\left(X, \pi_{N}^{*} \mathcal{M}\right)_{\text {tors }}\right|=\prod_{n \in \mathbb{Z}} \prod_{j} \wedge\left|\frac{2 \pi i n}{N}+2 \pi i \lambda_{j}\right| .
$$

Now as $N \rightarrow \infty$, the sequence of numbers $\frac{2 \pi n}{N}+2 \pi \lambda_{j}$ fill out densely the line $2 \pi \lambda_{j}+\mathbb{R}$; the 'density' is $N / 2 \pi$. It is therefore reasonable to imagine that it converges to a regularized integral:

$$
\begin{equation*}
\frac{\log \prod_{n \in \mathbb{Z}} \wedge\left|\frac{2 \pi i n}{N}+2 \pi i \lambda_{j}\right|}{N / 2 \pi} \xrightarrow{?} \int^{\wedge} \log \left|2 \pi \lambda_{j}+x\right| d x, \tag{2.7.1}
\end{equation*}
$$

where the wedge on the latter integral means that it is to be understood, again, in a regularized fashion: we may define, analogously to $\zeta$-regularization, the regularized integral via

$$
\begin{equation*}
\int^{\wedge} \log |f(x)| d x:=-\left.\frac{d}{d s}\right|_{s=0} \int|f(x)|^{-s} d x . \tag{2.7.2}
\end{equation*}
$$

We evaluate the right-hand side of (2.7.1) (and a slight generalization) in § 2.8 below; it is $2 \pi^{2}\left|\operatorname{Im} \lambda_{j}\right|$. Therefore, if we assume the validity of (2.7.1),

$$
\frac{\log \left|H^{1}\left(X, \pi_{N}^{*} \mathcal{M}\right)_{\text {tors }}\right|}{N} \longrightarrow \pi \sum_{j}\left|\operatorname{Im}\left(\lambda_{j}\right)\right|=2 \pi \sum_{\operatorname{Im}\left(\lambda_{j}\right)>0} \operatorname{Im}\left(\lambda_{j}\right),
$$

which is easily seen to again equal $\log M(\operatorname{charpoly}(A))$.
The validity of (2.7.1) is, however, not easy to justify in general, as perhaps might be expected from the nontriviality of (2.5.3). The issue here is that some $\lambda_{j}$ may have imaginary part 0 (equivalently: $A$ has an eigenvalue of absolute value 1). Suppose that this is not so. Then (2.7.1) can be deduced, for instance, from the 'naive definition' (2.4.2) of regularized products. The key point is that the convergence of
the sequence $\frac{2 \pi n}{N}$ to the density $\frac{N}{2 \pi} \mathrm{~d} x$ is uniform, in that

$$
\begin{equation*}
\#\{n: 2 \pi n / N \in[A, B]\}-\int_{A}^{B} \frac{\mathrm{~d} x}{2 \pi}=\mathrm{o}(N) \tag{2.7.3}
\end{equation*}
$$

in a fashion that is uniform in $A, B$.
In the rest of this paper, we shall encounter a similar, although more complicated, situation: we will compute the asymptotic growth of $H^{1}$ by studying the asymptotic behaviour of the de Rham determinants. It would be possible to justify our main theorems in the fashion described above - in other words, deducing the limiting behaviour of torsion from the limiting distribution of eigenvalues. However, for brevity of proof we follow a more traditional path with heat kernels; this allows us to appeal to a family of known estimates at various points.

## 2.8.

Let $a>0$ be a positive real number and $p$ be an even polynomial. We show that

$$
\begin{equation*}
\int^{\wedge} p(\mathrm{i} x) \log \left(x^{2}+a^{2}\right) d x=\pi \int_{-a}^{a} p(x) d x \tag{2.8.1}
\end{equation*}
$$

where the left-hand side is defined as in (2.7.2), but replacing the Lebesgue measure by $p(\mathrm{ix}) d x$.

Proof. By linearity, it suffices to check $p(x)=x^{k}$ with $k$ even. In this case, ${ }^{6}$

$$
\int_{-\infty}^{\infty}\left(x^{2}+a^{2}\right)^{-s} x^{k} d x=a^{2\left(\frac{k+1}{2}-s\right)} B\left(\frac{k+1}{2}, s-\frac{k+1}{2}\right) .
$$

Here $B$ is the Beta function

$$
B(x, y)=\int_{0}^{1} t^{x-1}(1-t)^{y-1} d t=\frac{\Gamma(x) \Gamma(y)}{\Gamma(x+y)}
$$

Differentiating the function

$$
a^{2\left(\frac{k+1}{2}-s\right)} \frac{\Gamma\left(\frac{k+1}{2}\right) \Gamma\left(s-\frac{k+1}{2}\right)}{\Gamma(s)}=a^{2\left(\frac{k+1}{2}-s\right)} s \frac{\Gamma\left(\frac{k+1}{2}\right) \Gamma\left(s-\frac{k+1}{2}\right)}{\Gamma(s+1)}
$$

at $s=0$ and using that

$$
\Gamma\left(\frac{k+1}{2}\right) \Gamma\left(-\frac{k+1}{2}\right)=(-1)^{k / 2+1} \frac{2 \pi}{k+1}
$$

yields $-i^{k} \frac{2 \pi a^{k+1}}{k+1}$.
Again, this reflects the constant term of a truncated integral, e.g. we observe, in the case $p=1$, that $\int_{-T}^{T} d x \log \left(1+x^{2}\right)=4 T \log (T)-4 T+2 \pi+o(1)$.
${ }^{6}$ Take as a new variable $t=x^{2} /\left(x^{2}+a^{2}\right)$.

## 3. Heat kernels on forms on a symmetric space

## 3.1.

Let $\mathbf{G}$ be a semisimple algebraic group over $\mathbb{R}$; let $G$ be the connected component of $\mathbf{G}(\mathbb{R})$, with Lie algebra $\mathfrak{g}$.

Let $K \subset G$ be a maximal compact subgroup, with Lie algebra $\mathfrak{k}$. Since $G$ is connected, so also is $K$. We denote by $S$ the global Riemannian symmetric space $G / K$.

Remark (Notation for real and complex Lie algebras.). When we perform explicit evaluations in $\S 5$, we shall use the letters $\mathfrak{g}, \mathfrak{k}$ and so on to denote the complexified Lie algebra associated with $G, K$ and so on. However, in the present section, we use them for the real Lie algebra; we hope that this abuse does not cause confusion.

## 3.2.

With a $K$-representation $(Q, \sigma)$, we may associate a $G$-equivariant vector bundle on $G / K$, namely, $(Q \times G) / K$, where the $K$-action (resp. $G$-action) is given by $(q, g) \xrightarrow{k}$ $\left(\sigma\left(k^{-1}\right) q, g k\right)$ (resp. $\left.(q, g) \xrightarrow{x}(q, x g)\right)$; thus, smooth sections of the $G$-equivariant vector bundle associated with $Q$ are identified with maps $C^{\infty}(G ; Q)$ with the property that $f(g k)=\sigma\left(k^{-1}\right) f(g)$.

Conversely, given a $G$-equivariant vector bundle on $G / K$, the fibre at the identity coset defines a $K$ representation.

These two associations define an equivalence of categories between $K$-representations and $G$-equivariant vector bundles on $S$.

## 3.3.

We now discuss normalizations.
The Killing form defines a quadratic form on $\mathfrak{g}$, negative definite on $\mathfrak{k}$ and positive definite on its orthogonal complement $\mathfrak{p}$. We normalize the metric on $S$ so that its restriction to $\mathfrak{p} \cong T_{e K} S$ matches the Killing form.

Let $d x$ be the Riemannian volume form of $S$ and $d k$ be the Haar measure on $K$ of volume 1. These choices yield a preferred normalization for the Haar measure $d g$ on $G$ : $\int_{G} f(g) d g=\int_{S} \int_{K} f(g k) d k d(g K)$.

Fix orthonormal bases $\left\{X_{i}\right\}$ for $\mathfrak{p}$ and $\left\{Y_{j}\right\}$ for $\mathfrak{k}$ (the latter taken with respect to the negative of the Killing form). We define the Casimir operators of $G$ and $K$ respectively by $\Omega_{G}=\sum X_{i}^{2}-\sum Y_{j}^{2}$ and $\Omega_{K}=-\sum Y_{j}^{2}$; we understand these to act on $G$ and $K$ as left-invariant differential operators. Let

$$
L=-\Omega_{G}+2 \Omega_{K} \in \mathcal{U}(\mathfrak{g}) .
$$

The operator $L$ on $G$ is the infinitesimal generator of a convolution semigroup of absolutely continuous measures on the group $G$. Indeed, the right action of $L$ coincides with the Laplacian with respect to a suitable metric on $G$.

There exists, for positive $t$, a function $p_{t}: G \rightarrow \mathbb{R}_{\geqslant 0}$ such that $\mathrm{e}^{-t L} f=f * p_{t}$, i.e., the function $g \mapsto \int_{h \in G} f(g h) p_{t}(h) \mathrm{d} h$. In fact, on any $G$-representation, the action of $p_{t}$ by convolution coincides with the action of $\mathrm{e}^{-t L}$.

## 3.4.

Put $\mathfrak{u}=\mathfrak{k} \oplus i \mathfrak{p}$; its normalizer inside $G_{\mathbb{C}}:=\mathbf{G}(\mathbb{C})$ is a maximal compact subgroup $U$ of $G_{\mathbb{C}}$. Let $\rho$ be an irreducible representation of $U$; it extends to a unique holomorphic representation of $G_{\mathbb{C}}$ on a complex vector space $E_{\rho}$, or indeed an algebraic representation of $\mathbf{G}$. Since $\mathbf{G}$ is semisimple, the representation $\rho$ is necessarily unimodular, i.e. takes values in $\operatorname{SL}\left(E_{\rho}\right)$.

There is, up to scaling, one $U$-invariant Hermitian metric on $E_{\rho}$. We fix an inner product $(-,-)_{E}$ in this class.

The representation $\rho \mid K$ gives rise to a $G$-equivariant Hermitian vector bundle on $G / K$, as in $\S 3.2$. We denote this vector bundle also as $E_{\rho}$. Note that this bundle is $G$-equivariantly isomorphic to the trivial vector bundle $E_{\rho} \times G / K$, where the $G$-action is via $x:(e, g K) \longrightarrow(\rho(x) e, x g K)$.

## 3.5.

The bundle of $E_{\rho}$-valued differential $k$-forms on $S$ can be identified with the vector bundle associated (via $\S 3.2$ ) with the $K$-representation $\bigwedge^{k} \mathfrak{p}^{*} \otimes E$.

Note that $\Lambda^{k} \mathfrak{p}^{*} \otimes E$ is naturally endowed with a $K$-invariant scalar product: the tensor product of $(,)_{E}$ with the scalar product on $\bigwedge^{k} \mathfrak{p}^{*}$ defined by the Riemannian metric on $S$. The space of differentiable $E$-valued $k$-forms on $S$, denoted as $\Omega^{k}(S, E)$, is therefore identified with

$$
\left.\left\{\varphi: G \xrightarrow{C^{\infty}} \bigwedge^{k} \mathfrak{p}^{*} \otimes E: \varphi(g k)=\bigwedge^{k} \mathrm{ad}_{\mathfrak{p}}^{*}\left(k^{-1}\right) \otimes \rho\left(k^{-1}\right)\right)(\varphi(g)), \quad g \in G, k \in K\right\}
$$

The space of square integrable $k$-forms $\Omega_{(2)}^{k}(S, E)$ is the completion of the subspace which consists of the compactly supported $\varphi$ in the latter space with respect to the norm

$$
\varphi \mapsto \int_{S}\|\varphi(x K)\|_{\wedge^{k} \mathfrak{p}^{*} \otimes E}^{2} d x
$$

### 3.6. The de Rham complex

Let $V$ be any ( $\mathfrak{g}, K$ )-module equipped with a $K$-invariant Hermitian form; we do not require this form to be $G$-invariant. We will be particularly interested in $V_{0}=C_{c}^{\infty}(G)_{K} \otimes E$, where $C_{c}^{\infty}(G)_{K}$ denotes right $K$-finite smooth compactly supported functions.

Set

$$
D^{k}(V)=\bigwedge^{k} \mathfrak{p}^{*} \otimes V
$$

We introduce the natural inner product on $D^{k}(V)$. Thus, for instance, $D^{k}\left(V_{0}\right)^{K}$ is identified with the space $\Omega^{k}(S, E)$ of $E$-valued $k$-forms.

Generalizing the differential on $E$-valued $k$-forms, one may define for any $V$ a natural differential $d: D^{k}(V) \rightarrow D^{k+1}(V)$; see [10, II. Proposition 2.3]. In the case $V=V_{0}$, its restriction to $D^{k}\left(V_{0}\right)^{K}$ recovers the de Rham differential. Let $d^{*}$ be the formal adjoint of $d$. We refer to the restriction of $d d^{*}+d^{*} d$ to $D^{k}(V)^{K}$ as the Laplacian.

In the case $V=V_{0}$, this 'Laplacian' extends to a $G$-invariant self-adjoint nonnegative densely defined elliptic operator $\Delta_{k}^{(2)}$ on $\Omega_{(2)}^{k}(S, E)$, the form Laplacian. ${ }^{7}$

In general, the Laplacian is difficult to compute. However, the fact that the bundle $E_{\rho}$ arose from the restriction of a $G$-representation makes the situation simpler: if the Casimir acts on $V$ (resp. $E$ ) through the scalar $\Lambda_{V}$ (resp. $\Lambda_{\rho}$ ), Kuga's lemma implies that for any $f \in D^{k}(V)^{K}$,

$$
\begin{equation*}
\left(d^{*} d+d d^{*}\right) f=\left(\Lambda_{\rho}-\Lambda_{V}\right) f . \tag{3.6.1}
\end{equation*}
$$

In other terms, the Laplacian acts by the same scalar on the entire complex $D^{*}(V)^{K}$.
Of course, this does not literally apply to our case of primary interest, when $V=V_{0}$, for the Casimir does not act on $V_{0}$ as a scalar. However, one may decompose $V_{0}$ into irreducible subrepresentations and then apply (3.6.1).

## 3.7.

Denote by $\mathrm{e}^{-t \Delta_{k}^{(2)}} \in \operatorname{End}\left(\Omega_{(2)}^{k}(S, E)\right)$ the bounded operator (cf. [4]) defined by the fundamental solution of the heat equation:

$$
\left\{\begin{array}{l}
\Delta_{k}^{(2)} P_{t}=-\frac{\partial}{\partial t} P_{t}, \quad t>0 \\
P_{0}=\delta
\end{array}\right.
$$

where $\delta$ is the Dirac distribution.
It is expressed by an integral kernel (the heat kernel) $\mathrm{e}^{-t \Delta_{k}^{(2)}}$, which we may regard as a section of a certain bundle $\mathscr{E}_{k}$ over $S \times S$. Explicitly, this is the $G \times G$-equivariant bundle associated with the $K \times K$-representation $\operatorname{End}\left(\bigwedge^{k} \mathfrak{p}^{*} \otimes E, \bigwedge^{k} \mathfrak{p}^{*} \otimes E\right)$; more explicitly, the fibre of $\mathscr{E}_{k}$ above $(x, y)$ is the set of homomorphisms from $E$-valued $k$-forms at $x$ to $E$-valued $k$-forms at $y$. Moreover,

$$
\left(\mathrm{e}^{-t \Delta_{k}^{(2)}} f\right)(x)=\int_{S} \mathrm{e}^{-t \Delta_{k}^{(2)}}(x, y) f(y) d y, \quad \forall f \in \Omega_{(2)}^{k}(S, E) .
$$

Lemma 3.8. Let $M \geqslant 1$. Then there exists a constant $c_{1}$ depending only on $G, \rho, M$ such that

$$
\left\|\mathrm{e}^{-t \Delta_{k}^{(2)}}(x, y)\right\| \leqslant c_{1} t^{-d / 2} \exp \left(-\frac{r^{2}}{5 t}\right), \quad|t| \leqslant M
$$

where $x, y \in S, r$ is the geodesic distance between $x$ and $y, d$ the dimension of $S$ and $\|\cdot\|$ is the metric induced by that on $E$.

The lemma gives us only information about the 'small time' dependence of the heat kernel. The 'long time' dependence is more sensitive; for instance, it is quite different if there exist $L^{2}$-harmonic forms (e.g., for $G=\mathrm{SL}_{2}(\mathbb{R})$ ).

Proof. First we make an observation in a more abstract context: if ( $V, \pi$ ) is any $G$-representation with Casimir eigenvalue $\Lambda_{\pi}$ and $(W, \sigma)$ any $K$-representation, the
${ }^{7}$ It should be noted that there is another notion of Laplacian, which is the specialization to $\bigwedge_{\mathfrak{p}^{*}}^{{ }^{*} \otimes E}$ of the Laplacian that exists on any Hermitian bundle with connection.
operator $Q:=\int_{k \in K} \pi(k) \otimes \sigma(k) d k$ realizes the projection of $V \otimes W$ onto $K$-invariants $(V \otimes W)^{K}$; on the other hand, denoting by $E_{t} \in \operatorname{End}(W)$ the operator $e^{t \Omega_{K}}$, we have for $t>0$ that

$$
T=\pi\left(p_{t}\right) \otimes E_{2 t}=\int_{G}\left(p_{t}(g) \pi(g)\right) \otimes E_{2 t} d g
$$

acts on $(V \otimes W)^{K}$ through $e^{t \Lambda_{\pi}}$. (Here $p_{t}$ is as in $\S$ 3.3.) Thus $Q \cdot T \cdot Q$ certainly acts on $(V \otimes W)^{K}$ through the scalar $e^{t \Lambda_{\pi}}$.

On the other hand, expanding the expressions above, we see that $Q \cdot T \cdot Q=\pi\left(\psi_{t}\right)$ where $\psi_{t}$ is the $\operatorname{End}(W)$-valued function on $G$ given by

$$
\begin{equation*}
\psi_{t}: g \mapsto \int_{K \times K} p_{t}\left(k_{1}^{-1} g k_{2}^{-1}\right)\left(\sigma\left(k_{1}\right) \cdot E_{2 t} \cdot \sigma\left(k_{2}\right)\right) d k_{1} d k_{2} \tag{3.8.1}
\end{equation*}
$$

Let us note that the norm of the right-hand side, with respect to the natural Hilbert norm on $\operatorname{End}(W)$, is bounded above by a constant multiple (depending on $M, \sigma$ ) of $\int_{K \times K} p_{t}\left(k_{1}^{-1} g k_{2}^{-1}\right) d k_{1} d k_{2}$, since $p_{t}$ is positive. The integral $\int_{K \times K} p_{t}\left(k_{1}^{-1} g k_{2}^{-1}\right) d k_{1} d k_{2}$ defines a bi- $K$-invariant function on $G$ that is identified with the (usual) heat kernel on the symmetric space $S$; in particular, by the Cheng-Li-Yau bounds [22], it is bounded for $|t| \leqslant M$ by $c_{1}(M) t^{-d / 2} \exp \left(-\frac{r^{2}}{5 t}\right)$, with $r$ the distance between $g K$ and the identity coset.

We now apply this construction with $V$ equal to the underlying ( $\mathfrak{g}, K$ )-module of the right regular representation $L^{2}(G)$; and $W=\bigwedge^{k} \mathfrak{p}^{*} \otimes E$. In this case $V$ is no longer irreducible; however, breaking it into irreducibles and applying (3.6.1), we see that the operator (3.8.1) acts on $(V \otimes W)^{K}=D_{k}(V)^{K}$ in the same way as $\mathrm{e}^{-t \Delta_{k}^{(2)}} e^{t \Lambda_{\rho}}$, where $\Lambda_{\rho}=\rho(\Omega)$ is the Casimir eigenvalue of the $G$-representation $E$.

In other words, if we identify elements in $\Omega^{k}$ with functions on $G$ as specified in $\S 3.5$, we have

$$
\left(\mathrm{e}^{-t \Delta_{k}^{(2)}} f\right)(g)=\mathrm{e}^{-t \Lambda_{\rho}} \int_{G} \psi_{t}\left(g^{-1} g^{\prime}\right) f\left(g^{\prime}\right) d g^{\prime}, \quad \forall f \in \Omega_{(2)}^{k}(S, E)
$$

Passing to the associated section of $\mathcal{E}_{k}$ gives the desired assertion.

## 4. A 'limit multiplicity formula' for torsion

We continue with the notation of the previous section; let $\Gamma$ be a cocompact torsion-free subgroup of $G$ and let $X=\Gamma \backslash S$. Set $V$ to be the vector bundle on $X$ induced by $\rho$ (i.e., the quotient of the total space $E_{\rho} \times S$ by the $\Gamma$-action). Let $\Delta_{k}$ be the Laplacian on $E_{\rho}$-valued $k$-forms on $X$.

Note that $H^{*}(X ; V)$ is isomorphic to $H^{*}(\Gamma ; V)$. We say, accordingly, that $\rho$ is acyclic for $\Gamma$ when $H^{k}(X ; V)=0$ for each $k$; equivalently, the smallest eigenvalue of each $\Delta_{k}$ is positive. We say that $\rho$ is strongly acyclic if there exists some uniform positive constant $\eta=\eta(G)>0$ such that every eigenvalue of every $\Delta_{k}$ for any choice of $\Gamma$ is $\geqslant \eta$. The remarkable fact is that there exists a large and interesting supply of strongly acyclic representations; see $\S 8$. To check this, the following will be necessary.

Lemma 4.1. Suppose that the isomorphism class of $d \rho: \mathfrak{g} \rightarrow \mathfrak{g l}\left(E_{\rho}\right)$ is not preserved under the Cartan involution. Then $\rho$ is strongly acyclic.

Proof. Set $F=E_{\rho}^{*}$; it is a finite dimensional representation of $\mathfrak{g}$. It is known [10, § VII, Theorem 6.7] that, if the isomorphism class of $F$ is not fixed by the Cartan involution, then $\rho$ is acyclic (for any $\Gamma$ as above). In fact, one of the arguments explained there shows strong acyclicity, as we now explain.

First note that using

$$
\Omega_{(2)}^{*}\left(\Gamma \backslash S, E_{\rho}\right) \cong \operatorname{Hom}_{K}\left(\wedge^{*} \mathfrak{p} \otimes F, L^{2}(\Gamma \backslash G)\right)
$$

and the decomposition of $L^{2}(\Gamma \backslash G)$ into irreducible unitary representations of $G$ it is enough to show that if $\pi$ is an irreducible unitary representation for which

$$
\begin{equation*}
\operatorname{Hom}_{K}\left(\wedge^{*} \mathfrak{p} \otimes F, \pi\right) \neq 0 \tag{4.1.1}
\end{equation*}
$$

there exists a positive constant $\varepsilon$ depending only on $F$ such that ${ }^{8}$

$$
\Lambda_{F}-\Lambda_{\pi} \geqslant \varepsilon .
$$

To do so we proceed as in the proof of [10, §II, Proposition 6.12].
Fix compatible (in the sense of $[10, \mathrm{II}, \S 6.6]$ ) positive root systems $\Delta^{+}$and $\Delta_{k}^{+}$for $\mathfrak{g} \otimes \mathbb{C}$ and $\mathfrak{k} \otimes \mathbb{C}$ and denote by $\rho$ and $\rho_{k}$ the corresponding half-sums of positive roots. Let $W$ be the Weyl group of $\mathfrak{g}_{\mathbb{C}}$ and set $W^{1}=\left\{w \in W: w \Delta^{+}\right.$is compatible with $\left.\Delta_{k}^{+}\right\}$. Write $v$ for the highest weight of $F$; note that $\Lambda_{F}=|v+\rho|^{2}-|\rho|^{2}$.

The orthogonal Lie algebra $\mathfrak{s o}(\mathfrak{p})$ has a natural representation $S=\operatorname{spin}(\mathfrak{p})$. Since the adjoint action of $\mathfrak{k}$ on $\mathfrak{p}$ preserves the Killing form defining $\mathfrak{s o}(\mathfrak{p})$, there is a natural map $\mathfrak{k} \rightarrow \mathfrak{s o}(\mathfrak{p})$; so $S$ may be regarded as a representation of $\mathfrak{k}$. The exterior algebra $\wedge^{*} \mathfrak{p}$ is isomorphic to one or two copies (according to the parity of the dimension of $\mathfrak{p}$ ) of $S \otimes S$. Since $S$ is isomorphic to $S^{*}$ as a $\mathfrak{k}$-module, it follows from (4.1.1) that there exists a representation of $\mathfrak{k}$ occurring in both $F \otimes S$ and $\pi \otimes S$. Now [10, §II, Lemma 6.9] implies that every highest weight of $F \otimes S$ is of the form $\frac{1}{2}(\mu+\theta \mu)+w \rho-\rho_{k}$ where $\mu$ is a weight of $F$ and $w \in W^{1}$. Using the expression relating the square of the Dirac operator $D$ to the Casimir operator (see [10, §II, Lemma 6.11]), and the positivity of $D$, we conclude that there exists a weight $\mu$ of $F$ and an element $w$ of $W^{1}$ such that

$$
\left|\frac{1}{2}(\mu+\theta \mu)+w \rho\right|^{2} \geqslant \Lambda_{\pi}+|\rho|^{2} .
$$

This inequality is a refined version of Parthasarathy's Dirac operator inequality [58, (2.26)]. It implies that

$$
\begin{equation*}
\Lambda_{F}-\Lambda_{\pi} \geqslant|\nu+\rho|^{2}-\left|\frac{1}{2}(\mu+\theta \mu)+w \rho\right|^{2} . \tag{4.1.2}
\end{equation*}
$$

Now since $\left|\frac{1}{2}(\mu+\theta \mu)+w \rho\right|^{2} \leqslant|\mu+w \rho|^{2}$, the left-hand side of (4.1.2) is nonnegative: in fact $\mu+w \rho$ is a weight of the finite dimensional representation of $\mathfrak{g}$ given by $F \otimes F_{\rho}$,

[^2]where $F_{\rho}$ has highest weight $\rho$; thus
$$
|\mu+w \rho| \leqslant|v+\rho|,
$$
with equality if and only if there exists $u \in W$ with $\mu+w \rho=u(v+\rho)$. But since $w \rho$ is $\theta$-invariant we conclude that the left-hand side of (4.1.2) vanishes if and only if
$$
|v+\rho|^{2}=\left|\frac{1}{2}(u(v+\rho)+\theta u(v+\rho))\right|^{2} .
$$

This forces $u(\nu+\rho)$ to be $\theta$-fixed, i.e., the isomorphism class of $F$ to be $\theta$-fixed.
From now on we assume that $\rho$ is strongly acyclic.
We denote by $T_{X}(\rho)$ the analytic torsion of ( $X, E_{\rho}$ ) w.r.t. the metric on $E_{\rho}$ that we fixed in $\S 3.4$; it is defined as (cf. $\S 2$ )

$$
\log T_{X}(\rho)=\frac{1}{2} \sum_{k \geqslant 0}(-1)^{k+1} k \log \operatorname{det}^{\prime} \Delta_{k}
$$

We recall the definition of $\operatorname{det}^{\prime} \Delta_{k}$ in $\S 4.2$ below. It follows from (2.3.4) and (2.3.3) that, if $\rho$ is strongly acyclic and we are given a local system $M$ of free $\mathbb{Z}$-modules with an isomorphism $M \otimes \mathbb{C} \xrightarrow{\sim} E_{\rho}$, we have

$$
\begin{equation*}
\log T_{X}(\rho)=-\sum^{*} \log \left|H^{i}(X ; M)\right| \tag{4.1.3}
\end{equation*}
$$

## 4.2.

Although already discussed - somewhat informally - in $\S 2$, let us recall the definition of $\operatorname{det}^{\prime} \Delta_{k}$.

The Laplacian $\Delta_{k}$ is a symmetric, positive definite, elliptic operator with pure point spectrum

$$
0<\lambda_{1} \leqslant \lambda_{2} \leqslant \cdots \rightarrow+\infty
$$

and, writing $\mathrm{e}^{-t \Delta_{k}}(x, y)(x, y \in X)$ for the integral kernel representing the heat kernel on $k$-forms on $X$,

$$
\operatorname{Tr}^{-t \Delta_{k}}=\int_{X} \operatorname{tr}\left(\mathrm{e}^{-t \Delta_{k}}(x, x)\right) d x=\sum_{j=1}^{+\infty} \mathrm{e}^{-t \lambda_{j}}
$$

is convergent for each positive $t$. We may thus define

$$
\log \operatorname{det}^{\prime} \Delta_{k}=-\frac{d}{d s} \zeta_{k}(s ; \rho)_{\mid s=0}
$$

where the function $\zeta_{k}$ is the unique meromorphic function [62] satisfying

$$
\zeta_{k}(s ; \rho)=\frac{1}{\Gamma(s)} \int_{0}^{+\infty} t^{s-1} \operatorname{Tr}^{-t \Delta_{k}} d t=\sum_{j=1}^{+\infty} \lambda_{j}^{-s}
$$

for $\operatorname{Re}(s)$ sufficiently large.

## 4.3. $\Delta_{k}$ and $\Delta_{k}^{(2)}$

Our goal is to relate the analytic torsion on $X$ to computations on the universal covering $S$; and in particular, as the injectivity radius of $X$ tends to infinity, to approximate the former by the latter.

Indeed, if we write $\mathrm{e}^{-t \Delta_{k}}(x, y)(x, y \in X)$ for the integral kernel representing the heat kernel on $k$-forms on $X$, then for each positive $t$ and for each integer $k$ we have

$$
\begin{equation*}
\mathrm{e}^{-t \Delta_{k}}(x, y)=\sum_{\gamma \in \Gamma}\left(\gamma_{y}\right)^{*} \mathrm{e}^{-t \Delta_{k}^{(2)}}(\tilde{x}, \gamma \tilde{y}), \tag{4.3.1}
\end{equation*}
$$

where $\tilde{x}, \tilde{y}$ are lifts of $x, y$ to $S$; by $\left(\gamma_{y}\right)^{*}$, we mean the pullback by the map $(x, y) \mapsto(x, \gamma y)$. The sum converges absolutely and uniformly for $\tilde{x}, \tilde{y}$ in compacta: by cocompactness of $\Gamma$ and bounds on volume growth, there exist constants $c_{i}=c_{i}(\Gamma, G)$, $i=2,3$, such that for any $x, y \in S$,

$$
\begin{equation*}
N(x, y ; R):=|\{\gamma \in \Gamma: d(\tilde{x}, \gamma \tilde{y}) \leqslant R\}| \leqslant c_{2} e^{c_{3} R} \tag{4.3.2}
\end{equation*}
$$

(see e.g. [40]) which taken in combination with Lemma 3.8 gives the absolute convergence. In particular, when the injectivity radius is big, a single term in (4.3.1) will dominate.

## 4.4. $L^{2}$-torsion

The trace of the $(S-)$ heat kernel $\mathrm{e}^{-t \Delta_{k}^{(2)}}(x, x)$ on the diagonal is independent of $x$, because it is invariant under $G$. We will prove in $\S 5$ that the integral

$$
\frac{1}{\Gamma(s)} \int_{0}^{+\infty} t^{s-1} \operatorname{tr~}^{-t \Delta_{k}^{(2)}}(x, x) d t
$$

is absolutely convergent for $\operatorname{Re}(s)$ sufficiently large and extends to a meromorphic function of $s \in \mathbb{C}$ which is holomorphic at $s=0$.

Define $t_{S}^{(2)}(\rho)$ via

$$
\begin{equation*}
t_{S}^{(2)}(\rho)=\frac{1}{2} \sum_{k \geqslant 0}(-1)^{k} k\left(\left.\frac{d}{d s}\right|_{s=0} \frac{1}{\Gamma(s)} \int_{0}^{+\infty} t^{s-1} \operatorname{tr} \mathrm{e}^{-t \Delta_{k}^{(2)}}(x, x) d t\right) . \tag{4.4.1}
\end{equation*}
$$

(The product of $t_{S}^{(2)}(\rho)$ with the volume of $X$ is the $L^{2}$-analytic torsion of $X$.)
Remark. The $L^{2}$-analytic torsion is generally defined as

$$
\begin{aligned}
t_{S}^{(2)}(\rho)= & \frac{1}{2} \sum_{k \geqslant 0}(-1)^{k} k\left(\left.\frac{d}{d s}\right|_{s=0} \frac{1}{\Gamma(s)} \int_{0}^{\varepsilon} t^{s-1} \operatorname{tr} \mathrm{e}^{-t \Delta_{k}^{(2)}}(x, x) d t\right) \\
& +\frac{1}{2} \sum_{k \geqslant 0}(-1)^{k} k \int_{\varepsilon}^{+\infty} t^{-1} \operatorname{tr} \mathrm{e}^{-t \Delta_{k}^{(2)}}(x, x) d t
\end{aligned}
$$

under the condition that for some positive $\varepsilon$ each integral

$$
\int_{\varepsilon}^{+\infty} t^{-1} \operatorname{tr} \mathrm{e}^{-t \Delta_{k}^{(2)}}(x, x) d t
$$

is convergent. For trivial coefficients this last condition is well known to be satisfied: symmetric spaces are of 'analytic determinant class' is the sense of [49]. The condition is still satisfied for general $\rho$, as will follow from the proof of Proposition 5.2.

It is possible to compute $t_{S}^{(2)}(\rho)$ in a completely explicit fashion - it is an explicit quantity depending on $\rho$ - and we carry this out in $\S 5$. Thus the following theorem shows that we can approximate the torsion of any 'large' quotient $X$ by an explicitly computable quantity.

Theorem 4.5. Let $\rho: G \rightarrow \mathrm{GL}(E)$ be a strongly acyclic representation. Then,

$$
\frac{\log \left(T_{X}(\rho)\right)}{\operatorname{vol}(X)} \rightarrow t_{S}^{(2)}(\rho)
$$

when $\Gamma$ varies through any sequence of subgroups for which the injectivity radius of $X=\Gamma \backslash S$ goes to $\infty$.

We conjecture that this remains valid without the strongly acyclic assumption. We are unable to make significant progress without ruling out eigenvalues on $k$-forms very close to zero. At a combinatorial level this seems to be equivalent to exceptionally difficult problems of diophantine approximation.

The scheme of proof will be, when unwound, very close to the latter part of the discussion in $\S 2.5$. In the language of $\S 2.5$, we already observed in that context that difficulties arose when $\operatorname{Im}\left(\lambda_{j}\right)=0$, which manifested themselves also arithmetically through (2.5.3). This is the issue of 'small eigenvalues'.

Proof. Let $\ell$ be the length of the shortest closed geodesic on $X$. Assume for simplicity that $\ell \geqslant 1$. Let

$$
A_{k}(t)=\frac{1}{\operatorname{vol}(X)} \int_{X}\left(\operatorname{tr} \mathrm{e}^{-t \Delta_{k}^{(2)}}(\tilde{x}, \tilde{x})-\operatorname{tr} \mathrm{e}^{-t \Delta_{k}}(x, x)\right) d x
$$

where $\tilde{x}$ denotes any lift of $x$ to $S$ (in fact, $\operatorname{tr} \mathrm{e}^{-t \Delta_{k}^{(2)}}$ is constant, and so we could replace $\tilde{x}$ by a fixed basepoint in what follows).
Remark. Both $\int_{1}^{+\infty} \int_{X} \operatorname{tr} \mathrm{e}^{-t \Delta_{k}^{(2)}}(\tilde{x}, \tilde{x}) \frac{d t}{t}$ and $\int_{1}^{+\infty} \int_{X} \operatorname{tr} \mathrm{e}^{-t \Delta_{k}}(x, x) \frac{d t}{t}$ are known to be convergent. In our case, where the local system is strongly acyclic we will easily prove below that both of these integrals are even absolutely convergent.

The following lemma is a slight modification of [46, Lemma 4]:
Lemma. Let $M$ be a real number $\geqslant 1$. There exists a constant $c=c(M, \rho, G)$ such that for any $t \in(0, M]$,

$$
\begin{equation*}
\left|A_{k}(t)\right| \leqslant c t^{-(d+1) / 2} e^{-\frac{(\ell-c t)^{2}}{5 t}} \tag{4.5.1}
\end{equation*}
$$

Proof. We may rewrite (4.3.1) as

$$
\mathrm{e}^{-t \Delta_{k}}(x, x)-\mathrm{e}^{-t \Delta_{k}^{(2)}}(\tilde{x}, \tilde{x})=\sum_{\gamma \in \Gamma, \gamma \neq e}\left(\gamma_{y}\right)^{*} \mathrm{e}^{-t \Delta_{k}^{(2)}}(\tilde{x}, \gamma \tilde{x})
$$

It follows from Lemma 3.8 and (4.3.2) that, up to constants, the last sum is bounded by

$$
\int_{\ell}^{+\infty} t^{-d / 2} e^{-r^{2} / 5 t} d(N(x, x ; r)-N(x, x ; \ell)) \leqslant c_{2} \int_{\ell}^{+\infty}\left|\frac{d}{d r}\left\{t^{-d / 2} e^{-r^{2} / 5 t}\right\}\right| e^{c_{3} r} d r
$$

And the last integral above is, up to a constant, bounded by

$$
\begin{aligned}
t^{-(d+1) / 2} \int_{\ell}^{+\infty} e^{-r^{2} / 5 t} r e^{c_{3} r} d r & \leqslant \text { const } \cdot t^{-(d+1) / 2} e^{-\left(\ell-3 c_{3} t\right)^{2} / 5 t} \int_{\ell}^{+\infty} r e^{-c_{3} r / 5} d r \\
& \leqslant \text { const } \cdot t^{-(d+1) / 2} e^{-\left(\ell-3 c_{3} t\right)^{2} / 5 t}
\end{aligned}
$$

Integrating (4.5.2) over $X$ thus gives the lemma.
It follows from (4.5.1) that

$$
\int_{0}^{1} t^{s-1} A_{k}(t) d t
$$

is holomorphic in $s$ in a half-plane containing 0 , so (using the remark above)

$$
\left.\frac{d}{d s}\right|_{s=0} \frac{1}{\Gamma(s)} \int_{0}^{+\infty} t^{s-1} A_{k}(t) d t=\int_{0}^{+\infty} A_{k}(t) \frac{d t}{t}
$$

It thus follows from the definitions that

$$
\begin{equation*}
t_{S}^{(2)}(\rho)-\frac{\log \left(T_{X}(\rho)\right)}{\operatorname{vol}(X)}=\frac{1}{2} \sum_{k=0}^{d}(-1)^{k} k \int_{0}^{+\infty} A_{k}(t) \frac{d t}{t} \tag{4.5.2}
\end{equation*}
$$

It is to handle the 'large $t$ ' contribution to $\int_{0}^{\infty} A_{k}(t) \frac{d t}{t}$ that 'strong acyclicity' of $\rho$ enters. Let $\eta$ be such that every eigenvalue of $\Delta_{k}$ is $\geqslant \eta$. Now, for any $t \geqslant 1$, spectral expansion on the compact manifold $\Gamma \backslash S$ shows that

$$
\operatorname{tr} \mathrm{e}^{-t \Delta_{k}}(x, x) \leqslant e^{-\eta(t-1)} \operatorname{tr} e^{-\Delta_{k}}(x, x) .
$$

We apply (4.3.1) and Lemma 3.8 with $M$ replaced by 1 , say, to estimate the latter quantity, arriving at

$$
\begin{equation*}
\operatorname{tr} \mathrm{e}^{-t \Delta_{k}(x, x)} \leqslant c^{\prime} e^{-\eta(t-1)}, \tag{4.5.3}
\end{equation*}
$$

where the constant $c^{\prime}$ only depends on $\rho$ and $G$. A similar reasoning with $\mathrm{e}^{-t \Delta_{k}^{(2)}(\tilde{x}, \tilde{x})}$ leads to the conclusion that both

$$
\int_{1}^{\infty} t^{-1} \operatorname{tr} \mathrm{e}^{-t \Delta_{k}^{(2)}}(\tilde{x}, \tilde{x}) d t, \quad \int_{1}^{\infty} t^{-1} \operatorname{tr} \mathrm{e}^{-t \Delta_{k}}(x, x) d t
$$

are absolutely convergent. Thus, given $v>0$ arbitrary, there exists a constant $M \geqslant 1$ depending only on $G, \rho$ and $v$ such that

$$
\begin{equation*}
\left|\int_{M}^{+\infty} t^{-1} A_{k}(t) d t\right| \leqslant v \tag{4.5.4}
\end{equation*}
$$

But it follows from (4.5.1) that

$$
\left|\int_{0}^{M} t^{-1} A_{k}(t) d t\right| \rightarrow 0
$$

as the injectivity radius $\ell$ tends to $\infty$. In particular, this shows that the right-hand side of (4.5.2) approaches zero as the injectivity radius $\ell$ approaches $\infty$.

## 5. Explicit evaluation of the $L^{2}$-torsion for unimodular local systems

In this section, we shall compute explicitly the asymptotic constants of Theorem 4.5. The contents of this section are extensions of computations from [57] and also relate to computations performed in [20].

### 5.1. Notation

We continue with notation as in $\S 3$ with the following change: in what follows, if $H$ is a real Lie group, we will write $\mathfrak{h}$ for the complexification of its real Lie algebra, and $\mathfrak{h}_{\mathbb{R}}$ for the Lie algebra of $H$.
5.1.1. Groups and subgroups. We have already defined $K \subset G$ and $U$ a compact form of $G$. Note that we may identify the complexified Lie algebra $\mathfrak{u}$ of $U$ and the complexified Lie algebra of $\mathfrak{g}$. Let $S=G / K$ be the Riemannian symmetric space associated with $G$ and $S^{c}=U / K$ be its compact dual. Let $\Theta$ be the Cartan involution of $G$ fixing $K$.

Fix a maximal torus $T_{f} \subset K$ with complexified Lie algebra $\mathfrak{b}$. Extend it to a $\Theta$-stable maximal torus $\mathfrak{t}_{U}=\mathfrak{b} \oplus \mathfrak{a}_{0} \subset \mathfrak{u}$, where $\mathfrak{a}_{0} \subset \mathfrak{p}$ is the complexification of an abelian subspace $\mathfrak{a}_{0 \mathbb{R}} \subset \mathfrak{p}_{\mathbb{R}}$. Therefore, $\mathfrak{b} \oplus \mathfrak{a}_{0}$ is a 'fundamental Cartan subalgebra', i.e. one with maximal compact part. We extend $\mathfrak{a}_{0 \mathbb{R}}$ to an 'Iwasawa' space $\mathfrak{a}_{\mathbb{R}} \subset \mathfrak{p}_{\mathbb{R}}$ - that is to say, a maximal abelian semisimple subspace.

Let $T_{U} \subset U, W_{U} \subset \operatorname{Aut}\left(\mathfrak{t}_{U}\right)$ be the maximal tori and Weyl groups that correspond to $\mathfrak{t}_{U} \subset \mathfrak{g}$.

Let $A_{f}=\exp \left(\mathfrak{a}_{0 \mathbb{R}}\right)$. Then $A_{f}$ is the split part of a fundamental parabolic subgroup $P_{f}=M_{f} A_{f} N_{f}$; here $M_{f} A_{f}$ is the centralizer in $G$ of $\mathfrak{a}_{0}$, and the $\Theta$-stable subgroup $M_{f}$ is a certain canonical complement to $A_{f}$ (see [39, Chapter V, § 5]).

Let $K_{f}=K \cap M_{f}$; it is a maximal compact subgroup of $M_{f}$. We denote by $M_{f}^{0}$ and $K_{f}^{0}$ the connected components of $M_{f}$ and $K_{f}$ respectively. Denote by $\mathfrak{k}_{f}$ and $\mathfrak{m}_{f}$ the complexified Lie algebras of $K_{f}$ and $M_{f}$. Note that $T_{f} \subset M_{f}$ and $T_{f} \subset K_{f}^{0}$.

We let $W_{f}$ be the Weyl group for $\mathfrak{b} \subset \mathfrak{k}_{f}$ and $W_{M_{f}}$ be the Weyl group of $\mathfrak{b} \subset \mathfrak{m}_{f}$. Note that, in general, the natural injection $W_{f} \hookrightarrow W_{M_{f}}$ may not be surjective.

We say, as usual, that a parabolic subgroup is standard if it contains $A=\exp \left(\mathfrak{a}_{0 \mathbb{R}}\right)$. Finally let $Q$ be another standard parabolic subgroup with Levi decomposition ${ }^{9}$ $Q=M_{Q} A_{Q} N_{Q}$.
5.1.2. Bilinear forms. We equip $\mathfrak{t}_{U}$ with the bilinear form which is the negative of the Killing form for $U$; we equip $\mathfrak{a}_{0}$ and $\mathfrak{a}$ with the bilinear form defined by the Killing form for $G$. These forms are all nondegenerate, and thereby equip the dual spaces $\mathfrak{t}_{U}^{*}, \mathfrak{a}_{0}^{*}, \mathfrak{a}^{*}$ with bilinear forms; if we write, for instance, $\langle\alpha, \beta\rangle$ for some $\alpha, \beta \in \mathfrak{a}^{*}$, it always means that this is taken with respect to the bilinear form just normalized.

[^3]5.1.3. Systems of positive roots. We choose a system $\Delta^{+}\left(\mathfrak{b}, \mathfrak{m}_{f}\right)$ of positive roots for the action of $\mathfrak{b}$ on $\mathfrak{m}_{f}$; it restricts to a system of positive roots for $\mathfrak{b}$ on $\mathfrak{k}_{f}$. We extend it to a system $\Delta^{+}=\Delta^{+}\left(\mathfrak{t}_{U}, \mathfrak{u}\right)$ of positive roots for the action of $\mathfrak{t}_{U}$ on $\mathfrak{u}$ : a root $\alpha$ of $\mathfrak{t}_{U}$ on $\mathfrak{u}$ is positive if and only if either the corresponding root space belongs to $\mathfrak{n}_{f}$, the complexified Lie algebra of $N_{f}$; or, otherwise, $\alpha$ is trivial on $\mathfrak{a}_{0}$ and $\alpha \in \Delta^{+}\left(\mathfrak{b}, \mathfrak{m}_{f}\right)$.

Let $\rho_{U} \in \mathfrak{t}_{U}^{*}$ be the half-sum of positive roots in $\Delta^{+}$. Define similarly $\rho_{M_{f}}, \rho_{K_{f}}$.
5.1.4. Representations. Let $\rho_{\lambda}$ be an irreducible representation of $U$ with (dominant) highest weight $\lambda \in \mathfrak{t}_{U}^{*}$; it extends to a unique holomorphic representation of $G_{\mathbb{C}}$, which we also denote as $\rho_{\lambda}$.

Given $\theta$, a unitary representation of $M_{Q}$ and $v \in \mathfrak{a}_{Q}^{*}=\operatorname{Hom}\left(\mathfrak{a}_{Q}, \mathbb{C}\right)$ we may construct a (generalized) principal series representation $\pi(\theta, \nu)$ of the group $G$; its restriction to $K$ is isomorphic to $\operatorname{Ind}_{\left(K \cap M_{Q}\right)}^{K} \theta$. We normalize so that $\pi(\theta, v)$ is tempered unitary if $\theta$ is tempered and $\nu \mid \mathfrak{a}_{Q, \mathbb{R}}$ is valued in $i \mathbb{R}$. Note that this principal series is not necessarily irreducible; however, for $\theta$ irreducible and generic $v$, it is indeed irreducible [39, Theorem 7.2].

For each $w \in W_{U}$, let $\mu_{w}$ be the restriction of $w\left(\rho_{U}+\lambda\right)$ to $\mathfrak{b}$. For any $v \in \mathfrak{a}^{*}$, we regard $\mu_{w}+\nu$ as defining an element of $(\mathfrak{a} \oplus \mathfrak{b})^{*}=\mathfrak{t}_{U}^{*}$, in the obvious way. Put

$$
P_{w}(v)=\operatorname{sign}(w) \prod_{\alpha \in \Delta^{+}\left(\mathfrak{t}_{U}, \mathfrak{u}\right)} \frac{\left\langle\mu_{w}+v, \alpha\right\rangle}{\left\langle\rho_{U}, \alpha\right\rangle},
$$

where $\langle-,-\rangle$ is induced by the Killing form, as described above. Then $P_{w}$ depends only on the coset of $w$ in $W_{M_{f}} \backslash W_{U}$. Indeed, for $w^{\prime} \in W_{M_{f}}, \prod_{\alpha}\left\langle\mu_{w^{\prime} w}+v, \alpha\right\rangle=\prod_{\alpha}\left\langle\mu_{w}+v, w^{\prime-1} \alpha\right\rangle$ and the set $w^{\prime-1} \alpha$ coincides with the set of $\alpha$ after a number of sign changes, of total parity $\operatorname{sign}\left(w^{\prime}\right)$.

Proposition 5.2. If $\delta(S) \neq 1$, then $t_{S}^{(2)}(\rho)=0$. If $\delta(S)=1$, for each $w \in W_{U}$, put $J_{w}=\left\{\nu \in \operatorname{Hom}\left(\mathfrak{a}_{0, \mathbb{R}}, \mathbb{R}\right):|\nu| \leqslant \sqrt{\left|\rho_{U}+\lambda\right|^{2}-\left|\mu_{w}\right|^{2}}\right\}$; equip $\operatorname{Hom}\left(\mathfrak{a}_{0, \mathbb{R}}, \mathbb{R}\right)$ with the additive-invariant measure in which the interval $|\nu| \leqslant 1$ has measure 2 . Then there exists $c(S)>0$, depending only on $S$, such that

$$
t_{S}^{(2)}(\rho)=(-1)^{\frac{\operatorname{dim} S-1}{2}} c(S) \sum_{w \in W_{M_{f} \backslash W_{U}}} \int_{J_{w}} P_{w}(\nu) d \nu
$$

Moreover, when $\delta(S)=1$,

$$
(-1)^{\frac{\operatorname{dim} S-1}{2}} t_{S}^{(2)}(\rho)>0
$$

Note that $t_{S}^{(2)}(\rho)$ depends on the choice of a normalization for the (symmetric) Riemannian metric on $S$. If we had scaled the metric on $S$ by a constant $C$, then $t_{S}^{(2)}(\rho)$ would have been scaled by $C^{-\operatorname{dim}(S)}$, as is the volume form on $S$.

The proof takes up the rest of this section; we work out some explicit examples in §5.9 and prove that $t_{S}^{(2)}(\rho)$ is nonzero if $\delta(S)=1$ in $\S 5.8$. Let us explain the outline. We are not going to give a lot of details of issues related to convergence here. It follows
from § 3.6 and (4.4.1) (see also [57, (12)] for more details) that

$$
\begin{equation*}
t_{S}^{(2)}(\rho)=\left.\frac{1}{2} \frac{d}{d s}\right|_{s=0} \frac{1}{\Gamma(s)} \int_{0}^{\infty} d t \int_{\pi \in \hat{G}} d(\pi) t^{s-1} \mathrm{e}^{-t\left(\Lambda_{\rho}-\Lambda_{\pi}\right)} d \mu_{\operatorname{Planch}}(\pi) \tag{5.2.1}
\end{equation*}
$$

where $d(\pi) \in \mathbb{Z}$ is defined as

$$
\begin{equation*}
d(\pi):=\sum_{k}(-1)^{k} k \operatorname{dim}\left[\left.\pi \otimes \wedge^{k} \mathfrak{p}^{*} \otimes \rho_{\lambda}\right|_{K}\right]^{K}, \tag{5.2.2}
\end{equation*}
$$

$d \mu_{\text {Planch }}$ is the Plancherel measure on the unitary dual $\hat{G}$, and $\Lambda_{\rho}, \Lambda_{\pi}$ denote the Casimir eigenvalues of $\rho$ and $\pi$. The convergence of the right-hand side follows from $\S$ 5.7. It is often convenient to think of $d(\pi)$ as the dimension of the virtual vector space $\sum^{*} k\left[\left.\pi \otimes \wedge^{k} \mathfrak{p}^{*} \otimes \rho_{\lambda}\right|_{K}\right]^{K}$ (the alternating sum). Note that $\wedge^{k} \mathfrak{p}$ and $\wedge^{\operatorname{dim} S-k} \mathfrak{p}$ are isomorphic $K$-modules. The representation $\left.\rho_{\lambda}\right|_{K}$ being self-dual, it therefore follows that $d(\pi)=0$ if $S$ is even dimensional (see the proof [55, Proposition 2.9] for more details), so $t_{S}^{(2)}(\rho)=0$ as long as $S$ is even dimensional.

The proof of Proposition 5.2 follows from the following results:
(1) $d(\pi(\theta, v))=0$ unless $Q$ is associated with $P_{f}$. We prove this in $\S 5.3$. This proves, by standard facts about the Plancherel measure, that the integration in (5.2.1) may be restricted to the case where $Q=P_{f}, \operatorname{dim} A_{f}=1$ and $\theta$ is a discrete-series representation of $M=M_{f}$.
(2) In $\S \S 5.4-5.6$, we evaluate $d(\pi(\theta, v))$ explicitly when $Q=P_{f}$ is a fundamental parabolic subgroup and $\theta$ a discrete series; namely, $\S 5.4$ sets up general notation, $\S 5.5$ recalls character formulas, and $\S 5.6$ carries out the computation of $d(\pi)$.
(3) The explicit Plancherel density when $Q=P_{f}$ and $\theta$ is discrete is presented in (5.4.2); this, together with $\S 2.8$, completes the computation of the right-hand side of (5.2.1).

## 5.3.

Let $G$ be a group and $V$ a $G$-vector space. We denote by $\operatorname{det}[1-V]$ the virtual $G$-representation (that is to say, the element of $K_{0}$ of the category of $G$-representations) defined by the alternating sum $\sum_{i}(-1)^{i}\left[\wedge^{i} V\right]$ of exterior powers. This is multiplicative in an evident sense:

$$
\begin{equation*}
\operatorname{det}[1-V \oplus W]=\operatorname{det}[1-V] \otimes \operatorname{det}[1-W] \tag{5.3.1}
\end{equation*}
$$

We put $\operatorname{det}^{\prime}[1-V]=\sum_{i}(-1)^{i} i \wedge^{i} V$. Then

$$
\begin{equation*}
\operatorname{det}^{\prime}[1-V \oplus W]=\operatorname{det}^{\prime}[1-V] \otimes \operatorname{det}[1-W] \oplus \operatorname{det}[1-V] \otimes \operatorname{det}^{\prime}[1-W] \tag{5.3.2}
\end{equation*}
$$

Let us note that if $H$ is a group acting on $V$ such that every $g \in H$ has a fixed space of dimension $\geqslant 2$, then $\operatorname{det}^{\prime}[1-V]$ is trivial as a virtual $H$-representation; this follows since, by (5.3.2), the trace of every $g \in H$ on $\operatorname{det}^{\prime}[1-V]$ is then trivial.

Note that $\operatorname{det}^{\prime}\left[1-\mathfrak{p}^{*}\right]=\operatorname{det}^{\prime}[1-\mathfrak{p}]$ as virtual $K$-representations so, by Frobenius reciprocity and (5.2.2),

$$
\begin{equation*}
d(\pi(\theta, \nu))=\operatorname{dim}\left[\theta \otimes \operatorname{det}^{\prime}[1-\mathfrak{p}] \otimes \rho_{\lambda}\right]^{\left(K \cap M_{Q}\right)} \tag{5.3.3}
\end{equation*}
$$

Let us suppose that (5.3.3) is nonzero. Each $g \in K \cap M_{Q}$ fixes, in its conjugation action, $\mathfrak{a}_{Q}$; on the other hand, it also belongs to some conjugate of a maximal torus in $K$ and, hence, fixes some $K$-conjugate of $\mathfrak{a}_{0}$. There must exist some $g \in K \cap M_{Q}$ for which these two spaces coincide and are one dimensional; otherwise $\operatorname{det}^{\prime}\left[1-\mathfrak{p}^{*}\right]$ is virtually trivial. Therefore, $\mathfrak{a}_{0}$ and $\mathfrak{a}_{Q}$ are $K$-conjugate and of dimension at most 1 . The case where $\delta(S)=0$ is excluded, as this would force $\operatorname{dim} S$ to be even and thus (5.3.3) to be zero. It therefore follows that $Q$ is fundamental (i.e., it is associated with $P_{f}$ ) and $\operatorname{dim} A_{f}=1$.
In particular, $t_{S}^{(2)}(\rho)=0$ unless $\delta(S)=1$.

### 5.4. The case of the fundamental series.

In the remainder of the section, $Q=P_{f}$.
It is a theorem of Harish-Chandra [39, Corollary 14.60] that, in these circumstances, $\pi(\theta, \nu)$ is irreducible for all $\nu$, although we do not need this fact. Since compact Cartan subgroups of $M_{f}$ are connected, we may moreover realize $\theta$ as an induction from the connected component $M_{f}^{0}$ of a discrete-series representation $\theta_{0}$ of $M_{f}^{0}$ (see [69, $\S \S 6.9$ and 8.7.1]). Again by Frobenius reciprocity we obtain

$$
\begin{equation*}
d(\pi(\theta, \nu))=\operatorname{dim}\left[\theta_{0} \otimes \operatorname{det}^{\prime}[1-\mathfrak{p}] \otimes \rho_{\lambda}\right]^{K_{f}^{0}} \tag{5.4.1}
\end{equation*}
$$

We denote by $\mu \in \mathfrak{b}^{*}$ the infinitesimal character of the representation $\theta_{0}^{*}$ - the representation dual to $\theta$. (We index $\theta$ by the infinitesimal character of its dual to make the computation shorter at a later stage.) Therefore, $\theta_{0}^{*}$ contains with multiplicity 1 the $K_{f}^{0}$ type with highest weight $\mu+\rho_{M_{f}}-2 \rho_{K_{f}}$ ('Blattner's formula', [39, Theorem 9.20]). There exists a positive constant $c_{S}^{\prime}$ depending only on our choice of a Haar measure on $G$ such that the Plancherel measure along the space of $\pi(\theta, v)$ is equal to

$$
\begin{equation*}
c_{S}^{\prime}(-1)^{\frac{1}{2} \operatorname{dim} N} \prod_{\alpha \in \Delta^{+}} \frac{\langle\mu+v, \alpha\rangle}{\left\langle\rho_{U}, \alpha\right\rangle} \cdot d v \tag{5.4.2}
\end{equation*}
$$

(see [39, Theorem 13.11]). This is a nonnegative even polynomial on $i \mathfrak{a}_{0, \mathbb{R}}$.

### 5.5. Weyl denominators

We continue with the notation of $\S$ 5.4. Let $T_{f}^{\sim}, T_{U}^{\sim}$ denote, respectively, the universal covers of $T_{f}, T_{U}$.

Our choice of positive systems defines Weyl denominators $D_{M_{f}}: T_{f}^{\sim} \rightarrow \mathbb{C}, D_{U}: T_{U}^{\sim} \rightarrow$ $\mathbb{C}$; these are, by definition, the determinant of $1-\operatorname{Ad}\left(t^{-1}\right)$ acting on the sums $\mathfrak{m}_{f}^{+}$and $\mathfrak{u}^{+}$respectively of all positive root spaces on $\mathfrak{m}_{f}$ and $\mathfrak{u}$, respectively, multiplied by $\rho_{M_{f}}$ or $\rho_{U}$. In a similar way we obtain a Weyl denominator $D_{K_{f}}$ of $T_{f}^{\sim}$, where we sum over all positive roots of $\mathfrak{k}_{f}$ only. Note that formally Weyl denominators are given by products $\prod_{\alpha>0}\left(e^{\alpha / 2}-e^{-\alpha / 2}\right)$ over the corresponding positive roots.

Now $\mathfrak{u} / \mathfrak{t}_{U}=\mathfrak{u}^{+} \oplus \mathfrak{u}^{-}$and (5.3.1) implies that the character of $\operatorname{det}\left[1-\mathfrak{u} / \mathfrak{t}_{U}\right]$ is equal to $\prod_{\alpha>0}\left(1-e^{\alpha}\right) \cdot \prod_{\alpha>0}\left(1-e^{-\alpha}\right)$. It follows that

$$
\begin{equation*}
D_{U}^{2}=(-1)^{\operatorname{dim} \mathfrak{u}^{+}} \text {character of } \operatorname{det}\left[1-\mathfrak{u} / \mathfrak{t}_{U}\right], \tag{5.5.1}
\end{equation*}
$$

with a similar identity for $D_{M_{f}}^{2}$ and $D_{K_{f}}^{2}$.

We claim that, as characters of $T_{f}^{\sim}$,

$$
\begin{equation*}
\left|D_{K_{f}}\right|^{2} \cdot\left(\text { character of } \operatorname{det}^{\prime}[1-\mathfrak{p}]\right)=-D_{U} \overline{D_{M_{f}}} \tag{5.5.2}
\end{equation*}
$$

(and in particular, the right-hand side descends to $T_{f}$ ).
Equivalently, since the $T_{f}$-character of $\operatorname{det}^{\prime}[1-\mathfrak{p}]$ is the negative of the character of $\operatorname{det}\left[1-\mathfrak{p} / \mathfrak{a}_{0}\right]$ and $D_{K_{f}}^{2}\left(\right.$ resp. $\left.D_{M_{f}}^{2}\right)$ is real valued and has the same sign as $(-1)^{\operatorname{dim} \mathfrak{k}_{f}^{+}}$ (resp. $(-1)^{\operatorname{dim} \mathfrak{m}_{f}^{+}}$), we need to establish

$$
\begin{equation*}
\operatorname{det}\left[1-\mathfrak{p} / \mathfrak{a}_{0}\right]=(-1)^{\operatorname{dim} \mathfrak{m}_{f}^{+}+\operatorname{dim} \mathfrak{k}_{f}^{+}} \frac{D_{U}}{D_{M_{f}}} \cdot \frac{D_{M_{f}}^{2}}{D_{K_{f}}^{2}} \tag{5.5.3}
\end{equation*}
$$

The signs of both sides of this putative equality are the same. In fact, we claim that $(-1)^{\operatorname{dim} \mathfrak{m}_{f}^{+}+\operatorname{dim} \mathfrak{k}_{f}^{+}} D_{M_{f}}^{2} / D_{K_{f}}^{2}, D_{U} / D_{M_{f}}$, and the character of $\operatorname{det}\left[1-\mathfrak{p} / \mathfrak{a}_{0}\right]$ all take positive values on $T_{f}^{\sim}$ :

- $D_{M_{f}}^{2}$ is real valued and has the same sign as $(-1)^{\operatorname{dim} \mathfrak{m}_{f}^{+}}$; and similarly for $D_{K_{f}}^{2}$. It follows that the quantity $(-1)^{\operatorname{dim} \mathfrak{m}_{f}^{+}+\operatorname{dim} \mathfrak{k}_{f}^{+}} D_{M_{f}}^{2} / D_{K_{f}}^{2}$ is positive.
- The representation of the compact torus $T_{f}$ on $\mathfrak{u}^{+} / \mathfrak{m}_{f}^{+}$has no fixed vectors (the centralizer of $\mathfrak{b}$ is $\mathfrak{b} \oplus \mathfrak{a}_{0}$ ) and is the complexification of the real representation on $\mathfrak{n}_{f \mathbb{R}}$.

This means that the eigenvalues of $T_{f}$ on $\mathfrak{u}^{+} / \mathfrak{m}_{f}^{+}$come in complex conjugate pairs; it also shows that $\rho_{U} / \rho_{M_{f}}>0$, being a real-valued character on the connected group $T_{f}^{\sim}$.

Therefore $D_{U} / D_{M_{f}}>0$.

- The character of $\operatorname{det}\left[1-\mathfrak{p} / \mathfrak{a}_{0}\right]$ is positive because, again, the eigenvalues of $T_{f}$ on $\mathfrak{p} / \mathfrak{a}_{0}$ come in complex conjugate pairs, this being the complexification of $\mathfrak{p}_{\mathbb{R}} / \mathfrak{a}_{0} \cap \mathfrak{p}_{\mathbb{R}}$.

Note that this also implies that

$$
\begin{equation*}
\operatorname{dim} \mathfrak{m}_{f}^{+} \equiv \operatorname{dim} \mathfrak{u}^{+} \text {modulo } 2 \tag{5.5.4}
\end{equation*}
$$

Since the signs match, it suffices to check (5.5.3) after squaring both sides. In view of (5.5.1) and (5.5.4), our task reduces to that of checking the equality of $T_{f}^{\sim}$-characters: $\operatorname{det}\left[1-\mathfrak{p} / \mathfrak{a}_{0}\right]^{2}=\operatorname{det}\left[1-\mathfrak{u} / \mathfrak{t}_{U}\right] \operatorname{det}\left[1-\mathfrak{m}_{f} / \mathfrak{b}\right] / \operatorname{det}\left[1-\mathfrak{k}_{f} / \mathfrak{b}\right]^{2}$, which in turn would follow from

$$
\begin{equation*}
2\left[\mathfrak{p} / \mathfrak{a}_{0}\right]=\left[\mathfrak{u} / \mathfrak{t}_{U}\right]+\left[\mathfrak{m}_{f} / \mathfrak{b}\right]-2\left[\mathfrak{k}_{f} / \mathfrak{b}\right], \tag{5.5.5}
\end{equation*}
$$

this identity being understood in the Grothendieck group of $T_{f}$-representations.
Now $[\mathfrak{u}]=[\mathfrak{k}]+[\mathfrak{p}]$ as $T_{f}$-representations. Similarly $\left[\mathfrak{m}_{f}\right]=\left[\mathfrak{k} \cap \mathfrak{m}_{f}\right]+\left[\mathfrak{p} \cap \mathfrak{m}_{f}\right]$. So we can write the right-hand side of (5.5.5) as

$$
\begin{aligned}
{\left[\mathfrak{u} / \mathfrak{t}_{U}\right]+\left[\mathfrak{m}_{f} / \mathfrak{b}\right]-2\left[\mathfrak{k}_{f} / \mathfrak{b}\right] } & =[\mathfrak{u}]+\left[\mathfrak{m}_{f}\right]-2\left[\mathfrak{k}_{f}\right]+[\mathfrak{b}]-\left[\mathfrak{t}_{U}\right] \\
& =[\mathfrak{k}]+[\mathfrak{p}]+\left[\mathfrak{k}_{f}\right]+\left[\mathfrak{p} \cap \mathfrak{m}_{f}\right]-2\left[\mathfrak{k}_{f}\right]+[\mathfrak{b}]-\left[\mathfrak{t}_{U}\right] \\
& =\left[\mathfrak{k} / \mathfrak{k}_{f}\right]+\left([\mathfrak{p}]+[\mathfrak{b}]-\left[\mathfrak{t}_{U}\right]\right)+\left[\mathfrak{p} \cap \mathfrak{m}_{f}\right] \\
& =\left[\mathfrak{k} / \mathfrak{k}_{f}\right]+\left[\mathfrak{p} / \mathfrak{a}_{0}\right]+\left[\mathfrak{p} \cap \mathfrak{m}_{f}\right] .
\end{aligned}
$$

Write $\mathfrak{p}_{M}=\mathfrak{p} \cap\left(\mathfrak{m}_{f} \oplus \mathfrak{a}_{0}\right)$. If we show that $\mathfrak{p} / \mathfrak{p}_{M}$ and $\mathfrak{k} / \mathfrak{k}_{f}$ are isomorphic as $T_{f}$-representations, we will be done.

Choose nonzero $X_{0} \in \mathfrak{a}_{0}$ and consider the map

$$
\phi: Y \in \mathfrak{k} / \mathfrak{k}_{f} \mapsto\left[Y, X_{0}\right] \in \mathfrak{p} .
$$

This map is injective, because $\mathfrak{k}_{f}$ exhausts the centralizer of $X_{0}$ in $\mathfrak{k}$; moreover, for any $Z \in \mathfrak{p}_{M}$,

$$
\left\langle\left[Y, X_{0}\right], Z\right\rangle=-\left\langle Y,\left[X_{0}, Z\right]\right\rangle=0,
$$

so the image of $\phi$ in fact lands in $\mathfrak{p}$. The map $\phi$ thus induces a $T_{f}$-equivariant injective map from $\mathfrak{k} / \mathfrak{k}_{f}$ to $\mathfrak{p} / \mathfrak{p}_{M}$. The difference between the dimensions of these spaces is the difference between the split ranks of $G$ and $M A$; we verify by direct inspection ${ }^{10}$ that this is zero in all cases. These spaces are thus equivariantly isomorphic, as desired.

### 5.6. Computation for the fundamental series

We shall now compute (5.3.3) in the case under consideration, when $Q=P_{f}$ is fundamental and the contragredient representation $\theta_{0}^{*}$ as indexed previously by a dominant character $\mu \in \mathfrak{b}^{*}$.

Let $\left[W_{f} \backslash W_{U}\right.$ ] be the set of $w \in W_{U}$ such that $\mu_{w}$ is dominant as a weight on $\mathfrak{b}$ (with respect to the roots of $\mathfrak{b}$ on $\mathfrak{k}_{f}$ ), i.e.,

$$
\left[W_{f} \backslash W_{U}\right]=\left\{w \in W_{U}:\left\langle\mu_{w}, \beta\right\rangle \geqslant 0 \text { for all } \beta \in \Delta^{+}\left(\mathfrak{b}, \mathfrak{k}_{f}\right)\right\} .
$$

This is therefore a set of coset representatives for $W_{f}$ in $W_{U}$ : for every such $\beta$,

$$
\begin{equation*}
\left\langle\left(\rho_{U}+\lambda\right), \beta\right\rangle \geqslant\left\langle\rho_{U}, \beta\right\rangle>0 . \tag{5.6.1}
\end{equation*}
$$

This shows that any $\mu_{w}$ lies strictly in the interior of a Weyl chamber for the roots of $\mathfrak{b}$ on $\mathfrak{k}_{f}$.

Let us agree to denote by $\sum^{*}$ any summation over a Weyl group that is weighted by the sign character.

If we equip $T_{f}$ with the Haar measure of total mass 1, the Weyl integration formula formally gives

$$
d(\pi(\theta, \nu))=\int_{T_{f}} \text { character of }\left(\theta_{0} \otimes \operatorname{det}^{\prime}[1-\mathfrak{p}] \otimes \rho_{\lambda}\right) \frac{\left|D_{K_{f}}\right|^{2}}{\left|W_{f}\right|} d t
$$

A priori this is only formal; its validity is a nontrivial fact, and only follows from the truth of Blattner's conjecture [37].

We carry out the computation using character formulas for discrete series.
The character of $\rho_{\lambda}$ is given on the maximal torus $T_{U}$ by

$$
\frac{\sum_{w \in W_{U}}^{*} w\left(\rho_{U}+\lambda\right)}{D_{U}}
$$

Separately, the numerator and denominator only make sense on $T_{U}^{\sim}$, but the ratio makes sense on $T_{U}$. On the other hand, the character of $\theta_{0}^{*}$ is a distribution whose restriction
${ }^{10}$ For $\mathrm{SL}_{3}(\mathbb{R})$ both ranks are 2 ; for $\mathrm{SO}(p, q)$ both ranks are $\min (p, q)$.
to $T_{f}$ is given by [39, Theorem 12.7]

$$
(-1)^{\frac{1}{2} \operatorname{dim}\left(M_{f} / K_{f}\right)} \frac{\sum_{w \in W_{f}}^{*} w \mu}{D_{M_{f}}}
$$

Here again the ratio makes sense on $T_{f}$. It thus follows from (5.5.2) that

$$
\begin{aligned}
d(\pi(\theta, \nu)) & =\frac{(-1)^{\frac{1}{2} \operatorname{dim}\left(M_{f} / K_{f}\right)}}{\left|W_{f}\right|} \int_{T_{f}} \overline{\left(\frac{\sum_{w \in W_{f}}^{*} w \mu}{D_{M_{f}}}\right)}\left(\frac{\sum_{w \in W_{U}}^{*} w\left(\rho_{U}+\lambda\right)}{D_{U}}\right) \operatorname{det}^{\prime}[1-\mathfrak{p}]\left|D_{K_{f}}\right|^{2} d t \\
& =(-1)^{\frac{1}{2} \operatorname{dim}\left(M_{f} / K_{f}\right)+1} \int_{T_{f}} \overline{\left(\sum_{w \in W_{f}}^{*} w \mu\right)}\left(\sum_{w \in\left[W_{f} \backslash W_{U}\right]}^{*} \mu_{w}\right) d t .
\end{aligned}
$$

The equation (5.6.1) implies that $w \mu=\mu_{w^{\prime}}\left(w \in W_{f}, w^{\prime} \in\left[W_{f} \backslash W_{U}\right]\right)$ only if $w$ is trivial; we conclude that

$$
d(\pi(\theta, v))= \begin{cases}(-1)^{\frac{1}{2} \operatorname{dim}\left(M_{f} / K_{f}\right)+1} \operatorname{sgn}(w) & \text { if } \mu=\mu_{w} \text { for some } w \in\left[W_{f} \backslash W_{U}\right] \\ 0 & \text { if not. }\end{cases}
$$

### 5.7. The end of the proof of Proposition 5.2.

The infinitesimal character of $\rho_{\lambda}$ is $\rho_{U}+\lambda$. It thus follows [39, Proposition 8.22 and Lemma 12.28] that

$$
\Lambda_{\rho}-\Lambda_{\pi(\theta, \nu)}=|\nu|^{2}-|\mu|^{2}+\left|\rho_{U}+\lambda\right|^{2}
$$

Remark. Note that from the definitions, $\left|\rho_{U}+\lambda\right|^{2}-\left|\mu_{w}\right|^{2}$ is always nonnegative. It moreover follows from Parthasarathy's Dirac inequality [10,58,68] that $\rho_{\lambda}$ is strongly acyclic if and only if $\left|\rho_{U}+\lambda\right|^{2}-\left|\mu_{w}\right|^{2}$ is positive for all $w$.

Recall that we assume that $\delta(G)=1$. From this, (5.4.2), (5.2.1), and the result of $\S 5.6$ we get

$$
\begin{aligned}
t_{S}^{(2)}(\rho)= & \left.\frac{(-1)^{\frac{1}{2} \operatorname{dim} N_{f}+\frac{1}{2} \operatorname{dim}\left(M_{f} / K_{f}\right)+1}}{2} c_{S}^{\prime} \sum_{w \in\left[W_{f} \backslash W_{U}\right]} \operatorname{sgn}(w) \frac{d}{d s}\right|_{s=0}\left(\frac{1}{\Gamma(s)} \int_{0}^{\infty} d t\right. \\
& \left.\times \int_{-\infty}^{+\infty} t^{s-1} \mathrm{e}^{-t\left(v^{2}+\left|\rho_{U}+\lambda\right|^{2}-\left|\mu_{w}\right|^{2}\right)} \prod_{\alpha \in \Delta^{+}\left(t_{U}, \mathfrak{u}\right)} \frac{\left\langle\mu_{w}+v, \alpha\right\rangle}{\left\langle\rho_{U}, \alpha\right\rangle} \cdot d v\right)
\end{aligned}
$$

It moreover follows from $\S 2.8$ that if $p$ is an even polynomial and $c \geqslant 0$,

$$
\left.\frac{d}{d s}\right|_{s=0} \frac{1}{\Gamma(s)} \int_{0}^{\infty} d t \int_{-\infty}^{+\infty} t^{s-1} \mathrm{e}^{-t\left(y^{2}+c^{2}\right)} p(i y) d y=-2 \pi \int_{0}^{c} p(y) d y
$$

To conclude, note that $\operatorname{dim} N_{f}+\operatorname{dim}\left(M_{f} / K_{f}\right)=\operatorname{dim} S-1$. Thus we obtain the statement of Proposition 5.2, where the constant $c(S)$ is given by $\frac{\pi}{2} \frac{\left|W_{M_{f}}\right|}{\mid W_{K_{f}}} c_{S}^{\prime}$, and $c_{S}^{\prime}$ is the constant appearing in the Plancherel measure (5.4.2).

### 5.8. Nonvanishing in the general case

Assume that $\delta(S)=1$; we shall show that $t_{S}^{(2)}(\rho)$ is always nonzero and of the sign $(-1)^{\frac{\operatorname{dim} S-1}{2}}$. We follow an idea of Olbrich to minimize computation.

Proof. If $\delta(S)=1$, the (real) Lie algebra of $G$ splits as $\mathfrak{g}_{0} \oplus \mathfrak{g}_{1}$, where $\delta\left(\mathfrak{g}_{0}\right)=0$ and $\mathfrak{g}_{1}$ is isomorphic to either $\mathfrak{s l}_{3}$ or $\mathfrak{s o}_{p, q}$. Using Proposition 5.2 our task can be reduced to that of checking the case where $\mathfrak{g}_{0}$ is trivial, i.e. the (real) Lie algebra of $G$ equals either $\mathfrak{s l}_{3}$ or $\mathfrak{s o}_{p, q}$.

Moreover, the expression $\sum_{w} \int_{v}$ of Proposition 5.2 depends only on the triple $\left(\mathfrak{a}_{0} \subset \mathfrak{t}_{U} \subset \mathfrak{u}\right)$. The isomorphism class of this triple, in the case of $\mathfrak{s o}_{p, q}$, depends only on $p+q$ (more generally, it depends only on the inner form of the Lie algebra).

Our task reduces to that of checking the cases where the real Lie algebra of $G$ is isomorphic to either $\mathfrak{s l}_{3}$ or $\mathfrak{s o}_{p, 1}$. These cases are handled in $\S \S 5.9 .2$ and 5.9.1 respectively.

Proof of Theorem 1.4. The existence of strongly acyclic bundles is proven in § 8.1.
It follows from (4.1.3), Theorem 4.5, and duality that

$$
\sum^{*} \log \left|H_{j}\left(\Gamma_{N}, M\right)\right| \rightarrow \operatorname{vol}(\Gamma \backslash S) t_{S}^{(2)}(\rho)
$$

as $N$ tends to infinity. The constant $c_{G, M}=t_{S}^{(2)}(\rho)$ has the same sign as $(-1)^{\frac{\operatorname{dim} S-1}{2}}$ as we have just proven, and only depends on $G, M$.

### 5.9. Examples.

5.9.1. $\mathbf{G}=\mathrm{SO}_{2 n+1,1}$. In this case $U \cong \mathrm{SO}_{2 n+2}(\mathbb{R}), K \cong \mathrm{O}_{2 n+1}(\mathbb{R}), M_{f}=K_{f} \cong \mathrm{SO}_{2 n}(\mathbb{R})$ and $S=\mathbb{H}^{2 n+1}$.

In the notation of [11], we may choose a Killing-orthogonal basis $\varepsilon_{i}$ for $\mathfrak{t}_{U}^{*}$ such that:
(1) The positive roots are those roots $\varepsilon_{k} \pm \varepsilon_{l}$ with $1 \leqslant k<l \leqslant n+1$.
(2) $\mathfrak{a}$ is the common kernel of $\varepsilon_{2}, \ldots, \varepsilon_{n}$.
(3) $\mathfrak{b}$ is the kernel of $\varepsilon_{1}$, and the positive roots for $\mathfrak{b}$ on $M_{f} \cap K$ are $\varepsilon_{j} \pm \varepsilon_{k}(1<j<k)$.
(4) The positive roots nonvanishing on $\mathfrak{a}$ are $\varepsilon_{1} \pm \varepsilon_{l}(1<l \leqslant n+1)$, and thus $\alpha_{0}=\varepsilon_{1}$ gives the unique positive restricted root $\mathfrak{a}_{0, \mathbb{R}} \rightarrow \mathbb{R}$.

The representations of $U$ are parametrized by a highest weight $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n+1}\right)=$ $\lambda_{1} \varepsilon_{1}+\cdots+\lambda_{n+1} \varepsilon_{n+1}$ such that $\lambda$ is dominant (i.e. $\lambda_{1} \geqslant \cdots \geqslant \lambda_{n} \geqslant\left|\lambda_{n+1}\right|$ ) and integral (i.e. $\lambda_{i}-\lambda_{i+1} \in \mathbb{Z}, i=1, \ldots, n-1$, and $\lambda_{n} \pm \lambda_{n+1} \in \mathbb{Z}$ ). The action of the Cartan involution on representations is via

$$
\left(\lambda_{1}, \ldots, \lambda_{n+1}\right) \mapsto\left(\lambda_{1}, \ldots, \lambda_{n},-\lambda_{n+1}\right) .
$$

Note in particular (see Lemma 4.1) that $\rho=\rho_{\lambda}$ is strongly acyclic if and only if $\lambda_{n+1} \neq 0$.

The Weyl group of $U$ consists of permutations and sign changes of $\left\{\varepsilon_{1}, \ldots, \varepsilon_{n+1}\right\}$ with even sign (i.e., positive determinant). In particular $\left|W_{U}\right|=2^{n}(n+1)$ !. The subgroup $W_{f}=W_{M_{f}} \subset W_{U}$ comprises all permutations that fix the first coordinate.

We have $\rho_{U}+\lambda=\left(n+\lambda_{1}, n-1+\lambda_{2}, \ldots, \lambda_{n+1}\right)$. We may assume that $\lambda_{n+1} \geqslant 0$ and for convenience we will rewrite the expression as

$$
\rho_{U}+\lambda=\left(a_{n}, \ldots, a_{0}\right) .
$$

Note that $\left(a_{j}\right)$ is a strictly increasing sequence of nonnegative half-integers.
The set $W_{M_{f}} \backslash W_{U}$ has size $2(n+1)$; one may choose a set of representatives for it given by $w_{k}(0 \leqslant k \leqslant n)$, any element sending $\varepsilon_{k}$ to $\varepsilon_{1}$, as well as $w_{k}^{*}$, any element sending $\varepsilon_{k}$ to $-\varepsilon_{1}$. For explicitness we choose $w_{k}$ such that

$$
\begin{equation*}
w_{k}\left(\rho_{U}+\lambda\right)=\left(a_{k}, a_{n}, \ldots, \widehat{a_{k}}, \ldots, a_{0}\right) \tag{5.9.1}
\end{equation*}
$$

it is of sign $(-1)^{n-k}$. (As usual, $\widehat{a_{k}}$ denotes that the $a_{k}$ term is omitted.) Choose $w_{k}^{*}$ similarly to $w_{k}$ but replacing $a_{k}, a_{0}$ by $-a_{k},-a_{0}$ respectively. Thus $\mu_{w_{k}}+t \alpha_{0}=$ $\left(t, a_{n}, \ldots, \widehat{a_{k}}, \ldots, a_{0}\right)$.

To apply Proposition 5.2, first note that $\left|\rho_{U}+\lambda\right|^{2}-\left|\mu_{w_{k}}\right|^{2}=a_{k}^{2}|\varepsilon|^{2}$, where $|\varepsilon|^{2}$ is the common value of any $\left|\varepsilon_{j}\right|^{2}$. This again shows that $\rho_{\lambda}$ is strongly acyclic when $a_{0}=\lambda_{n+1} \neq 0$. Set

$$
E=E(\rho)=\prod_{0 \leqslant i<j \leqslant n}\left(a_{j}^{2}-a_{i}^{2}\right), \quad F=\prod_{0 \leqslant i<j \leqslant n}\left(j^{2}-i^{2}\right) .
$$

When $\rho$ is trivial, $E=F$. Now, with the notation as in Proposition 5.2,

$$
\begin{equation*}
P_{w_{k}}\left(t \alpha_{0}\right)=P_{w_{k}^{*}}\left(t \alpha_{0}\right)=\frac{E}{F} \prod_{j \neq k} \frac{t^{2}-a_{j}^{2}}{a_{k}^{2}-a_{j}^{2}} \tag{5.9.2}
\end{equation*}
$$

Note that the left-hand side is independent of the normalization of the inner product $\langle\cdot, \cdot\rangle$. The polynomial $\Pi_{k}(t)=\prod_{j \neq k} \frac{t^{2}-a_{j}^{2}}{a_{k}^{2}-a_{j}^{2}}$ is of degree $2 n$ and $\Pi_{k}\left( \pm a_{j}\right)=\delta_{j k}$, the Kronecker $\delta$ symbol. Set $Q_{k}=\Pi_{k}+\cdots+\Pi_{n}$; it is the unique even polynomial of degree $\leqslant 2 n$ which satisfies

$$
Q_{k}\left( \pm a_{j}\right)= \begin{cases}0 & \text { if } j<k \\ 1 & \text { if } j \geqslant k\end{cases}
$$

Proposition 5.2 then implies that

$$
\begin{align*}
t_{\mathbb{H}^{2 n+1}}^{(2)}(\rho) & =(-1)^{n} c\left(\mathbb{H}^{2 n+1}\right) \frac{4|\varepsilon| E}{F} \sum_{k=0}^{n} \int_{0}^{a_{k}} \Pi_{k}(t) d t . \\
& =(-1)^{n} c\left(\mathbb{H}^{2 n+1}\right) \frac{4|\varepsilon| E}{F} \sum_{k=0}^{n} \int_{a_{k-1}}^{a_{k}} Q_{k}(\nu) d \nu . \tag{5.9.3}
\end{align*}
$$

Here we set $a_{-1}=0$.

Each integral in (5.9.3) is positive. In fact $Q_{k}^{\prime}$ has a root in each interval $\left[ \pm a_{j-1}, \pm a_{j}\right]$ for $1 \leqslant j \neq k$, as well as a root in $\left[-a_{0} ; a_{0}\right]$. Being of degree $\leqslant 2 n-1$, this forces $Q_{k}$ to be either constant (this is the case iff $k=0$ ) or strictly increasing between $a_{k-1}$ and $a_{k}$. It follows that $\int_{a_{k-1}}^{a_{k}} Q_{k}(\nu) d \nu>0$.
5.9.2. $\mathbf{G}=\mathrm{SL}_{3}$. In this case $U \cong \mathrm{SU}_{3}, K \cong \mathrm{SO}_{3}, M_{f} \cong\left\{g \in \mathrm{GL}_{2}(\mathbb{R}): \operatorname{det} g= \pm 1\right\}$, and $K_{f} \cong \mathrm{O}_{2}(\mathbb{R})$.

Fix an element $g \in \mathrm{SU}_{3}$ conjugating $\mathfrak{t}_{U}$ into diagonal matrices; let $\varepsilon_{j}(1 \leqslant j \leqslant 3)$ be the pullback, by $g$, of the coordinate functionals. Thus $\sum \varepsilon_{j}=0$; moreover, we may choose $g$ such that:
(1) The positive roots are $\varepsilon_{i}-\varepsilon_{j}$, with $i<j$.
(2) $\rho_{U}=\varepsilon_{1}-\varepsilon_{3}$.
(3) $\mathfrak{b}$ is identified with the kernel of $\varepsilon_{1}+\varepsilon_{2}-2 \varepsilon_{3}$.
(4) $\alpha_{0}=\frac{1}{2}\left(\varepsilon_{1}+\varepsilon_{2}-2 \varepsilon_{3}\right)$ is the unique restricted root $\mathfrak{a}_{0, \mathbb{R}} \rightarrow \mathbb{R}$.
(5) The Weyl group $S_{3}$ acts by permuting the $\varepsilon_{j}$.

Now let $p \geqslant q \geqslant r \in \mathbb{Z}$ and set $\lambda=p \varepsilon_{1}+q \varepsilon_{2}+r \varepsilon_{3}$. Put

$$
\begin{aligned}
& A_{1}=\frac{1}{2}(p+1-q), \quad A_{2}=\frac{1}{2}(p-r+2) \quad \text { and } \quad A_{3}=\frac{1}{2}(q-r+1) . \\
& C_{1}=\frac{1}{3}(p+q-2 r+3), \quad C_{2}=\frac{1}{3}(p+r-2 q) \quad \text { and } \quad C_{3}=\frac{1}{3}(2 p-q-r+3) .
\end{aligned}
$$

One may choose a set of representatives $w_{k}(k=1,2,3)$ of $W_{M_{f}} \backslash W_{U}$ such that

$$
\mu_{w_{k}}=A_{k}\left(\varepsilon_{1}-\varepsilon_{2}\right) \quad \text { and } \quad \operatorname{sign}\left(w_{k}\right)=(-1)^{k+1} .
$$

Writing $\rho_{U}+\lambda=A_{1}\left(\varepsilon_{1}-\varepsilon_{2}\right)+C_{1} \alpha_{0}$ we see that $\left|\rho_{U}+\lambda\right|^{2}-\left|\mu_{w_{1}}\right|^{2}=C_{1}^{2}\left|\alpha_{0}\right|^{2}$. Similarly we have

$$
\left|\rho_{U}+\lambda\right|^{2}-\left|\mu_{w_{k}}\right|^{2}=C_{k}^{2}\left|\alpha_{0}\right|^{2} \quad \text { and } \quad P_{w_{k}}\left(t \alpha_{0}\right)=A_{k}\left(\frac{9 t^{2}}{4}-A_{k}^{2}\right) \quad(k=1,2,3)
$$

After a routine computation, Proposition 5.2 therefore gives

$$
t_{S}^{(2)}(\rho)=\left|\alpha_{0}\right| c(S) \sum_{k=1}^{3}(-1)^{k+1} \int_{0}^{\left|C_{k}\right|} A_{k}\left(\left(\frac{9 t^{2}}{4}\right)-A_{k}^{2}\right) d t
$$

Now $A_{k} \int_{0}^{\left|C_{k}\right|}\left(\frac{9 t^{2}}{4}-A_{k}^{2}\right) d t=\frac{A_{k}\left|C_{k}\right|}{4}\left(3 C_{k}^{2}-4 A_{k}^{2}\right)$. The inner $k$-sum equals

$$
2 A_{1} A_{3} C_{1} C_{3}+2 A_{2}\left|C_{2}\right| \begin{cases}A_{3} C_{3}, & C_{2} \geqslant 0 \\ A_{1} C_{1}, & C_{2} \leqslant 0\end{cases}
$$

which is manifestly positive, since $A_{1}, A_{2}, A_{3}, C_{1}, C_{3}$ are all positive.
5.9.3. Numerical computations. Here we compute the explicit value of the constant $c(S)$ appearing in Proposition 5.2. The computations are not original; they were first done by Olbrich [57] following Harish-Chandra. We just translate these to our setting.

First recall from $\S 5.7$ that $c(S)=\frac{\pi}{2} \frac{\left|W_{M_{f}}\right|}{\left|W_{K_{f}}\right|} c_{S}^{\prime}$, where $c_{S}^{\prime}$ is the constant appearing in the Plancherel measure (5.4.2). This constant is explicitly computed by Harish-Chandra [36, §24 Theorem 1 and § 27 Theorem 3] but we have to take into account that Harish-Chandra's and our normalizations of the measure $d g$ and $d \nu$ differ by some multiplicative factor.

Indeed the Plancherel measure (5.4.2) depends on the normalization of the Haar measure $d g$ and of $d \nu$. Our normalization (cf. §3.3) of $d g$ differ from Harish-Chandra's by the factor $2^{\frac{1}{2}\left(\operatorname{dim}(S)-\operatorname{dim} \mathfrak{a}_{\mathbb{R}}\right)}$ - see [35, $\S 37$ Lemma 2]. Similarly our $d v$ is the Lebesgue measure which corresponds to the metric induced by the Killing form on $\operatorname{Hom}\left(\mathfrak{a}_{0, \mathbb{R}}, \mathbb{R}\right)$. It differs from Harish-Chandra's by the factor $(2 \pi)^{\delta(G)}$.

We thus get

$$
\begin{equation*}
c_{S}^{\prime}=\frac{1}{\left|W_{A}\right|(2 \pi)^{\frac{1}{2}(\operatorname{dim} G / K+\delta(G))}} \frac{\prod_{\alpha \in \Delta^{+}}\left\langle\rho_{U}, \alpha\right\rangle}{\prod_{\alpha \in \Delta_{\mathfrak{k}^{+}}}\left\langle\rho_{K}, \alpha\right\rangle}, \tag{5.9.4}
\end{equation*}
$$

where $W_{A}=\{k \in K: \operatorname{Ad}(k) \mathfrak{a} \subset \mathfrak{a}\} / K_{f}, \Delta_{\mathfrak{k}}^{+}=\Delta^{+}(\mathfrak{b}, \mathfrak{k})$ and $\rho_{K} \in \mathfrak{b}^{*}$ is the half-sum of positive roots in $\Delta_{\mathfrak{k}}^{+}$.

But [35, §37 Lemma 4] implies that

$$
\frac{\prod_{\alpha \in \Delta^{+}}\left\langle\rho_{U}, \alpha\right\rangle}{\prod_{\alpha \in \Delta_{\ell}^{+}}\left\langle\rho_{K}, \alpha\right\rangle}=(2 \pi)^{\frac{1}{2}\left(\operatorname{dim}\left(U / T_{U}\right)-\operatorname{dim}(K / B)\right)} \frac{\operatorname{vol}(K) \operatorname{vol}\left(T_{U}\right)}{\operatorname{vol}(U) \operatorname{vol}(B)},
$$

where the volumes are the Riemannian ones corresponding to the Killing form.
We may now suppose that $\delta(G)=1$ and let $\alpha_{0}$ be the unique positive restricted root $\mathfrak{a}_{0, \mathbb{R}} \rightarrow \mathbb{R}$. Then $\operatorname{vol}\left(T_{U}\right) / \operatorname{vol}(B)=2 \pi /\left|\alpha_{0}\right|$ and we get

$$
\begin{equation*}
\frac{\prod_{\alpha \in \Delta^{+}}\left\langle\rho_{U}, \alpha\right\rangle}{\prod_{\alpha \in \Delta_{\mathfrak{k}^{+}}}\left\langle\rho_{K}, \alpha\right\rangle}=(2 \pi)^{\frac{1}{2}(\operatorname{dim}(G / K)-1)} \frac{2 \pi}{\left|\alpha_{0}\right| \operatorname{vol}\left(S^{c}\right)} \tag{5.9.5}
\end{equation*}
$$

We finally verify by direct inspection that $\frac{\left|W_{M_{f}}\right|}{\left|W_{K_{f}}\right| W_{A} \mid}=2$ except for $G=\mathrm{SO}_{2 n+1,1}^{0}$ where $\frac{\left|W_{M_{f}}\right|}{\left|W_{K_{f}}\right| W_{A} \mid}=\frac{1}{2}$. It thus follows from (5.9.4) and (5.9.5) that

$$
c(S)= \begin{cases}\frac{\pi}{\left|\alpha_{0}\right| \operatorname{vol}\left(S^{c}\right)} & \text { if } G \neq \mathrm{SO}_{2 n+1,1}^{0}  \tag{5.9.6}\\ 4\left|\alpha_{0}\right| \operatorname{vol}\left(S^{c}\right) & \text { if } G=\mathrm{SO}_{2 n+1,1}^{0}\end{cases}
$$

Examples. (1) Since the volume of the standard $(2 n+1)$-sphere is $2 \pi^{n+1} / n$ ! we get $c\left(\mathbb{H}^{2 n+1}\right)=\frac{n!}{8\left|\alpha_{0}\right| \pi^{n}}$, so

$$
t_{\mathbb{H} \mathbb{H}^{2 n+1}}^{(2)}(\rho)=(-1)^{n} \frac{n!}{2 \pi^{n}} \frac{E}{F} \sum_{k=0}^{n} \int_{0}^{a_{k}} \Pi_{k}(t) d t
$$

(The notation is as in § 5.9.1.)
When $\rho$ is the trivial representation, we recover that $t_{\mathbb{H}^{3}}^{(2)}=-\frac{1}{6 \pi}, t_{\mathbb{H}^{5}}^{(2)}=\frac{31}{45 \pi^{2}}, \ldots$; see [49] for more values.
(2) There is a natural Haar measure $d g$ on $\mathrm{SL}_{3}(\mathbb{R})$ which gives covolume $\zeta(2) \zeta(3)$ to $\mathrm{SL}_{3}(\mathbb{Z})$. As in $\S 3.3$, the measure $d g$ is the product of a Riemannian volume form $d x$ on $S=\mathrm{SL}_{3}(\mathbb{R}) / \mathrm{SO}_{3}(\mathbb{R})$ and the Haar measure $d k$ on $K$ normalized such that $\operatorname{vol}(K)=\operatorname{vol}\left(\mathbb{S}^{1}\right) \operatorname{vol}\left(\mathbb{S}^{2}\right)=8 \pi^{2}$. The volume form $d x$ is associated with the invariant metric induced from the trace form of the standard representation of $\mathfrak{s l}_{3}(\mathbb{R})$. Then a routine computation - using e.g. Macdonald's formula [50] - shows that $\operatorname{vol}\left(S^{c}\right)=\pi^{3} / \sqrt{2}$ and we deduce from § 5.9.2 that

$$
t_{S}^{(2)}(\text { triv })=\frac{1}{\sqrt{2} \pi^{2}}
$$

and so

$$
t_{S}^{(2)}(\text { triv }) \times \operatorname{vol}\left(\mathrm{SL}_{3}(\mathbb{Z}) \backslash S\right)=\frac{\sqrt{2}}{96 \pi^{2}} \zeta(3) \approx 0,001
$$

(3) One of our most important examples is $G=\mathrm{SL}_{2}(\mathbb{C})$. It is locally isomorphic to $\mathrm{SO}_{3,1}$ but we have $U \cong \mathrm{SU}_{2} \times \mathrm{SU}_{2}$ and representations of $U$ are more easily parametrized by two nonnegative integers ( $p, q$ ); namely,

$$
g_{\theta, \phi}=\left(\begin{array}{cc}
e^{i \theta} & 0 \\
0 & e^{-i \theta}
\end{array}\right) \times\left(\begin{array}{cc}
e^{i \phi} & 0 \\
0 & e^{-i \phi}
\end{array}\right) \mapsto e^{i p \theta+i q \phi} .
$$

The action of the Cartan involution on representations corresponds to the involution $\alpha \leftrightarrow \beta$ on highest weights. The representation $\rho_{\lambda}$ is strongly acyclic if and only if $p \neq q$. The corresponding finite dimensional representation of $\mathrm{SO}_{3,1}^{0}$ is parametrized by $\left(a_{1}, a_{0}\right)=\left(\frac{1}{2}(p+q+2), \frac{1}{2}(p-q)\right)$ and we find

$$
t_{\mathbb{H}^{3}}^{(2)}(\rho)=\frac{-1}{48 \pi}\left\{(p+q+2)^{3}-|p-q|^{3}+3(p+q+2)|p-q|(p+q+2-|p-q|)\right\} .
$$

One interesting possibility is that one could numerically compute the $L^{2}$-torsion sufficiently rapidly for this to be of interest as an algorithm for computing homological torsion. We do not know how efficient one could expect this to be, in practice.

## 6. Ash-Serre conjectures and Conjecture 1.3

We shall discuss the Ash-Serre conjectures, relating torsion classes for arithmetic groups to Galois representations; after this, we explain why these conjectures, together with various known heuristics in number theory, are 'compatible' with Conjecture 1.3. In particular, we shall see how the term $\operatorname{rank}(G)-\operatorname{rank}(K)$ in Conjecture 1.3 arises naturally from arithmetic computations.

This section, by contrast with the foregoing, is very algebraic and should also be regarded as very speculative in character. We do prove, however, two results that are possibly of independent interest: Proposition 6.1 (classification of odd involutions in the $L$-group) and Proposition 6.4 (counting the number of local nearly ordinary representations.)

Proposition 6.1. Let $\mathbf{G}$ be a semisimple simply connected algebraic group over the real numbers. Let ${ }^{L} G$ be the Langlands dual group, i.e. the semidirect
product $G^{\vee}(\mathbb{C}) \ltimes \operatorname{Gal}(C / \mathbb{R})$, where $G^{\vee}(\mathbb{C})$ is a complex dual group for $\mathbf{G}$ and the action of complex conjugation on $G^{\vee}(\mathbb{C})$ is induced from its action on the Dynkin diagram.

Then every involution in ${ }^{L} G$ lifting the nontrivial element of $\operatorname{Gal}(\mathbb{C} / \mathbb{R})$ has trace $\geqslant \operatorname{rank}(G)-2 \operatorname{rank}(K)$ in the adjoint representation; the set of elements of ${ }^{L} G$ with adjoint trace equal to $\operatorname{rank}(G)-2 \operatorname{rank}(K)$ forms a single $G^{\vee}(\mathbb{C})$-orbit.

This proposition has also been independently proven by Emerton and will appear in a published version of [16].

This motivates the definition of the odd Galois representation that will play a critical role in our later discussion (§6.2.5): a Galois representation with target ${ }^{L} G$ is odd if the image of complex conjugation lies in the canonical class of involutions specified by the proposition.

Proof. It suffices to verify the assertion of the proposition in the case where the Lie algebra $\mathfrak{g}$ of $\mathbf{G}$ is $\mathbb{R}$-simple and quasi-split (the latter because the $L$-group is unchanged by inner twisting).

Now, the adjoint map induces an action of ${ }^{L} G$ on the Lie algebra $\mathfrak{g}^{\vee}$ of the complex dual group $G^{\vee}(\mathbb{C})$. Since $\mathbf{G}$ is simply connected (and so $G^{\vee}$ is adjoint) the resulting map ${ }^{L} G \rightarrow \operatorname{Aut}\left(\mathfrak{g}^{\vee}\right)$ is injective unless the action of $\operatorname{Gal}(\mathbb{C} / \mathbb{R})$ on $\mathfrak{g}^{\vee}$ is trivial. In all cases, the adjoint map identifies the set of involutions in ${ }^{L} G$ that lift complex conjugation, with the set of involutions of $\mathfrak{g}^{\vee}$ that lie in the inner class of complex conjugation.

We shall now use the fact that involutions correspond to real forms of semisimple Lie algebras together with a case-by-case check. More precisely, if $\mathfrak{h}$ is any complex semisimple Lie algebra, there is a bijection:

$$
\begin{equation*}
\text { involutions of } \mathfrak{h} \text { modulo inner automorphism } \leftrightarrow \text { real forms of } \mathfrak{h} \text {. } \tag{6.1.1}
\end{equation*}
$$

The map from the right-hand to the left-hand side is given by the (conjugacy class of) Cartan involutions associated with a real form. There are natural equivalence relations on both sides: on the left, we have the fibres of the projection to Out $(\mathfrak{h})$; on the right, we have the equivalence relation of 'inner twisting', i.e. we regard $\mathfrak{h}_{0}$ and $\mathfrak{h}_{1}$ as equivalent if they are inner forms of one another. These relations are identified under (6.1.1).

Let us recall, moreover, that any real semisimple Lie algebra $\mathfrak{h}_{0}$ possesses a unique quasi-split inner form $\mathfrak{h}_{0}^{q s}$. It is numerically distinguished amongst inner forms of $\mathfrak{h}_{0}$ by the fact that the Cartan involution has minimal trace. ${ }^{11}$

Together with (6.1.1), this implies that there is a unique $G^{\vee}(\mathbb{C})$-conjugacy class of involutions in ${ }^{L} G$ of minimal trace on $\mathfrak{g}$, but does not identify this trace. Let $\mathfrak{g}_{0}^{\vee}$ be the quasi-split real form of $\mathfrak{g}^{\vee}$ whose associated involution (under the bijection of (6.1.1)) projects, in $\operatorname{Out}\left(\mathfrak{g}^{\vee}\right)$, to the image of the complex conjugation under the map $\operatorname{Gal}(\mathbb{C} / \mathbb{R}) \rightarrow \operatorname{Out}(\mathfrak{g})=\operatorname{Out}\left(\mathfrak{g}^{\vee}\right)$.
${ }^{11}$ This follows from the Iwasawa 'NAK' decomposition: compare this decomposition for $\mathfrak{h}_{0}$ and its quasi-split form, namely, $\mathfrak{h}_{0}=\mathfrak{n}_{0}+\mathfrak{a}_{0} \oplus \mathfrak{k}_{0}$ and $\mathfrak{h}_{0}^{\text {qS }}=\mathfrak{n}_{0}^{\prime} \oplus \mathfrak{a}_{0}^{\prime} \oplus \mathfrak{k}_{0}^{\prime}$. We wish to show that $\operatorname{dim} \mathfrak{k}_{0}^{\prime} \leqslant \operatorname{dim} \mathfrak{k}_{0}$, or, equivalently, $\operatorname{dim}\left(\mathfrak{n}_{0} \oplus \mathfrak{a}_{0}\right) \leqslant \operatorname{dim}\left(\mathfrak{n}_{0}^{\prime} \oplus \mathfrak{a}_{0}^{\prime}\right)$. But, being quasi-split, $\mathfrak{n}_{0}^{\prime} \oplus \mathfrak{a}_{0}^{\prime}$ complexifies to a Borel subalgebra of $\mathfrak{h}_{0}^{\mathrm{qs}} \otimes \mathbb{C}$; on the other hand, $\mathfrak{n}_{0} \oplus \mathfrak{a}_{0}$ complexifies to a solvable subalgebra of $\mathfrak{h}_{0} \otimes \mathbb{C}$, necessarily contained in a Borel subalgebra. This proves the desired inequality, and shows that equality holds if and only if $\mathfrak{h}_{0}$ is quasi-split.

Our assertion now amounts to the following: if $\Theta$ is the involution of $\mathfrak{g}^{\vee}$ obtained by complexifying the Cartan involution of $\mathfrak{g}_{0}^{\vee}$, then

$$
\begin{equation*}
\operatorname{trace}(\Theta)=\operatorname{rank}(G)-2 \operatorname{rank}(K) \tag{6.1.2}
\end{equation*}
$$

We verify this case by case. The map $\mathfrak{g} \rightarrow \mathfrak{g}_{0}^{\vee}$ is an involution on isomorphism classes of simple real quasi-split Lie algebras; it fixes:
(1) The split forms of $\mathfrak{g}_{2}, \mathfrak{f}_{4}, \mathfrak{e}_{7}, \mathfrak{e}_{8}$ and $\mathfrak{s o}(2 n, 2 n)$. Both sides of (6.1.2) equal $-\operatorname{rank}(G)$.
(2) $\mathfrak{s o}(2 n-1,2 n+1)$; both sides of (6.1.2) equal $2-2 n$.
(3) Every $\mathfrak{g}$ that is not absolutely simple, i.e., any complex simple Lie algebra, considered as a real Lie algebra; in those cases, both sides of (6.1.2) are 0 .
As for the remaining cases, the involution switches pairs of rows in the table

| $\mathfrak{g}$ | $r_{G}-2 r_{K}$ | $\operatorname{trace}(\Theta)$ |
| :---: | :---: | :---: |
| $\mathfrak{s u}(p, p)$ | $-2 p$ | 0 |
| $\mathfrak{s l}_{2 p}$ | 0 | $-2 p$ |
| $\mathfrak{s u}(p, p+1)$ | $-2 p-1$ | 1 |
| $\mathfrak{s l}_{2 p+1}$ | 1 | $-2 p-1$ |
| $\mathfrak{s o}(p, p+1)$ | $-p$ | $-p$ |
| $\mathfrak{s p}(2 p)$ | $-p$ | $-p$ |
| $\mathfrak{s o ( 2 p + 1 , 2 p + 1 )}$ | $1-2 p$ | $-1-2 p$ |
| $\mathfrak{s o}(2 p, 2 p+2)$ | $-1-2 p$ | $1-2 p$ |
| $\mathfrak{e}_{6}^{\text {split }}$ | -2 | -6 |
| $\mathfrak{e}_{6}^{\mathrm{qs}}$ | -6 | -2 |

In the last line, $\mathfrak{e}_{6}^{\mathrm{qs}}$ denotes the unique quasi-split and nonsplit form of $\mathfrak{e}_{6}$.

### 6.1.1. Examples.

(1) For $\mathbf{G}=\mathrm{SL}_{n}$, an odd involution on $\mathfrak{g}^{\vee}=\mathfrak{s l}_{n}$ is conjugation with

$$
\pm\left(\begin{array}{lllll}
1 & & & & \\
& -1 & & & \\
& & 1 & & \\
& & & -1 & \\
& & & & \ddots
\end{array}\right)
$$

(2) For $\mathbf{G}=\mathrm{SU}_{n}$, an odd involution on $\mathfrak{g}^{\vee}=\mathfrak{s l}_{n}$ is represented by $X \mapsto-X^{t}$ (negative transpose).
(3) If $\mathbf{G}$ admits discrete series (i.e., $\operatorname{rank}(G)=\operatorname{rank}(K)$ ), then the odd involution is the unique conjugacy class with trace $-\operatorname{rank}(G)$. This case is discussed in detail by Gross [32].
(4) If $\mathbf{G}_{1}$ is a complex reductive group, and $\mathbf{G}$ the Weil restriction of scalars to $\mathbf{R}$, then an odd involution $\mathfrak{g}^{\vee}=\mathfrak{g}_{1}^{\vee} \oplus \mathfrak{g}_{1}^{\vee}$ is given by $(X, Y) \mapsto(Y, X)$.

### 6.2. The modularity conjecture

We formulate a slight generalization of [2] (a split simply connected semisimple group, as opposed to $\mathrm{SL}_{n}$ ); we do not address the difficult question of pinning down all the weights in which a given Galois representation occurs (see e.g. [13, 28,38] and an unpublished manuscript by Clozel and Belabas where they make precise computations for $\mathrm{SL}_{2}$ over an imaginary quadratic field).

The assumption of being simply connected is to avoid a host of difficulties that occur, even concerning characteristic 0 Galois representations, in the general case. For a detailed treatment we refer the reader to the paper [14].
6.2.1. Let $\mathbf{G}$ be a semisimple simply connected split ${ }^{12}$ algebraic group over $\mathbb{Z}$. Let $G^{\vee}$ be the dual group. We regard it as a split group over $\mathbb{Z}$.

For later use, we fix a maximal torus $\mathbf{T} \subset \mathbf{G}$, a Borel $\mathbf{B} \subset \mathbf{G}$, and thus a system of positive roots for $\mathbf{T}$. Because $G$ is simply connected, the half-sum of positive roots gives a character $\rho: \mathbf{T} \rightarrow \mathbb{G}_{m}$.

We also fix a torus $T^{\vee} \subset G^{\vee}$ dual to T, and a Borel $B^{\vee}=T^{\vee} N^{\vee} \subset G^{\vee}$ containing $T^{\vee}$.
6.2.2. Define the level $Q$ subgroup $\Gamma(Q)=\operatorname{ker}(\mathbf{G}(\mathbb{Z}) \rightarrow \mathbf{G}(\mathbb{Z} / Q \mathbb{Z}))$. Let $\Gamma_{0}(Q)$ be the preimage of $\mathbf{B}(\mathbb{Z} / Q \mathbb{Z})$ under the same map.
6.2.3. We define a weight to be an algebraic character $\mathbf{x}$ of $\mathbf{T}$ such that $\mathbf{x}-\rho$ is dominant. We say that it is strongly regular if $\left\langle\mathbf{x}, \alpha^{\vee}\right\rangle \geqslant 2$ for every simple coroot $\alpha^{\vee}$. In what follows, we always suppose that $\mathbf{x}$ is strongly regular.
6.2.4. We shall extract from $\mathbf{x}$ an arithmetic $\Gamma$-module $M_{\mathbf{x}}$.

Being dominant, $\mathbf{x}-\rho$ is the highest weight of an irreducible representation $\alpha: \mathbf{G}_{\mathbb{Q}} \rightarrow \mathrm{GL}(W)$, where $W$ is a finite dimensional $\mathbb{Q}$-vector space. We choose a $\Gamma$ (1)-stable $\mathbb{Z}$-lattice $M_{\mathbf{x}} \subset W$. Such a lattice is not, in general, unique.
6.2.5. Fix an algebraic closure $\overline{\mathbb{Q}}$ of $\mathbb{Q}$ and a place of $\overline{\mathbb{Q}}$ above every place $v$ of $\mathbb{Q}$. This gives an algebraic closure $\overline{\mathbb{Q}_{v}}$ of $\mathbb{Q}_{v}$ and an embedding $D_{v}:=\operatorname{Gal}\left(\overline{\mathbb{Q}_{v}} / \mathbb{Q}_{v}\right) \hookrightarrow \operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q})$. We henceforth regard $D_{v}$ as a subgroup of $\operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q})$. Let $I_{v} \subset D_{v}$ be the inertia group for $v$ finite. For $v$ infinite, let $c_{\infty}$ be the nontrivial element of $D_{v}$.
6.2.6. Let $k$ be a finite field of characteristic $p$ and of cardinality $q$.

Let $\omega: I_{p} \subset D_{p} \rightarrow \mathbb{F}_{p}^{\times} \hookrightarrow \mathbb{G}_{m}(k)$ be the cyclotomic character (i.e., the map $D_{p} \rightarrow \mathbb{F}_{p}^{\times}$ arises from the action on $p$ th roots of unity). Define the character associated with $\mathbf{x}$ :

$$
\psi_{\mathbf{x}}: I_{p} \rightarrow T^{\vee}(k)
$$

as the composition of $\omega$ with the dual $\mathbf{x}^{\vee}: \mathbb{G}_{m} \rightarrow T^{\vee}$.
12 The assumption of being split is not necessary; we have imposed it to simplify the notation at several points. The main goal of this section is to understand the arithmetic significance of the factor $\operatorname{rank}(G)-\operatorname{rank}(K)$, and this is already interesting in the split case.
6.2.7. A representation $\sigma_{v}: D_{v} \rightarrow G^{\vee}(k)$ is said to be:
(1) $(v=\infty) O d d$, if $\sigma\left(c_{\infty}\right)$ has trace $\operatorname{rank}(G)-2 \operatorname{rank}(K)$ in the adjoint action on $\mathfrak{g}$.
(2) $(v=p)$ Nearly ordinary of type $\mathbf{x}$, if it is conjugate to a representation with image in $B^{\vee}(k)$, which, upon restriction to inertia and projection to $B^{\vee} / N^{\vee}(k) \cong T^{\vee}(k)$, equals $\psi_{\mathrm{x}}$.

We will sometimes also apply the description nearly ordinary at $\mathbf{x}$ to a representation with codomain $B^{\vee}(k)$; this means simply that the projection to $B^{\vee} / N^{\vee}$ coincides, on inertia, with $\psi_{\mathbf{x}}$.
(3) $(v=\ell \neq p)$ Steinberg at $\ell$ if its restriction to $I_{\ell}$ has as image the cyclic subgroup generated by a principal unipotent element ${ }^{13}$ of $G^{\vee}(k)$. Since $I_{\ell}$ has a unique cyclic quotient of order $p$, and all principal unipotent elements in $G^{\vee}(k)$ are conjugate, there exists only one conjugacy class of such maps, $I_{\ell} \rightarrow G^{\vee}(k)$.

Let $\sigma: \operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q}) \rightarrow G^{\vee}(k)$ be a homomorphism. We say that it is odd (resp. nearly ordinary of type $\mathbf{x}$, Steinberg at $\ell$ ) if its restriction to $D_{v}$ for $v=\infty($ resp. $v=p, v=\ell)$ is.

Conjecture 6.3. Let $S$ be a finite subset of places of $\mathbb{Q}$, not containing p. Suppose $\rho: \mathrm{Gal} \rightarrow G^{\vee}(k)$ is an odd representation, nearly ordinary of type $\mathbf{x}$, Steinberg at every place in $S$, and unramified outside $S$. Put $N=\prod_{\ell \in S} \ell$.

Then there is a Hecke eigenclass in $H^{*}\left(\Gamma_{0}(N), M_{\mathbf{x}}\right)$ that matches $\rho$.
The meaning of 'matches' is the usual compatibility ${ }^{14}$ between Frobenius eigenvalues and Hecke eigenvalues, which we require only at primes not dividing $N p$. The idea of such a conjecture is due to Ash and others and was formulated precisely for $\mathbf{G}=\mathrm{SL}_{n}$ in [2]. However, to our knowledge, it has not been formulated for a general group G; any error in this formulation is due solely to us. We have formulated it only in the special case of Steinberg ramification at $S$ so that we could be precise about the level (in particular, to obtain a numerically falsifiable conjecture!)

Suppose, for example, that $\mathbf{G}=\mathrm{SL}_{n}$; take $\mathbf{T}$ to be the diagonal torus. For any integers $a_{1} \geqslant a_{2} \geqslant \cdots$,

$$
\mathbf{x}_{a_{1} a_{2} \ldots a_{n}}:\left(\begin{array}{cccc}
y_{1} & 0 & \ldots & 0  \tag{6.3.1}\\
0 & y_{2} & \ldots & 0 \\
0 & 0 & \ddots & 0 \\
0 & 0 & \ldots & y_{n} .
\end{array}\right) \mapsto \prod y_{i}^{a_{i}+n-i}
$$

is a weight. It is strongly regular if $a_{1}>a_{2}>\cdots>a_{n}$. A representation $\rho$ : $\operatorname{Gal}\left(\overline{\mathbb{Q}_{p}} / \mathbb{Q}_{p}\right) \rightarrow \mathrm{PGL}_{n}(k)$ is nearly ordinary of type $\mathbf{x}_{a_{1}, \ldots, a_{n}}$ if its restriction to inertia

[^4]is conjugate to
\[

\left($$
\begin{array}{cccc}
\omega^{a_{1}+n-1} & * & \ldots & * \\
0 & \omega^{a_{2}+n-2} & \ldots & * \\
0 & 0 & \ddots & * \\
0 & 0 & \ldots & \omega^{a_{n}} .
\end{array}
$$\right)
\]

where $\omega: I_{p} \rightarrow \mathbb{Z}_{p}^{\times}$is the cyclotomic character.
For $n=2$, the representation of $\mathbf{G}=\mathrm{SL}_{2}$ with highest weight $\mathbf{x}-\rho$ is the symmetric $\left(a_{1}-a_{2}\right)$ th power of the standard representation; thus, this corresponds to modular forms of weight $a_{1}-a_{2}+2$, and strong regularity corresponds to weight 3 or greater.

The following result is perhaps of independent interest; it will be of use in §6.5.1.
Proposition 6.4. Suppose $\mathbf{x}$ to be strongly regular. For sufficiently large $p$, the number of nearly ordinary representations $\operatorname{Gal}\left(\overline{\mathbb{Q}_{p}} / \mathbb{Q}_{p}\right) \rightarrow G^{\vee}(k)$ of type $\mathbf{x}$ equals $\left|G^{\vee}(k)\right| \cdot\left|N^{\vee}(k)\right|$.

The condition sufficiently large $p$ arises in one way as follows: we wish to guarantee, for certain $m$ depending on $\mathbf{x}$, that the $m$ th power of the cyclotomic character $I_{p} \rightarrow \mathbb{F}_{p}^{*}$ is nontrivial. This will be so if $p-1>m$, but not in general if $p$ is small.

Let us formulate an alternative phrasing, which will be convenient in the proof: let $G_{1}, G_{2}$ be finite groups, and let $\operatorname{Hom}\left(G_{1}, G_{2}\right)^{\sharp}$ be the set of homomorphisms up to $G_{2}$-conjugacy. Then $\operatorname{Hom}\left(G_{1}, G_{2}\right)^{\sharp}$ is endowed with a natural measure: the $G_{2}$-conjugacy class of a homomorphism $\alpha$ has mass $\frac{1}{|Z(\alpha)|}$; here $Z(\alpha)$ is the centralizer of $\alpha$ in $G_{2}$. Alternatively we could say that the measure (or mass) of $S \subset \operatorname{Hom}\left(G_{1}, G_{2}\right)^{\#}$ is the number of preimages in $\operatorname{Hom}\left(G_{1}, G_{2}\right)$ divided by $\left|G_{2}\right|$. With these conventions, we may rephrase the proposition: the mass of nearly ordinary representations of type $\mathbf{x}$ equals $\left|N^{\vee}(k)\right|$.

Proof. Write, as shorthand, $D_{p}=\operatorname{Gal}\left(\overline{\mathbb{Q}_{p}} / \mathbb{Q}_{p}\right)$. Fix an algebraic closure $\bar{k}$ of $k$.
Let $\psi_{1}, \psi_{2}$ be any two nearly ordinary representations of type $\mathbf{x}$ valued in $B^{\vee}(k)$. We claim that if the $\psi_{i}$ are $G^{\vee}(k)$-conjugate, then they are already $B^{\vee}(k)$-conjugate. Suppose in fact that $\operatorname{Ad}(g) \psi_{1}=\psi_{2}$ for some $g \in G^{\vee}(k)$. The intersection $g B^{\vee} g^{-1} \cap B^{\vee}$ contains a maximal torus $T^{\vee^{\prime}}$. Let $N^{\prime}$ be the normalizer of $T^{\vee^{\prime}}$. All Borels containing a torus are conjugate under the normalizer of that torus, so there exists $n^{\prime} \in N^{\prime}(\bar{k})$ such that $g B^{\vee} g^{-1}=n^{\prime} B^{\vee} n^{\prime-1}$; since $B^{\vee}$ is its own normalizer, it follows that there exists $b \in B^{\vee}(\bar{k})$ such that $g=n^{\prime} b$.

The inclusion into $B^{\vee}$ induces an isomorphism of $T^{\vee}$ with $B^{\vee} / N^{\vee}$. Let $w$ be the automorphism of the latter group induced by $n^{\prime}$. The composition

$$
I_{p} \hookrightarrow D_{p} \xrightarrow{\psi_{j}} B^{\vee}(k) \rightarrow\left(B^{\vee} / N^{\vee}\right)(k)
$$

is independent of $j$ (it is specified in terms of $\mathbf{x}$ ). It is also $w$-fixed. If $w$ is a nontrivial element of the Weyl group, this contradicts strong regularity for $q$ large.

Thus, $n^{\prime} \in B^{\vee}(\bar{k})$, which shows that $g \in B^{\vee}(k)$.

Our task is reduced to that of proving that the total mass of nearly ordinary representations of type x from $D_{p}$ to $B^{\vee}(k)$ equals $\left|N^{\vee}(k)\right|$; equivalently, the number of nearly ordinary representations $D_{p} \rightarrow B^{\vee}(k)$ equals $\left|N^{\vee}(k)\right| \cdot\left|B^{\vee}(k)\right|$.

Let $\psi: D_{p} \rightarrow T^{\vee}(k)$ be any character extending $\psi_{\mathrm{x}}: I_{p} \rightarrow T^{\vee}(k)$. All such $\psi$ are unramified twists of one another; the total number of such $\psi$, then, equals $\left|T^{\vee}(k)\right|$.

On the other hand, nearly ordinary representations $D_{p} \rightarrow B^{\vee}(k)$ are precisely lifts (with respect to the isomorphism $B^{\vee}(k) / N^{\vee}(k) \cong T^{\vee}(k)$ ) of some such $\psi$. Our task therefore reduces to that of showing that the total number of lifts of any such $\psi: D_{p} \rightarrow T^{\vee}(k)$ equals $\frac{\left|N^{\vee}(k)\right| \cdot\left|B^{\vee}(k)\right|}{\left|T^{\vee}(k)\right|}=\left|N^{\vee}(k)\right|^{2}$.

Now consider the lower central series for $N^{\vee}=U_{0} \supset U_{1} \supset U_{2} \supset \cdots$. Thus $B^{\vee} / U_{0}(k)=$ $T^{\vee}(k)$. Suppose that we have fixed a lift $\psi_{j}$ of $\psi$ to $B^{\vee} / U_{j}(k)$. We have an exact sequence of algebraic groups

$$
U_{j} / U_{j+1} \rightarrow B^{\vee} / U_{j+1} \rightarrow B^{\vee} / U_{j}
$$

This sequence is also exact on $k$-points. The group $X_{j}=U_{j}(k) / U_{j+1}(k)$ is abelian; $D_{p}$ acts on it (via conjugation composed with $\psi_{j}$ ) and the resulting action decomposes into characters of the form $\alpha \circ \psi_{j}$, for various roots $\alpha: T^{\vee} \rightarrow k^{*}$.

By the assumption of strong regularity, no $\alpha \circ \psi_{j}$ is either trivial or cyclotomic, at least for sufficiently large $p$. Therefore, $H^{0}\left(D_{p}, X_{j}\right)=H^{2}\left(D_{p}, X_{j}\right)=0$. The vanishing of $H^{2}$ shows that $\psi_{j}$ lifts to $B^{\vee} / U_{j+1}$; the vanishing of $H^{0}$ proves that $U_{j} / U_{j+1}$ acts freely by conjugation on the set of lifts. The number of such lifts up to $U_{j} / U_{j+1}$-conjugacy is $H^{1}\left(D_{p}, X_{j}\right)=\left|X_{j}\right|$, by the local Euler characteristic formula [56]; the total number of lifts is therefore $\left|X_{j}\right|^{2}$.

The desired conclusion follows by iteration.

### 6.5. Bhargava's heuristics

This section is rather speculative in nature. Our goal is to verify that Conjecture 6.3 is compatible with the main result of this paper, Theorem 1.4. In other terms: does there exist a sufficiently large supply of Galois representations to account for the (proven) exponential growth in torsion, when $\delta=1$ ?

Current technology is wholly inadequate to answer this question. We shall use heuristics for counting number fields proposed by Bhargava. These suggest - as we shall explain - that the fraction of squarefree levels $N$ for which there is an eigenclass in $H^{*}\left(\Gamma(N), M_{\mathbf{x}} \otimes \mathbb{F}_{p}\right)$ is $\gg p^{-\delta(G)}$. Suppose now that $M_{\mathbf{x}}$ is strongly acyclic; since the product $\prod_{p} p^{p^{-\delta(G)}}$ diverges when $\delta(G)=1$, this and Conjecture 6.3 imply the existence of levels $N$ for which the torsion group has unbounded size. This is indeed compatible with the conclusion of Theorem 1.4.

It is also possible to obtain support for Conjecture 1.3 via similar reasoning, but we do not discuss this here, focusing only on the case $\delta=1$ where we can prove unconditional results about torsion.

### 6.5.1. Fix $\mathcal{Q}$ a finite group.

Let $\mathbf{L}=\prod_{v} \operatorname{Hom}\left(D_{v}, \mathcal{Q}\right)^{\sharp}$ (the restricted product, taken with respect to unramified representations).

Let $\mathbf{G}$ be the $\mathcal{Q}$-conjugacy classes of surjective homomorphisms $\operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q}) \rightarrow \mathcal{Q}$.
Thus there is a natural map $\mathbf{G} \rightarrow \mathbf{L} .{ }^{15}$
The 'mass' (see the remarks after Proposition 6.4) defines a measure on $\operatorname{Hom}\left(D_{v}, \mathcal{Q}\right)^{\sharp}$. For $v \neq \infty$, the set of unramified homomorphisms has mass 1. Thus, this gives rise to a product measure $\mu$ on $\mathbf{L}$. Roughly speaking, Bhargava's heuristic suggests that the expected number of elements of $\mathbf{G}$ inside a large subset $S \subset \mathbf{L}$ should be approximately $\mu(S)$.

Bhargava formulates this as a conjecture only in the following specific case: for $\mathcal{Q}=S_{n}$, we can define the 'discriminant' of any element of $\mathbf{G}$, i.e., the discriminant of the associated degree $n$ extension. This map $\mathbf{G} \rightarrow \mathbb{N} \geqslant 1$ factors through L. Let $\mathbf{L}(N) \subset \mathbf{L}, \mathbf{G}(N) \subset \mathbf{G}$ be the subsets of discriminant $\leqslant N$. Then Bhargava conjectures that

$$
\begin{equation*}
|\mathbf{G}(N)| \sim \mu(\mathbf{L}(N)) \quad N \rightarrow \infty . \tag{6.5.1}
\end{equation*}
$$

Bhargava proves this conjecture for $n \leqslant 5$. If we move away from $\mathcal{Q}=S_{n}$, there is no shortage of simple examples (e.g., $\mathcal{Q}=S_{3}^{3}$ ) where the heuristic fails in the precise form above. Our goal, however, is only to use it as an indication of the rough order of magnitude.
6.5.2. Return to the setting of Conjecture 6.3. Let $S$ be a finite subset of places of $\mathbb{Q}$ not containing $p$, and let $N(S)$ be the corresponding squarefree integer - a product of the primes in $S$. We are interested in the number $A(S)$ of Galois representations $\rho: \operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q}) \rightarrow G^{\vee}(k)$ as in Conjecture $6.3-$ or, rather, the behaviour of $A(S)$ on average with respect to $S$.

For $v=\infty, p, \ell \neq p$ respectively, we define $M(v) \subset \operatorname{Hom}\left(D_{v}, G^{\vee}(k)\right)^{\sharp}$ to consist of (respectively) odd, nearly ordinary of type $\mathbf{x}$, and Steinberg-at- $\ell$ maps. Let

$$
\mu(S)=\operatorname{mass} M(\infty) \cdot \operatorname{mass} M(p) \cdot \prod_{\ell \in S} \operatorname{mass} M(\ell)
$$

Now, Bhargava's heuristics suggest that

$$
\sum_{N(S)<X} A(S) \sim \sum_{N(S)<X} \mu(S) .
$$

We claim that $\mu(S)=q^{-\delta(G)}\left(1+O\left(q^{-1 / 2}\right)\right)$ for any such $S$; this follows from the equality $2 \operatorname{dim}(N)+\operatorname{rank}(K)-\operatorname{dim}(G)=-\delta(G)$ and the following remarks:
(1) For $\ell \neq p$ a finite prime, mass $M(\ell)=1$ : the Steinberg-at- $\ell$ maps form a single conjugacy class after restriction to $I_{\ell}$.
(2) Let $\mathbf{O}$ be the algebraic subvariety of $G^{\vee}$ consisting of odd involutions. We regard $\mathbf{O}$ as a scheme over $\mathbb{Z}$. It follows from Proposition 6.1 that $\mathbf{O} \times_{\mathbb{Z}} \mathbb{C}$ is an irreducible variety of dimension $\operatorname{dim}(N)+\operatorname{rank}(K) .{ }^{16}$ By the Lang-Weil
${ }^{15}$ The letters $G$ and $L$ stand for global and local.
16 Indeed, Proposition 6.1 shows that the complex points of $\mathbf{O} \times \mathbb{Z} \mathbb{C}$ form a single $G^{\vee}(\mathbb{C})$ orbit, and the dimension $D$ of the Lie algebra of the stabilizer of any point $\Theta$ satisfies $2 D-\operatorname{dim}(G)=\operatorname{trace}(\Theta)$. We get $D=\frac{\operatorname{dim}(G)+\operatorname{rank}(G)-2 \operatorname{rank}(K)}{2}$ and the claim follows.
estimates, $|\mathbf{O}(k)|=q^{\operatorname{dim}(N)+\operatorname{rank}(K)}\left(1+O\left(q^{-1 / 2}\right)\right)$. We conclude that

$$
\operatorname{mass}(M(\infty))=q^{\operatorname{dim}(N)+\operatorname{rank}(K)-\operatorname{dim}(G)}\left(1+O\left(q^{-1 / 2}\right)\right)
$$

(3) For $v=p$, Proposition 6.4 gives $\operatorname{mass}(M(p))=q^{\operatorname{dim}(N)}$.

We conclude, then, that - if we suppose valid a generalization of Bhargava's heuristics - the average value of $A(S)$, over $S$ with $N(S)<X$, approaches $q^{-\delta(G)}\left(1+O\left(q^{-1 / 2}\right)\right)$. As we have already discussed at the start of this section, this is 'compatible' with the conclusion of Theorem 1.4 in the case $\delta=1$. It also suggests that there should be a 'paucity' of Steinberg torsion classes when $\delta \geqslant 2$.

Remark. One can also try to analyze the issue of torsion via eigenvarieties or Galois deformations. These (roughly speaking) parametrize lifts of a given $\bmod p$ torsion class or Galois representation, and conjectures concerning their dimension are therefore related to the likelihood that a mod $p$ class will lift modulo $p^{2}$. In our (limited and possibly mistaken) understanding, conjectures such as those of $[16,19]$ suggest that the 'likelihood' that a given class modulo $p$ lifts modulo $p^{2}$ should be of order $p^{-\delta(G)}$. Also, Conjecture 6.1 of [16] also suggests that, when $\delta=1$, the torsion is largely in 'the middle dimension', namely, in degree $\frac{\operatorname{dim}(S)-1}{2}$.

## 7. The combinatorial picture

This section has a different flavour to the rest of the paper; it is more general, in that we deal with an arbitrary cell complex; however, it is also less general in that we deal with a tower of coverings of a fixed space, whereas many of our previous results applied to any sequences of locally symmetric spaces with increasing injectivity radius.

We have seen in $\S 2.5$ that 'limit multiplicity formulas' may be easier to prove in the context of combinatorial torsion than from the 'de Rham' perspective. Such a phenomenon already appears in the classical case of normalized Betti numbers converging toward $L^{2}$-Betti numbers. The most general result, due to Lück [48], is proved in the combinatorial setting and no general proof is known in the analytical one.

## 7.1.

From now on let $K$ be a path-connected finite cell complex having a universal cover $\widetilde{K}$ and fundamental group $\Gamma$, such that $K$ is the quotient of $\widetilde{K}$ by (left) deck transformations. By 'the cover of $K$ corresponding to' a subgroup $\Gamma^{\prime} \leqslant \Gamma$, we mean the quotient $\widetilde{K} / \Gamma^{\prime}$ together with the induced map to $K$.

Now let $\Lambda$ be a quotient of $\Gamma$, i.e., we regard it as being equipped with a map $\Gamma \rightarrow \Lambda$. Let $\widehat{K}$ be the covering space of $K$ corresponding to the kernel of $\Gamma \rightarrow \Lambda$; let $\Lambda_{N} \subset \cdots \subset \Lambda_{1}=\Lambda$ be a decreasing sequence of finite index normal subgroups, with $\bigcap_{N=1}^{\infty} \Lambda_{N}=1$, and $K_{N}$ the cover corresponding to the preimage of $\Lambda_{N}$ in $\Gamma$. Denote by

$$
T\left(K_{N}\right)=\prod^{*}\left|H^{i}\left(K_{N}\right)_{\text {tors }}\right|
$$

the torsion part of the cohomology, and define the regulator $R^{i}\left(K_{N}\right)$ as in (2.2.4).

Let $C^{j}(\widehat{K})$ be the cellular cochain complex of $\widehat{K}$. Each $C^{j}$ is a finitely generated free $\mathbb{Z}[\Lambda]$-module. A cell complex for $K_{N}$ is given by $C^{j}(\widehat{K}) \otimes_{\mathbb{Z} \Lambda} \mathbb{Z}\left[\Lambda / \Lambda_{N}\right]$. In all cases, we equip the complexes with the inner products in which the characteristic functions of distinct cells form an orthonormal basis.

Let $\Delta_{j}=d_{j-1} d_{j-1}^{*}+d_{j}^{*} d_{j}$; here $d_{j}^{*}$ is the adjoint of $d_{j}$ with respect to the inner product described. Each $\Delta_{j}$ is a $\mathbb{Z}[\Lambda]$-endomorphism of the finite free $\mathbb{Z}[\Lambda]$-module $C^{j}$.

In particular, if we fix a basis for $C^{j}$ as a left $\mathbb{Z}[\Lambda]$-module, $\Delta_{j}$ is given by right multiplication by a unique matrix with entries in $\mathbb{Z}[\Lambda]$. We do indeed fix such bases, and, in what follows, regard $\Delta_{j}$ as an element of $\operatorname{Mat}_{n_{j}}(\mathbb{Z}[\Lambda])$.

## 7.2.

Let us discuss, first of all, the simple case where $\Lambda=\mathbb{Z}^{m}, \Lambda_{N}=N \mathbb{Z}^{m}$.
$\ell^{2}$-acyclicity.. For $\left(z_{1}, \ldots, z_{m}\right) \in\left(\mathbb{C}^{\times}\right)^{m}$, let $\Delta_{j}(z) \in \operatorname{Mat}_{n_{j}}(\mathbb{C})$ be obtained from $\Delta_{j}$ via the homomorphism $\left(n_{1}, \ldots, n_{m}\right) \in \Lambda \mapsto \prod_{i} z_{i}^{n_{i}}$. We say that $\widehat{K}$ is $\ell^{2}$-acyclic if $\operatorname{det} \Delta_{j}(z)$ - which is always a polynomial in $z_{i}^{ \pm 1}-$ is not identically vanishing for any $j$. (This condition is equivalent to the vanishing of the reduced $\ell^{2}$-cohomology.)

Note that

$$
\operatorname{dim} H^{j}\left(K_{N}, \mathbb{C}\right)=\sum_{\mathbf{z}^{N}=1} \operatorname{dim} \operatorname{ker} \Delta_{j}(z)
$$

The set of roots of unity contained in the zero locus of ker $\Delta_{j}$ is contained in a finite union of translates of proper subtori of $\left(S^{1}\right)^{m}$ (this is a simple example of a 'Manin-Mumford' phenomenon; see [23] for a discussion of this in topological context) so it follows that, if $\widehat{K}$ is $\ell^{2}$-acyclic, then

$$
\begin{equation*}
\operatorname{dim} H^{j}\left(K_{N}, \mathbb{C}\right) \leqslant A N^{m-1} \tag{7.2.1}
\end{equation*}
$$

the constant $A$ depending only on $K$.
$\ell^{2}$-torsion.. We define it as

$$
\begin{equation*}
\tau^{(2)}(\widehat{K} ; \Lambda):=\sum_{j}(-1)^{j+1} j \int_{\mathbf{z} \in\left(S^{1}\right)^{m}} \log \left|\operatorname{det} \Delta_{j}(\mathbf{z})\right| d \mathbf{z} \tag{7.2.2}
\end{equation*}
$$

the integral being taken with respect to the invariant probability measure on the compact torus ( $\left.S^{1}\right)^{m}$.

For example, let $k$ be an oriented knot with exterior $V=\mathbb{S}^{3}-\operatorname{int} N(k)$, where $N(k)$ is a regular neighbourhood of $k$. The meridianal generator of the knot group $\pi_{1}\left(\mathbb{S}^{3}-k\right)$ represents a distinguished generator $t$ for its abelianization. We identify this generator with the standard generator 1 of $\mathbb{Z}$. Fix $K$, a triangulation of $V$, as a finite polyhedron and let $\widehat{K}$ be its maximal abelian cover corresponding to the kernel of $\pi_{1}(\mathbb{S}-k) \rightarrow \mathbb{Z}$. Let $\Delta$ be the Alexander polynomial of $k$. It is never identically vanishing and $\widehat{K}$ is $\ell^{2}$-acyclic; see [52] for more details. It is well known (see e.g. [44, (8.2)]) that

$$
\begin{equation*}
\tau^{(2)}(\widehat{K} ; \mathbb{Z})=-\log M(\Delta) \tag{7.2.3}
\end{equation*}
$$

Theorem 7.3 (Growth of torsion and regulators in abelian covers). With the notation as above, suppose that $\widehat{K}$ is $\ell^{2}$-acyclic. Then

$$
\begin{equation*}
\frac{\log R^{i}\left(K_{N}\right)}{\left[\Lambda: \Lambda_{N}\right]} \rightarrow 0, \quad 0 \leqslant i \leqslant \operatorname{dim}(K) . \tag{7.3.1}
\end{equation*}
$$

Moreover, if $m=1$, we have

$$
\begin{equation*}
\frac{\log T\left(K_{N}\right)}{\left[\Lambda: \Lambda_{N}\right]} \rightarrow-\tau^{(2)}, \tag{7.3.2}
\end{equation*}
$$

where the $\tau^{(2)}$ is the $\ell^{2}$-torsion.
Applied to cyclic covers of a knot complement, Theorem 7.3 translates into the theorem of Silver and Williams [65] mentioned in the introduction. It is possible to prove a version of (7.3.2) for $m>1$ replacing lim by lim sup but it is a bit more subtle (see $[43,59]$ ); also, one can establish $(7.3 .2)$ for general $m$ if we suppose that each det $\Delta_{j}$ is everywhere nonvanishing on $\left(S^{1}\right)^{m}$, this being the analog of 'strongly acyclic'.

Proof. Equation (7.3.1) follows from the subsequent Proposition 7.4, taking into account (7.2.1) and the fact that $\Lambda / \Lambda_{N}$ is abelian.

Now apply (2.2.4) and (2.2.5). They imply, together, that

$$
\log \left(\frac{\prod_{i}^{*} R^{i}\left(K_{N}\right)}{T\left(K_{N}\right)}\right)=\frac{1}{2} \sum_{j}(-1)^{j+1} j\left(\sum_{\zeta^{N}=1} \log \operatorname{det}^{\prime} \Delta_{j}(\zeta)\right) .
$$

Equation (7.3.2) then follows from (2.5.3):
Write $\Delta_{j}(z)=a \prod_{j}\left(z-z_{j}\right)$. Note that $z \mapsto \operatorname{det} \Delta_{j}(z)$ is nonnegative on the unit circle and has only finitely many zeros amongst roots of unity, so

$$
\sum_{\zeta^{N}=1} \log \operatorname{det}^{\prime} \Delta_{j}(\zeta)-N \log a-\sum_{z_{j}^{N} \neq 1} \log \left|z_{j}^{N}-1\right|
$$

is bounded as $N \rightarrow \infty$. Thereby, $\frac{1}{N} \sum_{\zeta^{N}=1} \log \operatorname{det}^{\prime} \Delta_{j}(\zeta)$ approaches $\log a+\sum_{j} \log ^{+}\left|z_{j}\right|$, which is the integral of $\log \operatorname{det} \Delta_{j}(z)$ over $S^{1}$.

Proposition 7.4. Let $\delta_{N}$ be the sums of squares of all the dimensions of $\Lambda / \Lambda_{N}$-representations occurring in $H^{i}\left(K_{N}, \mathbb{C}\right)$ (counted without multiplicity). Then,

$$
\left|\frac{\log R^{i}}{\delta_{N}}\right| \leqslant A \log \left[\Lambda: \Lambda_{N}\right]+B
$$

the constants $A, B$ depending only on $K$.
Note that the proposition does not require $\Lambda / \Lambda_{N}$ to be abelian. The basic idea is to use the action of $\Lambda / \Lambda_{N}$ to split the cochain complex of $K_{N}$ into two pieces: an acyclic piece, and a piece contributing all the cohomology. Under favourable circumstances, the
latter piece is small, and it follows that $R^{i}$ is small. In practice, we cannot literally split the complex into a direct sum of $\mathbb{Z}$-subcomplexes; nonetheless, we can do so to within a controlled error.

More specifically, the proof will follow from the string of subsequent lemmas: the bound $\frac{\log R^{i}}{\delta_{N}} \geqslant \cdots$ follows by specializing Lemma 7.5 to the case of the cochain complex of $K_{N}$; the inequality $-\frac{\log R^{i}}{\delta_{N}} \geqslant \cdots$ follows from applying that lemma to the dual complex and using Lemma 7.6.

We say that a metrized lattice is integral if the inner product $\langle-,-\rangle$ takes integral values on $L$. Note that a sublattice of an integral lattice is also integral.

Lemma. Any integral lattice has volume $\geqslant 1$.
Lemma. Let $f: A_{1} \rightarrow A_{2}$ be a map of integral lattices of dimensions $\leqslant n$. Suppose that every singular value of $f$ is $\leqslant M$, where we suppose that $M \geqslant 1$. Then,

$$
1 \leqslant \operatorname{vol}(\operatorname{ker} f) \leqslant \operatorname{vol}\left(A_{1}\right) M^{n}
$$

and the same inequality holds for vol(imagef).
Proof. This follows from the prior lemma and (2.1.1).
Lemma. Let $A^{*}$ be a complex, as in (2.2.1). Suppose that every $A^{i}$ is an integral metrized lattice (not necessary of volume 1). Let $v>1, M>1, D$ be such that:
(1) Each $A^{i} \otimes \mathbb{Q}$ has a basis consisting of elements of $A^{i}$ of length $\leqslant \nu$.
(2) $\operatorname{dim}\left(A^{i}\right) \leqslant D$ for all $i$.
(3) All differentials $d_{i}: A^{i} \rightarrow A^{i+1}$ have all singular values $\leqslant M$.

Then,

$$
\begin{equation*}
R^{i}\left(A^{*}\right) \geqslant(M \nu)^{-D} \tag{7.4.1}
\end{equation*}
$$

Proof. Hadamard's inequality implies that $\operatorname{vol}\left(A^{i}\right) \leqslant v^{D}$ (indeed, if $x_{1}, \ldots, x_{r} \in A^{i}$ form a $\mathbb{Q}$-basis, then $\operatorname{vol}\left(A^{i}\right) \leqslant\left\|x_{1} \wedge \cdots \wedge x_{r}\right\|$, whence the result). The result follows from the prior lemma and (2.2.3).

Lemma 7.5. With notation as in the prior lemma, let $G$ be a finite group of order $|G|$ acting ${ }^{17}$ on $A^{*}$. Let $\Xi$ be the set of all characters of all irreducible $G$-representations that occur in $H^{i}\left(A^{*} \otimes \mathbb{C}\right)$ and let $D$ be the dimension of the $\Xi$-isotypical subspace of $A^{i}$. Then

$$
R^{i}\left(A^{*}\right) \geqslant\left(M v|G|^{5}\right)^{-D}
$$

Proof. Set

$$
e_{\Xi}=\sum_{\chi \in \Xi} \chi(1) \sum_{g \in G} \overline{\chi(g)} g \in \mathbb{C}[G] .
$$

${ }^{17}$ We understand this to mean that the action on $A^{*} \otimes \mathbb{R}$ is isometric.

Then, in fact, $e_{\Xi} \in \mathbb{Z}[G]$ : its coefficients are algebraic integers that are fixed under Galois conjugacy. Moreover, $e_{\Xi}^{2}=|G| e_{\Xi}$; indeed, $e_{\Xi} /|G|$ realizes a projection onto the $\Xi$-isotypic space of any $G$-representation.

Since $|\chi(g)| \leqslant|G|$ for all $g,|\Xi| \leqslant|G|$, and each $g \in G$ acts isometrically on $A^{*}$, we see that $e_{\Xi}$ acting on $A^{*}$ increases norms by at most $|G|^{4}$.

Let $\pi: A^{*} \rightarrow A^{*}$ be the endomorphism induced by $e_{\Xi}$; let $B^{*}$ be the image of $\pi$, and $\iota: B^{*} \hookrightarrow A^{*}$ the inclusion. Any 'harmonic form' in $A^{*} \otimes \mathbb{R}$ is fixed by the projection $e_{\Xi} /|G|$ and so belongs to $B^{*} \otimes \mathbb{R}$. Therefore $\iota$ induces an isometric isomorphism

$$
\iota_{* \mathbb{R}}: H^{*}\left(B^{*}, \mathbb{R}\right) \rightarrow H^{*}\left(A^{*}, \mathbb{R}\right)
$$

We are going to show that $\iota_{* \mathbb{R}} \pi_{* \mathbb{R}}-$ an endomorphism of $H^{*}\left(A^{*}, \mathbb{R}\right)$ - is multiplication by $|G|$. Indeed, let $x \in A^{j}$ be a cycle, so $d x=0$. There exists a cycle $y \in B^{j} \otimes \mathbb{R}$ such that $\iota y=x+d z$, for some $z \in A^{j-1} \otimes \mathbb{R}$. Write $[x],[y]$ for the corresponding cohomology classes with real coefficients, so $\iota_{* \mathbb{R}}[y]=[x]$. Now $\iota_{* \mathbb{R}} \pi_{* \mathbb{R}}[x]$ equals $\iota_{* \mathbb{R}} \pi_{* \mathbb{R}} \iota_{* \mathbb{R}}[y]=|G| \iota_{* \mathbb{R}}[y]=$ $|G| \cdot[x]$. The claim follows.

This implies that the image of $|G| \cdot H^{i}\left(A^{*}, \mathbb{Z}\right)$ inside $H^{i}\left(A^{*}, \mathbb{R}\right)$ is contained in the image of $H^{i}\left(B^{*}, \mathbb{Z}\right)$ inside $H^{i}\left(B^{*}, \mathbb{R}\right) \xrightarrow{\sim} H^{i}\left(A^{*}, \mathbb{R}\right)$. Thus,

$$
\begin{equation*}
R^{i}\left(A^{*}\right) \geqslant|G|^{-\operatorname{dim} H^{i}} R^{i}\left(B^{*}\right) \tag{7.5.1}
\end{equation*}
$$

By definition of $B^{i}$ as the image of the endomorphism $\pi$, which increases norms by at most $|G|^{4}, B^{i} \otimes \mathbb{Q}$ is generated as a $\mathbb{Q}$-vector space by elements of $B^{i}$ of length $\leqslant|G|^{4} \nu$. Finally, $\operatorname{dim} B^{i} \leqslant D$. Combining (7.5.1) and (7.4.1) gives the desired conclusion.

Lemma 7.6. Let $A^{*}$ be a complex, as in (2.2.1), and let $\widehat{A^{*}}$ be the dual complex

$$
0 \leftarrow \widehat{A}^{0} \leftarrow \widehat{A}^{1} \leftarrow \cdots
$$

where $\widehat{A^{j}}=\operatorname{Hom}\left(A^{j}, \mathbb{Z}\right)$, endowed with the dual metric. Then the regulator $\widehat{R}^{j}$ of $\widehat{A^{*}}$ satisfies

$$
\widehat{R}^{j} \cdot R^{j}=1 .
$$

Proof. In fact, the pairing between $A^{j}$ and $\widehat{A}^{j}$ induces a perfect pairing between the cohomology groups of $A^{*} \otimes \mathbb{C}$ and $\widehat{A^{*}} \otimes \mathbb{C}$, and the image of the cohomology of $A^{*}$ and $\widehat{A^{*}}$ projects to lattices in perfect pairing with respect to this duality.

We have now concluded the proof of Theorem 7.3; let us describe an application.
Corollary 7.7. Let $V$ be a compact 3 -manifold which fibres over the circle. Let $S$ be a fibre, $f: S \rightarrow S$ the monodromy map and $P_{f}$ the characteristic polynomial of the linear map induced by $f$ on $H_{1}(S)$. The fibration over the circle induces a map $\pi_{1}(V) \rightarrow \mathbb{Z}$. We denote by $V_{N}$ the corresponding $N$-fold covering of $V$. Then,

$$
\lim _{N \rightarrow+\infty} \frac{\log \left|H_{1}\left(V_{N}\right)_{\text {tors }}\right|}{N}=\log M\left(P_{f}\right) .
$$

Proof. It is a theorem of Lück [49, Theorem 1.40] that the infinite cyclic cover $\widehat{V}$ associated with $\pi_{1}(V) \rightarrow \mathbb{Z}$ is $\ell^{2}$-acyclic. We may thus apply Theorem 7.3. Here - as
in the case of knot complements - the $\ell^{2}$-torsion of $\widehat{V}$ is equal to $-\log M(\Delta)$ where $\Delta$ - the natural generalization of the Alexander polynomial - is equal to $P_{f}$. This proves the corollary.

### 7.8. Asymptotics of torsion

We now work with general $\Lambda$. It is possible to define the combinatorial $\ell^{2}$-torsion $\tau^{(2)}(\widehat{K} ; \Lambda)$ of $\widehat{K}$ in a manner generalizing (7.2.2) in the case $\Lambda=\mathbb{Z}$.

Question. Suppose that $\widehat{K}$ has trivial $\ell^{2}$-homology; under what circumstances does the sequence

$$
\frac{\log T\left(K_{N}\right)}{\left[\Gamma: \Gamma_{N}\right]}
$$

converge to $-\tau^{(2)}(\widehat{K} ; \Lambda)$ as $N \rightarrow+\infty$ ?
This is true if $\widehat{K}$ is 'strongly acyclic', in that the eigenvalues of each $\Delta_{j}$ on each $K_{N}$ are uniformly separated from zero. We do not know of any example where this is so besides those already discussed.

## 8. Examples

### 8.1. The existence of strongly acyclic bundles

Let the notation be as in Theorem 1.4. We shall prove that strongly acyclic bundles always exist when $\delta=1$.

Let $\mathbf{T} \subset \mathbf{G}$ be a maximal torus. Let $E$ be a Galois extension of $\mathbb{Q}$ splitting $\mathbf{T}$. Let $\mathbf{T}_{E}=\mathbf{T} \times \mathbb{Q} E$, and let $X^{*}$ (resp. $X_{+}^{*}$ ) be the character lattice of $\mathbf{T}_{E}$ (resp. the dominant characters). With each $x \in X_{+}^{*}$ there is associated a unique irreducible representation of $\mathbf{G} \times{ }_{\mathbb{Q}} E$, denoted as $\rho_{x}$, with highest weight $x$. There is an associated homomorphism

$$
\mathbf{G} \rightarrow \operatorname{Res}_{E / \mathbb{Q}} \mathrm{GL}\left(W_{x}\right) \hookrightarrow \operatorname{GL}\left(\operatorname{Res}_{E / \mathbb{Q}} W_{x}\right),
$$

where, by $\operatorname{Res}_{E / \mathbb{Q}} W_{x}$, we mean $W_{x}$ considered as a $\mathbb{Q}$-vector space.
Let $\tilde{\rho}_{x}$ be this representation of $\mathbf{G}$ on $\tilde{W}_{x}:=\operatorname{Res}_{E / \mathbb{Q}} W_{x}$. Then $\tilde{W}_{x} \otimes_{\mathbb{Q}} \mathbb{C}$ decomposes into irreducible $\mathbf{G}(\mathbb{C})$-representations; their highest weights are obtained from $x$ by applying the various embeddings $E \hookrightarrow \mathbb{C}$.

We claim that, as long as $x \in X_{+}^{*}$ avoids a finite union of proper hyperplanes, any stable $\mathbb{Z}$-lattice in $\tilde{W}_{x}$ will be strongly acyclic.

In fact, the complexified Cartan involution induces a certain $W$-coset $\mathcal{W} \subset$ $\operatorname{Aut}\left(X^{*}\left(\mathbf{T}_{\mathbb{C}}\right)\right)$ : pick any Cartan-stable maximal torus $\mathbf{T}^{\prime}$ of $\mathbf{G}$ defined over $\mathbb{R}$; the complexified Cartan involution induces an automorphism of $X^{*}\left(\mathbf{T}_{\mathbb{C}}^{\prime}\right)$, and the latter is identified with $X^{*}\left(\mathbf{T}_{\mathbb{C}}\right)$, uniquely up to the action of a Weyl element. According to the lemma below, each $\omega \in \mathcal{W}$ acts nontrivially. Now, by Lemma 4.1, we may take the 'finite union of hyperplanes' to be the preimages of the $\{\operatorname{fix}(\omega): \omega \in \mathcal{W}\}$ under the various maps $X^{*} \rightarrow X^{*}\left(\mathbf{T}_{\mathbb{C}}\right)$ induced by the various embeddings $E \hookrightarrow \mathbb{C}$.

Lemma. Suppose that $\delta=1$. Let $\theta: \mathfrak{g} \rightarrow \mathfrak{g}$ be (the complexification of) a Cartan involution. Let $\mathfrak{t}$ be any $\theta$-stable Cartan subalgebra. Then the action of $\theta$ on $\mathfrak{t}$ does
not coincide with any Weyl element. In particular, $\theta$ acts nontrivially on the set of isomorphism classes of irreducible $\mathfrak{g}$-modules.

Proof. It suffices to check the case where $\mathfrak{g}_{\mathbb{R}}$ is isomorphic to one of the simple real Lie algebras $\mathfrak{s l}_{3}$ and $\mathfrak{s o}(p, q)$ for $p q$ odd. Now suppose that the assertion is false; we may multiply $\theta$ by an inner automorphism to obtain $\theta^{\prime}$ which acts trivially on $\mathfrak{t}$ and on every positive simple root space. Using the Killing form, we deduce that the action of $\theta^{\prime}$ on every negative simple root space is trivial. Since these, together, generate $\mathfrak{g}$, we conclude that $\theta^{\prime}$ is trivial, and $\theta$ was inner: a contradiction, for in both cases the Cartan involution is not inner.

For example, if $\mathbf{G}$ is given by the units in a nine-dimensional division algebra $D$ over $\mathbb{Q}$, then a congruence lattice in $\mathbf{G}$ is given by $\mathfrak{o}_{D}^{\times}$, the units in a maximal order of $D$; and a strongly acyclic $\mathfrak{o}_{D}^{\times}$-module is given by $\mathfrak{o}_{D}$ itself. Indeed, in this case - taking for $E$ a cubic extension of $\mathbb{Q}$ that splits $D$ - the representation ' $\tilde{W}_{X} \otimes \mathbb{C}$ ', with the notation as previously, is the sum of three standard representations of $\mathbf{G}(\mathbb{C}) \cong \mathrm{SL}_{3}(\mathbb{C})$; moreover, the isomorphism class of the standard representation is not fixed by the Cartan involution; it is interchanged with its dual.

### 8.2. Hyperbolic 3-manifolds and the adjoint bundle

There is a particularly interesting strongly acyclic bundle that exists for certain arithmetic hyperbolic 3-manifolds:

Let $B$ be a quaternion division algebra over an imaginary quadratic field, and $\mathfrak{o}_{B}$ a maximal order. Then $\mathfrak{o}_{B}^{\times}$embeds into $\mathrm{PGL}_{2}(\mathbb{C})$, and acts on $\mathbb{H}^{3}$; let $M$ be the quotient, and $\tilde{M}$ any covering of $M$.

Let $L$ be the set of elements in $\mathfrak{o}_{B}$ of trace 0 , considered as a $\pi_{1}(M)$-module via conjugation. Then $H^{1}(\tilde{M}, L \otimes \mathbb{C})=0$. This is a consequence of Weil local rigidity. In fact, the module $L$ is strongly acyclic, and applying the proof of the theorem reveals that

$$
\begin{equation*}
\frac{\log \left|H_{1}(\tilde{M}, L)\right|}{\operatorname{vol}(\tilde{M})} \longrightarrow \frac{13}{6 \pi} \tag{8.2.1}
\end{equation*}
$$

This has the following consequence: although the defining representation $\pi_{1}(\tilde{M}) \rightarrow$ $\mathrm{SL}_{2}$ does not deform over the complex numbers, it does deform modulo $p$ for many $p$ : indeed, if $p$ divides the order of $H_{1}\left(\pi_{1}(M), L\right)$, this means precisely that there is a nontrivial map

$$
\pi_{1}(M) \rightarrow \mathrm{SL}_{2}\left(\mathbb{F}_{p}[t] / t^{2}\right)
$$

It would be interesting if the existence of 'many' such quotients shed any light on the conjectural failure of property $\tau$; cf. [47].

Remark. For any compact hyperbolic manifold $M$, we may consider the three-dimensional flat complex bundle defined by composing $\rho: \pi_{1}(M) \rightarrow \mathrm{SL}_{2}(\mathbb{C})$, defining the hyperbolic structure, with the adjoint action of $\mathrm{SL}_{2}(\mathbb{C})$. Again, the corresponding local system is acyclic. However, in general, this representation does not
have an integral structure. It can sometimes be defined over the ring of integers of a number field larger than $\mathbb{Q}$; but the resulting local system of $\mathbb{Z}$-modules is not strongly acyclic.

### 8.3. Lifting torsion: hyperbolic $\boldsymbol{n}$-manifolds, $\boldsymbol{n}>\mathbf{3}$

Combined with geometric techniques, one may use Theorem 1.4 to obtain torsion even in certain (nonarithmetic, nonexhaustive) sequences with $\delta=0$.

Let $F$ be a totally real number field and $(V, q)$ be an anisotropic quadratic space over $F$, of signature $(n, 1)$ over one infinite place and definite over all other infinite places. Let $U \subset V$ be a $F$-rational nondegenerate subspace of signature $(3,1)$ over one place at infinity. Let $\sigma$ denote the involutive linear map from $V$ to itself which acts as the identity on $U$ and as minus the identity on $U^{\perp}$.

It is proved in [5] that there exists a - possibly noncongruence - lattice $\Gamma \subset \mathrm{SO}(q, F)$ such that $\Gamma$ retracts onto $\Gamma^{\sigma}$. We denote by

$$
r: \Gamma \rightarrow \Gamma^{\sigma}
$$

the retraction.
The group $\Gamma^{\sigma}$ is a lattice in $\mathrm{SO}(U) \cong \mathrm{SO}_{3,1}$. We let $(L, \rho)$ be a strongly acyclic $\mathbb{Z}\left[\Gamma^{\sigma}\right]$-module. Composing $\rho$ with the retraction $r$ turns $L$ into a $\mathbb{Z}[\Gamma]$-module that we still denote as $\tilde{L}$. It is not arithmetic.

Proposition. (1) There exists a decreasing sequence of finite index subgroups $\Gamma_{N} \leqslant \Gamma$ such that $\left|H_{1}\left(\Gamma_{N}, \tilde{L}\right)_{\text {tors }}\right|$ grows exponentially with $\left[\Gamma: \Gamma_{N}\right]$.
(2) There exists a decreasing sequence of finite index subgroups $\Gamma_{N} \leqslant \Gamma$ such that $\bigcap_{N} \Gamma_{N}=\{1\}$ and

$$
\liminf \frac{\log \left|H_{1}\left(\Gamma_{N}, \tilde{L}\right)_{\text {tors }}\right|}{\operatorname{vol}\left(\Gamma_{N}^{\sigma} \backslash \mathbb{H}^{3}\right)}>0
$$

Proof. (1) Theorem 1.4 implies that $\Gamma^{\sigma}$ contains a decreasing sequence of finite index subgroups $\Gamma_{N}^{\sigma} \leqslant \Gamma^{\sigma}$ such that $\left|H_{1}\left(\Gamma_{N}^{\sigma}, L\right)_{\text {tors }}\right|$ grows exponentially with the index [ $\Gamma^{\sigma}: \Gamma_{N}^{\sigma}$ ]. Let $\Gamma_{N}$ be the preimage of $\Gamma_{N}^{\sigma}$ by the retraction map $r$. Then

$$
H_{1}\left(\Gamma_{N}, \tilde{L}\right) \rightarrow H_{1}\left(\Gamma_{N}^{\sigma}, L\right)
$$

and the conclusion follows.
(2) Let $\Gamma_{N} \leqslant \Gamma$ be any decreasing sequence of finite index subgroups such that $\bigcap_{N} \Gamma_{N}=\{1\}$. It follows from [5] that the map $r$ induces a virtual retraction from $\Gamma_{N}$ onto $\Gamma_{N}^{\sigma}=\Gamma_{N} \cap \Gamma^{\sigma}$. Replacing each $\Gamma_{N}$ by a finite index subgroup, we may thus assume that the retraction map $r$ induces a retraction from $\Gamma_{N}$ onto $\Gamma_{N}^{\sigma}$. This yields injections:

$$
H_{1}\left(\Gamma_{N}^{\sigma}, L\right) \hookrightarrow H_{1}\left(\Gamma_{N}, \tilde{L}\right) .
$$

Now $\bigcap_{N} \Gamma_{N}^{\sigma}=\{1\}$ and $L$ is strongly acyclic. So Theorem 1.4 implies that

$$
\lim \inf \frac{\log \left|H_{1}\left(\Gamma_{N}^{\sigma}, L\right)_{\mathrm{tors}}\right|}{\operatorname{vol}\left(\Gamma_{N}^{\sigma} \backslash \mathbb{H}^{3}\right)}>0
$$

Note that in case (1), the intersection $\bigcap_{N} \Gamma_{N}$ is nontrivial. It is equal to the kernel of $r$. Case (2) is reminiscent from the results of Borel, Labesse and Schwermer [9] who construct nontrivial cohomology classes for some series of examples of arithmetic groups as lifts from discrete series in a smaller group.

### 8.4. The hyperbolic plane; Shimura varieties

In the case $G=\mathrm{SL}_{2}(\mathbb{R})$, any torsion-free lattice $\Gamma \leqslant G$ has torsion-free cohomology; indeed, the homology of $\Gamma$ is identified with the homology of the Riemann surface $\Gamma \backslash \mathbb{H}^{2}$.

More generally, it is believed that the cohomology of Shimura varieties (all of which have $\delta=0$; for example, $\mathbf{G}=\operatorname{Sp}_{n}(\mathbb{R})$, or $\mathbf{G}=\mathrm{O}(2 n, m)$, or $\left.\mathbf{G}=U(n, m)\right)$ should have very little torsion - precise statements in a related vein are proposed in [17].

Evidence in this direction is provided by [12, 25].

### 8.5. Good groups

Following Serre [64], we say that a group $G$ is good $^{18}$ if the homomorphism of cohomology groups $H^{n}(\widehat{G}, M) \rightarrow H^{n}(G, M)$ induced by the natural homomorphism $G \rightarrow \widehat{G}$ of $G$ to its profinite completion $\widehat{G}$ is an isomorphism for all $n$ and every finite $G$-module $M$.

Recall two simple facts; see [64, Exercices 1 and 2(b), p. 13].
(1) Goodness is preserved by commensurability.
(2) If $E / N$ is an extension of a good group $G$ by a good group $N$ such that the cohomology groups $H^{q}(N, M)$ are finite for all $q(q \in \mathbb{N})$ and all finite $E$-modules $M$, then $E$ is good.

If a lattice $\Gamma$ is good then the projective limit

$$
\underset{\Gamma^{\prime}}{\lim } H^{j}\left(\Gamma^{\prime}, \mathbb{Z} / n \mathbb{Z}\right)
$$

over all its finite index subgroups $\Gamma^{\prime}$ is always zero; in other terms, given any class $\alpha \in H^{j}(\Gamma, M)$ there exists a finite index subgroup $\Gamma_{0} \leqslant \Gamma$ such that $\alpha \mid \Gamma_{0}$ is trivial.

Arithmetic lattices which satisfy the congruence subgroup property (CSP) are not good. On the other hand, Thurston has conjectured that lattices in $\mathrm{SL}_{2}(\mathbb{C})$ are commensurable with the fundamental group of a 3-manifold fibring over the circle. Such a group is an extension of $\mathbb{Z}$ by either a free group or a surface group. Since these groups are good, it would follow from Thurston's conjecture (and the above two simple facts) that lattices in $\mathrm{SL}_{2}(\mathbb{C})$ are good.

Now, on the one hand it is known [41] that the fundamental group of a hyperbolic 3 -manifold whose finite index normal subgroups all have finite abelianization (if such a hyperbolic manifolds exists!) is good. And on the other hand, in [1] Agol introduces a new residual condition (RFRS) under which he proves Thurston's conjecture.

[^5]Commonly occurring groups which are at least virtually RFRS include surface groups and subgroups of (abstract) right angled reflection groups. Since it follows from $[5,6]$ that arithmetic hyperbolic groups with a nonzero first Betti number are virtual subgroups of (abstract) right angled reflection groups, one gets: ${ }^{19}$

Arithmetic lattices of $\mathrm{SL}_{2}(\mathbb{C})$ are good.

### 8.6. Slow growth of coinvariants

In this section we show (in a special case) - in the notation of Theorem 1.4 - that the growth of the orders of $H_{0}\left(\Gamma_{N}, M\right)_{\text {tors }}$ and $H_{\operatorname{dim}(S)-1}\left(\Gamma_{N}, M\right)_{\text {tors }}$ is at most polynomial in the index. This is compatible with Conjecture 1.3, although it is too easy a case to be serious evidence in that direction; we include it largely for completeness.

We carry this out for a specific family of congruence subgroups; it is very likely that a similar result holds in greater generality. Suppose that $\mathbf{G}, M$ are as in that theorem, $\Gamma$ a congruence subgroup of $\mathbf{G}(\mathbb{Q})$, and $\rho$ the representation of $\mathbf{G}$ on $M \otimes \mathbb{Q}$. We suppose that $\rho$ is faithful, that it has no trivial factors, and that $\Gamma$ is Zariski-dense in $\mathbf{G}$. These conditions guarantee that $H_{0}\left(\Gamma^{\prime}, M\right)$ is torsion for any finite index subgroup $\Gamma^{\prime} \leqslant \Gamma$.

Consider the family of congruence subgroups

$$
\Gamma(N):=\Gamma \cap \rho^{-1}(1+N \operatorname{End}(M)),
$$

where we regard $1+N \operatorname{End}(M)$ as a (principal congruence) subgroup of GL( $M$ ). Under these circumstances we show that:
The orders of the (finite) groups $H_{0}(\Gamma(N), M)$ and $H_{\operatorname{dim}(S)-1}(\Gamma(N), M)$ are bounded by a polynomial in $N$.

We shall prove the result concerning $H_{0}$, the result about $H_{\operatorname{dim}(S)-1}$ following by a dual argument. Note that shrinking $\Gamma$ can only increase the size of $H_{0}$; we begin by replacing $\Gamma$ by a finite index subgroup so that its closure in $\mathbf{G}\left(\mathbb{A}_{f}\right)$ is a product group, i.e., of the form $\prod_{p} K_{p}$, with $K_{p} \subset \mathbf{G}\left(\mathbb{Q}_{p}\right)$ a compact subgroup.

Considering the exact sequence $H_{0}(\Gamma(N), M) \xrightarrow{x \ell^{r}} H_{0}(\Gamma(N), M) \rightarrow H_{0}\left(\Gamma(N), M / \ell^{r} M\right)$ we see that

$$
\begin{equation*}
\left|H_{0}(\Gamma(N), M)\right|=\prod_{\ell}\left|H_{0}\left(K_{\ell}[N], M \otimes \mathbb{Z}_{\ell}\right)\right| . \tag{8.6.1}
\end{equation*}
$$

Here, $K_{\ell}[N]=\rho\left(K_{\ell}\right) \cap 1+N \operatorname{End}\left(M \otimes \mathbb{Z}_{\ell}\right)$. In particular, $K_{\ell}[N]=K_{\ell}[1]$ if $\ell$ does not divide $N$. Consequently,

$$
\begin{equation*}
\left|H_{0}(\Gamma(N), M)\right| \leqslant\left|H_{0}(\Gamma(1), M)\right| \cdot \prod_{\ell \mid N}\left|H_{0}\left(K_{\ell}[N], M \otimes \mathbb{Z}_{\ell}\right)\right| \tag{8.6.2}
\end{equation*}
$$

Fix now a prime $\ell$ dividing $N$. Let $s$ be the $\ell$-valuation of $N$ if $\ell$ is odd; if $\ell=2$, let $s=\max (3,2$-valuation of $N)$. Note that $K_{\ell}[N] \supseteq K_{\ell}\left[\ell^{s}\right]$.

Let $\mathfrak{g}$ be the Lie algebra of $\rho(\mathbf{G})$; we identify it with a subspace of $\operatorname{End}\left(M_{\mathbb{Q}}\right)$, and, because $\rho$ has no invariant subspaces, $\mathfrak{g} M_{\mathbb{Q}}=M_{\mathbb{Q}}$. (Here we write $\mathfrak{g} M_{\mathbb{Q}}$ for the image
${ }^{19}$ A particular case is proved in [34].
of the action map $\mathfrak{g} \times M_{\mathbb{Q}} \rightarrow M_{\mathbb{Q}}$; we use similar notation in what follows.) Write $\mathfrak{g}_{\mathbb{Z}}=\mathfrak{g} \cap \operatorname{End}(M)$. Then the index of $\left[M: \mathfrak{g}_{\mathbb{Z}} M\right]$ is finite.

Set $\mathfrak{g}\left[\ell^{s}\right]=\mathfrak{g} \cap \ell^{s} \operatorname{End}(M)$ and $M_{\ell}=M \otimes \mathbb{Z}_{\ell}$. Let $U_{\ell}$ be the space spanned by $\left\{g v-v: g \in K_{\ell}\left[\ell^{s}\right], v \in M_{\ell}\right\}$. We claim that

$$
U_{\ell} \supset\left\{X v: X \in \mathfrak{g}\left[\ell^{s}\right], v \in M_{\ell}\right\} .
$$

Indeed, given $X \in \mathfrak{g}\left[\ell^{s}\right]$, set $g=\exp (X)=\sum_{i \geqslant 0} \frac{X^{i}}{i!} \in \mathrm{GL}\left(M_{\ell}\right)$; the series converges in $\operatorname{End}\left(M_{\ell}\right)$. One checks that in fact $g \in K_{\ell}\left[\ell^{s}\right]$. Then, for $v \in M_{\ell}$,

$$
X v=\sum_{i \geqslant 1}(-1)^{i} \frac{(g-1)^{i} v}{i}=(g-1)\left(\sum_{i \geqslant 1}(-1)^{i} \frac{(g-1)^{i-1} v}{i}\right) .
$$

Since $\frac{(g-1)^{i-1} v}{i} \in M_{\ell}$ for each $i \geqslant 1$, we see indeed that $X v \in U_{\ell}$. Since $H_{0}\left(K_{\ell}[N], M\right)$ is isomorphic to a quotient of $M / U_{\ell}$, we deduce that

$$
\left|H_{0}(\Gamma(N), M)\right| \leqslant\left|H_{0}(\Gamma(1), M)\right| \cdot(8 N)^{\operatorname{rank}(M)^{2}} \cdot\left[M: \mathfrak{g}_{\mathbb{Z}} M\right] .
$$

## 9. Questions

### 9.1. Trivial coefficients

For simplicity, we confine ourselves to hyperbolic 3-manifolds and phrase our results in terms of homology, since in this case the interesting torsion is in $H_{1}$, which is simply the abelianized fundamental group.

If one considers trivial coefficients, the Cheeger-Müller theorem expresses the product

$$
\left|H_{1}(M, \mathbb{Z})_{\mathrm{tors}}\right| \cdot R
$$

as a regularized Laplacian determinant; here $R$ is defined as follows: take $\omega_{1}, \ldots, \omega_{N}$ an $L^{2}$-basis of harmonic 1 -forms, $\gamma_{1}, \ldots, \gamma_{N}$ a basis for $H_{1}(M, \mathbb{Z})$, and put $R:=$ $\operatorname{det}\left(\int_{\gamma_{i}} \omega_{j}\right)_{1 \leqslant i, j \leqslant N}^{-2}$.

Thus, to understand whether or not the torsion grows, we need to understand whether or not the quantity $R$ can be very large - in particular, can it be exponentially large in the volume of $M$ ? (Note, however, that even a complete understanding of $R$ would not settle the question of torsion growth; there remains the closely related and extremely difficult issue of small eigenvalues of the Laplacian).

In general, we see no reason that $R$ should be small. However, in the arithmetic case, numerical experiments suggest that $H_{1}(M, \mathbb{Z})_{\text {tors }}$ is large whether or not the $H_{1}(M, \mathbb{Q})$ is zero. Moreover, we saw in the combinatorial case (Lemma 7.5) that one may prove upper bounds for (combinatorial) regulators using the auxiliary structure of a group action; one may suspect that Hecke operators might play a similar role. Accordingly, we formulate:

Conjecture 9.2. Suppose that $M_{k}$ is a sequence of congruence arithmetic hyperbolic 3 -manifolds, of injectivity radius approaching $\infty$. Then

$$
\lim _{k} \frac{\log R\left(M_{k}\right)}{\operatorname{vol}\left(M_{k}\right)}=0
$$

To clarify the difficulty here, we point out that we do not know how to prove this even if, for example, we know that $\operatorname{dim} H_{1}\left(M_{k}, \mathbb{C}\right)=1$ for every $k$. Rather, the difficulty is this: if $\operatorname{dim} H_{1}(M, \mathbb{Q})=1$ it is usually rather easy to find an explicit element $\gamma \in \pi_{1}(M)$ whose image generates $H_{1}(\mathbb{Q})$ but it may not generate $H_{1}(M, \mathbb{Z})$. (It is likely that this is related to the Gromov norm on $\mathrm{H}_{2}$.)

As remarked, we certainly do not conjecture this in the nonarithmetic case, and in fact are more inclined to think it false. In a related vein, we suspect that the answer to the following question is YES, in contrast to the arithmetic case.

Question. Do there exist hyperbolic 3-manifolds of arbitrarily large injectivity radius with torsion-free $H_{1}$ ?

### 9.3. Weight 1 modular forms, modulo $p$

Now suppose that $G=\mathrm{SL}_{2}(\mathbb{R})$. Curiously enough, even though $\operatorname{rank}(G)-\operatorname{rank}(K)=0$ and there is no torsion in the homology of (torsion-free) lattices, there is a natural candidate for a phenomenon that 'mirrors' the exponential growth of torsion. This was observed in the joint work of the second author with Calegari; cf. [20]. We explicate it only for the most concrete case:

Let $\pi: X_{0}(N) \rightarrow \operatorname{Spec} \mathbb{Z}\left[\frac{1}{6 N}\right]$ be the modular curve of level $N$ - regarded as a $\mathbb{Z}\left[\frac{1}{6 N}\right]$-scheme - and let $\Omega=\Omega_{\mathscr{E} / X_{0}(N)}^{1}$ be the bundle of relative 1 -forms corresponding to the universal generalized elliptic curve; let $\omega$ be its pullback to $X_{0}(N)$ by means of the zero-section. Set $M_{1}(N)=\mathrm{R}^{1} \pi_{*} \omega$, which we identify (via its global sections) with a finite rank module over $\mathbb{Z}[1 / N]$.

Question. Does the size $\left|M_{1}(N)_{\text {tors }}\right|$ grow exponentially with $N$ ?
Suppose that $M_{1}(N)[p]$ is nonzero; the long exact sequence in cohomology associated with the sequence of sheaves $\omega \xrightarrow{\times p} \omega \rightarrow \omega / p \omega$ shows that there is a level $N$, weight 1 modular form modulo $p$ that fails to lift to characteristic 0 . Parallel to the analytic torsion case, the size of $M_{1}(N)$ is related to the determinant of a holomorphic Laplacian.

### 9.4. The $p$-part

Throughout this paper, we have been concerned with the 'crude' question of the size of torsion homology; we may also ask, more finely, about its group structure.

With the notation as in Conjecture 1.3, let $p$ be a prime. If $X$ is a finite abelian group, we denote by $X_{p}$ the set of $x \in X$ such that $p^{n} x=0$ for some $n \geqslant 0$.

Question. What can one say about limit $\lim \frac{\log \left|H_{j}\left(\Gamma_{N}, M\right)_{p}\right|}{\left[\Gamma: \Gamma_{N}\right]}$ ?
See Silver and Williams [66, Theorem 4.2] for cyclic covers. The question may be of most interest when the $\Gamma_{N}$ are obtained by adding $p$-power level structure to $\Gamma_{1}$. In this case, one expects the asymptotic behaviour of $H_{j}(\ldots)_{p}$ to be related to the dimension of a suitable eigenvariety. We refer the reader to the works of Calegari and

Emerton $[16,18]$ for further discussion of this. These suggest that the torsion predicted by our Conjecture 1.3 involves larger and larger sporadic primes.

In a different vein, we may ask:
Question. What is the distribution of the isomorphism class of $H_{i}(\Gamma, M)_{p}$ when one varies $\Gamma$ through arithmetic subgroups?

This question is very vague, of course; one needs to be specific about the variation of $\Gamma$. In particular, it is desirable to ensure that the normalizer of each $\Gamma$ is as small as possible, so that the picture is not clouded by extra automorphisms. For example, the normalizers of the standard subgroups $\Gamma_{0}(\mathfrak{p})$ of $\mathrm{SL}_{2}(\mathbb{Z}[i])$, where $\mathfrak{p}$ is a prime of $\mathbb{Z}[i]$, might be a suitable family.

For example, let us suppose that we have fixed a family $\left\{\Gamma_{\alpha}\right\}_{\alpha \in A}$ of arithmetic subgroups, and consider

$$
X_{k}:=\text { fraction of } \alpha \in A \text { for which } \operatorname{dim} H_{i}(M) \otimes \mathbb{F}_{p}=k .
$$

If the distribution is governed by 'Cohen-Lenstra heuristics' (see below), we expect that $X_{k}$ might decay very rapidly as $k$ grows - as $p^{-k^{2}}$. On the other hand, the existence of Hecke operators may cause a substantial deviation (this phenomenon may be similar to the observed difference in eigenvalue spacings between arithmetic and nonarithmetic Fuchsian groups [61]); one might perhaps expect that $X_{k}$ would decay rather as $p^{-k}$. We do not know; for a certain model of (usually nonarithmetic) hyperbolic 3-manifolds this question has been studied by Dunfield and Thurston [26]. The probability that the homology group of a random 3-manifold $H_{1}\left(M, \mathbb{F}_{p}\right)$ is nonzero is of size roughly $p$. Again, because the series of $1 / p$ over primes diverges, this suggests that the first homology of a random 3-manifold is typically finite, but is divisible by many primes; see [42] for a quantified version of this.

Remark. Let $t \geqslant 0$. There is a unique probability distribution $\mu_{t}$ on isomorphism classes of finite abelian $p$-groups - the Cohen-Lenstra distribution with parameter $t$ (cf. [24]) - characterized in the following equivalent ways:
(1) The distribution of the cokernel of a random map $\mathbb{Z}_{p}^{N+t} \rightarrow \mathbb{Z}_{p}^{N}$ (random according to the additive Haar measure on the space of such maps) approaches $\mu_{t}$ as $N \rightarrow \infty$.
(2) $\mu_{t}(A)$ is proportional to $|A|^{-t}|\operatorname{Aut}(A)|^{-1}$.
(3) Let $G$ be any finite abelian group; the expected number of homomorphisms from a $\mu_{t}$-random group into $G$ equals $|G|^{-t}$.
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[^0]:    ${ }^{3}$ Here the rank is the complex rank, i.e. the maximal dimension of a Cartan algebra, split or otherwise.

[^1]:    ${ }^{4}$ We mean this in the weakest possible sense: there is not exponential growth of torsion. This is not to suggest that there is no torsion, or that the torsion that exists is uninteresting; quite the contrary!

[^2]:    ${ }^{8}$ Recall from (3.6.1) that if the space of $\pi$ is realized as a subspace of $L^{2}(\Gamma \backslash G)$ the Laplace operator acts on the corresponding subspace of $\operatorname{Hom}_{K}\left(\wedge^{*} \mathfrak{p} \otimes F, L^{2}(\Gamma \backslash G)\right)$ through $\Lambda_{F}-\Lambda_{\pi}$.

[^3]:    ${ }^{9}$ Note that neither $M_{Q}$ nor $M_{f}$ need be connected.

[^4]:    ${ }^{13}$ For the purpose of this definition, we shall suppose that $\ell$ is a 'good prime' for $G^{\vee}$.
    ${ }^{14}$ To be precise: Let $s$ be a prime number distinct from $p$. Let $\mathscr{H}_{s}$ be the 'abstract' algebra over $\mathbb{Z}$ generated by Hecke operators at $s$, i.e. the algebra of $\mathbb{Z}$-valued $\mathbf{G}\left(\mathbb{Z}_{s}\right)$-bi-invariant compactly supported functions on $\mathbf{G}\left(\mathbb{Q}_{s}\right)$. Then the usual definition of the Satake isomorphism (see [33] for discussion) actually defines an isomorphism $\mathscr{H}_{s} \otimes k \rightarrow \operatorname{Rep}(\check{G}) \otimes_{\mathbb{Z}} k$; it is important that $\mathbf{G}$ is simply connected for this remark-otherwise the half-sum of positive roots causes difficulty.

[^5]:    18 This terminology was introduced by Serre in the course of an exercise. Unfortunately it has now become standard.

