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Abstract

The aim of the discrete logarithm problem with auxiliary inputs is to solve for \( \alpha \), given the elements \( g, g^\alpha, \ldots, g^{\alpha^d} \) of a cyclic group \( G = \langle g \rangle \), of prime order \( p \). The best-known algorithm, proposed by Cheon in 2006, solves for \( \alpha \) in the case where \( d \mid (p \pm 1) \), with a running time of \( O(\sqrt{p/d} + d^i) \) group exponentiations (\( i = 1 \) or \( 1/2 \) depending on the sign). There have been several attempts to generalize this algorithm to the case of \( \Phi_k(p) \) where \( k \geq 3 \). However, it has been shown by Kim, Cheon and Lee that a better complexity cannot be achieved than that of the usual square root algorithms.

We propose a new algorithm for solving the DLPwAI. We show that this algorithm has a running time of \( \tilde{O}(\sqrt{p/\tau_f} + d) \) group exponentiations, where \( \tau_f \) is the number of absolutely irreducible factors of \( f(x) - f(y) \). We note that this number is always smaller than \( \tilde{O}(p^{1/2}) \).

In addition, we present an analysis of a non-uniform birthday problem.

1. Introduction

1.1. The discrete logarithm problem with auxiliary inputs

The discrete logarithm problem with auxiliary inputs (DLPwAI) for a group \( G \), of prime order \( p \), can be stated as follows. Given the elements \( g, g^\alpha, \ldots, g^{\alpha^d} \in G \), compute \( \alpha \). A number of variants of the DLP, such as the Weak Diffie–Hellman Problem (WDHP) \cite{16}, the Strong Diffie–Hellman Problem (SDHP) \cite{2}, the Bilinear Diffie–Hellman Inversion Problem (BDHIP) \cite{1} and the Bilinear Diffie–Hellman Exponent Problem (BDHEP) \cite{3} ask for the determination of some values encoded by the discrete logarithm \( \alpha \), for some given \( g, g^\alpha, \ldots, g^{\alpha^d} \in G \). Therefore, solving the DLPwAI implies that these problems are also solved. These problems arise in a number of contexts. For example, traitor tracing \cite{16}, short signatures \cite{2}, ID-based encryption \cite{1} or broadcast encryption \cite{3}.

The state-of-the-art algorithm for this problem was proposed by Cheon \cite{5, 6}, and Brown and Gallant \cite{4}. It has a running time of \( O(\sqrt{p/d} + \sqrt{d}) \) group exponentiations in the case where \( d \mid (p-1) \), and \( O(\sqrt{p/d} + d) \) in the case where \( d \mid (p+1) \). The idea of Cheon’s algorithm is to embed the discrete logarithm \( \alpha \) into the finite fields \( \mathbb{F}_p \) or \( \mathbb{F}_{p^2} \). He exploits the fact that \( \alpha^d \) can be embedded into an element of a small subgroup of \( \mathbb{F}_p \) or \( \mathbb{F}_{p^2} \), when \( d \) is a divisor of \( p \pm 1 \).

Subsequently, several generalizations of this algorithm have attempted to solve the problem when \( d \) is a divisor of \( \Phi_k(p) \) for the \( k \)th cyclotomic polynomial \( \Phi_k(x) \) \cite{7, 14, 20}. Satoh \cite{20} generalized the algorithm, using the embedding of \( \alpha \in \mathbb{F}_p \) into the general linear group \( \text{GL}_k(\mathbb{F}_p) \). However, its complexity for \( k \geq 3 \) was not well understood. More recently, Kim, Cheon and Lee \cite{14} noticed that Satoh’s generalization is essentially the same as the embedding...
of \( \mathbb{F}_p \) into \( \mathbb{F}_{p^k} \), and clarified the complexity of the algorithm. Unfortunately, their result suggests that the complexity of this generalization is not faster than that of current square root complexity algorithms, such as Pollard’s rho algorithm [19] for \( k \geq 3 \).

Cheon et al. [8] recently presented an algorithm for solving \( \alpha \) when neither \( p + 1 \) nor \( p - 1 \) has an appropriate small divisor \( d \). Specifically, they solve for \( \alpha \) when \( g^{a_1}, \ldots, g^{a_4} \) are given, and the set of elements \( k_i \) forms a multiplicative subgroup of \( \mathbb{Z}_{p-1}^* \). However, a way to reduce the DLPwAI to this problem is not currently known.

1.2. Our contributions

We present a new algorithm for solving the DLPwAI. The proposed algorithm has a running time of less than \( \tilde{O}(q^{1/2}) \), in any case where \( d < p^{1/2} \). We briefly describe the algorithm, as follows. First, one chooses a non-zero polynomial \( f \), of degree \( d \). Then, one randomly chooses some elements \( r_i \) and \( s_j \) from \( \mathbb{F}_p \), and computes two lists (the value of \( m \) will be determined later)

\[
L_1 := \{f(r_i): r_i \in \mathbb{F}_p, 1 \leq i \leq m\} \quad \text{and} \quad L_2 := \{g(s_j): s_j \in \mathbb{F}_p, 1 \leq j \leq m\}.
\]

If the two lists have an element in common, say, \( f(r_{i_0}) = f(s_{j_0}) \), then finding the roots of \( \tilde{f}(\alpha) := f(r_{i_0}) - f(s_{j_0}) \) in \( \mathbb{F}_p \) gives \( d \) candidates for the desired solution.

In order to refine the complexity, we consider several problems. As a first step, the computation of the list \( L_1 \) can be thought of as the problem of computing a multipoint evaluation when the coefficients of a polynomial are exponentiated. That is, the problem of computing \( g^{q(r_{i_1})}, \ldots, g^{q(r_{i_m})} \) for given \( g_0, \ldots, g_{d} \), where \( q(x) := q_0 + q_1 x + \ldots + q_d x^d \). A naive approach would be to take \( O(m \cdot d) \) operations in \( G \). However, we can obtain a fast multipoint evaluation method, computing the list within \( \tilde{O}(m + d) \) group operations, by using the usual fast multipoint evaluation method. A similar result was proposed in [17], using fast Fourier transform (FFT) multiplication. We note that the technique can also be extended to the Schönhage–Strassen multiplication algorithm.

If the size of the image of \( f \) is \( N \), then the birthday paradox (under the assumption that \( \tilde{f} \) is a random function) suggests that the lists \( L_1 \) and \( L_2 \) yield a collision with a high probability for \( m = O(N^{1/2}) \). In order to obtain a more precise collision probability, we consider a non-uniform birthday problem. Suppose that there exist \( N \) bins, and a randomly sampled ball is assigned to the bin \( k \in \{1, 2, \ldots, N\} \) with a probability of \( w_k \). Then, our analysis shows that the probability of a bin containing at least two different balls after \( r \) samplings is non-negligible for \( r \geq 1/\sqrt{\sum_{k=1}^{N} w_k^2} \). Applying this result to our case, we find that the two lists have a collision with a high probability after \( O(1/\sqrt{\sum_{k=1}^{N} w_k^2}) \) samplings.

The birthday problem of non-uniform distributions has been dealt with in several contexts [9, 18, 21]. Although the expected number of trials until a collision is precisely determined in these cases, their results only apply when the probability \( w_k \) is bounded by \( c/N \), for some constant \( c \) that is independent of \( N \). We remark that our analysis applies even when \( w_k \) is not well bounded, for example, \( w_k = N^{-O(1)} \).

Let \( \rho_f \) be the number of rational points over \( \mathbb{F}_p \), on the curve defined by \( f(x) - f(y) = 0 \). Then, as in [10, 15], we can see that \( \sum k w_k^2 = \rho_f/p^2 \). From this, we derive that the overall complexity of the proposed algorithm is given by \( \tilde{O}(\sqrt{p^2/\rho_f + d}) \) group exponentiations. From Weil’s theorem, we have that \( \rho_f = \tau_f p \pm O(d^2 \sqrt{p}) \), where \( \tau_f \) is the number of absolutely irreducible (that is, defined over \( \mathbb{F}_p \) and irreducible over its algebraic closure) factors of \( f(x) - f(y) \). In order to obtain a better complexity, we need to find a polynomial \( f \in \mathbb{F}_p[x] \) with the largest possible number for \( \tau_f \).

We show that \( \tau_f \) is at most \( \sum_{d|d} (\varphi(D)/\text{ord}_D(p)) \), where \( \text{ord}_D(p) \) is the multiplicative order of \( p \) modulo \( D \). In particular, in the case of \( d \mid \Phi_k(p) \) for the prime \( k \), we have
Applying the proposed algorithm, it takes $\tau_f \leq (d - \gcd(d, p - 1))/k + \gcd(d, p - 1)$. When $d \mid (p - 1)$, one has $\tau_f = d$, because the polynomials $f(x) = x^d$ and $f(x) - f(y)$, factorize into all linear factors. In the case where $d \mid (p + 1)$, one has $\tau_D = (d - \gcd(d, p - 1))/2 + \gcd(d, p - 1)$, because the Dickson polynomial $D(x)$, and $D(x) - D(y)$, factorize into all quadratics other than one or two linear exceptions. Applying the proposed algorithm, it takes $\tilde{O}(\sqrt{p/d + d})$ group exponentiations to compute the discrete logarithm $\alpha$. In the case where $d \mid \Phi_k(p) = (p^2 + p + 1)$, we show that $f(x) - f(y)$ cannot have an absolutely irreducible cubic factor for any polynomial $f$. Therefore, it is impossible to achieve the upper bound of $\tau_f$ in this case.

The rest of the paper is organized as follows. We begin with a description of the algorithm, and present a complexity analysis, in §2. In §3, we present a fast multipoint evaluation method on exponents. The analysis of the birthday problem with a non-uniform distribution is presented in §4. In §5, we discuss the choice of polynomials that attain the proposed upper bound of $\tau_f$. We summarize our results and suggest directions for future work in §6.

2. The main algorithm

In this section, we present an algorithm for solving the DLPwAI, with a function defined by a polynomial $f \in \mathbb{F}_p[x]$. Throughout the paper, $\Phi_k(x)$ denotes the $k$th cyclotomic polynomial, and $\varphi(k)$ is the Euler-totient function.

2.1. Algorithm description

Let $G = \langle g \rangle$ be a group of prime order $p$. The aim is to solve for $\alpha$, given $g, g^a, \ldots, g^{a^d} \in G$. Cheon’s algorithm and its generalizations use an embedding of the discrete logarithm $\alpha \in \mathbb{F}_p$ to auxiliary groups, such as extension fields of $\mathbb{F}_p$. However, the recent result of Kim et al. [14] shows that the complexity of the several generalizations in the case where $d \mid \Phi_k(p)$ for $k \geq 3$ [7, 20] is always greater than $p^{1/2}$. Therefore, we need to consider a different approach to solving the DLPwAI.

First, we choose a polynomial $f \in \mathbb{F}_p[x]$, of degree $d$. The proposed algorithm employs a map defined by the polynomial $f$. While previous algorithms require algebraic structures of the auxiliary groups, we concentrate solely on the value set of the polynomial $f$. A brief description of the algorithm is as follows.

Step 1: For given $f \in \mathbb{F}_p[x]$ and $g, g^a, \ldots, g^{a^d} \in G$, compute two lists

$$L_1 := \{g^{f(r_i, \alpha)} : r_i \in \mathbb{F}_p, 1 \leq i \leq m\} \quad \text{and} \quad L_2 := \{g^{f(s_j)} : s_j \in \mathbb{F}_p, 1 \leq j \leq m\},$$

where $r_i$ and $s_j$ are randomly chosen from $\mathbb{F}_p$, and $m$ is a positive integer to be determined later.

Step 2: Find a non-empty intersection between $L_1$ and $L_2$ or a collision of two elements in $L_1$, if it exists. If not, repeat Step 1.

Step 3: Recover $\alpha$ by finding roots of $\tilde{f}(\alpha) := f(r_{i_0}\alpha) - f(s_{j_0})$ in $\mathbb{F}_p$, and using $(g, g^a)$ to identify $\alpha$.

We closely examine the complexity of the proposed algorithm in the next subsection.

2.2. Complexity analysis

Consider a naive analysis of the algorithm. First, suppose that the value set $V(f) := \{f(x) : x \in \mathbb{F}_p\}$ is of size $N$. Assume that the map $x \mapsto f(x)$ behaves as a random function. Then, by the birthday paradox, we expect the lists $L_1$ and $L_2$ to have an element in common for $m = O(N^{1/2})$, with a high probability. Next, a naive approach to computing $L_1$ would take $O(md)$ exponentiations in $G$. Overall, the complexity of the algorithm is found to be at least $\Omega(N^{1/2})$. However, for a random polynomial of degree $d$, the average size of the value set of $f$
is about \((1 - 1/2! + \ldots + (-1)^{d-1}/d!) \cdot p \approx (1 - 1/e) \cdot p\) [22], where \(e\) denotes the base of the natural logarithm. Therefore, the complexity is already greater than \(\Omega(p^{1/2})\).

In order to obtain a better complexity for the algorithm, we should consider several problems. The following theorem shows that we can compute \(L_1\) within \(\tilde{O}(m)\) exponentiations in \(G\).

**Theorem 2.1.** Suppose that an algorithm multiplying two polynomials of degree less than \(d\) has a running time of \(M(d)\) operations in \(\mathbb{F}_p\). Let \(f(x) = a_0 + a_1 x + \ldots + a_{d-1} x^{d-1} \in \mathbb{F}_p[x]\). Given \(g^f(x) := (g^{a_0}, g^{a_1}, \ldots, g^{a_{d-1}})\), and random \(r_1, \ldots, r_d \in \mathbb{F}_p\), one can compute \(g^{f(r_1)}, \ldots, g^{f(r_d)}\) within \(\tilde{O}(M(d) \log d)\) operations in \(G\).

**Proof.** A sketch of the proof will be given in §3. \(\square\)

We also note that the map defined by the polynomial is not, in general, a random function. In this case, as opposed to the random case, the values of the map are non-uniformly distributed. Intuitively, one might expect more collisions for value sets in the non-uniform case. This leads us to consider the birthday problem with a non-uniform distribution. The following result is simpler than the problem studied in the papers [9, 18, 21], but it is sufficient for our applications.

**Theorem 2.2.** For a positive integer \(N\), and some \(k \in \{1, 2, \ldots, N\}\), let \(w_k\) be the probability that a randomly sampled ball is put into the bin \(k\). Let \(S_r\) be the probability that a collision occurs in \(r\) trials. Assume that \(W = \max_k \{w_k\} \leq \frac{1}{6}\), and let \(D = 1/(\sum_k w_k^2)\).

If \(r \geq \sqrt{D + \frac{1}{4} + \frac{1}{2}} \geq 5\), then \(S_r \geq \frac{1}{88}\).

**Proof.** The proof will be given in §4. \(\square\)

Let \(V(f) := \{f(x) : x \in \mathbb{F}_p\} = \{y_1, \ldots, y_N\}\) be the value set of a polynomial \(f \in \mathbb{F}_p[x]\) of degree \(d\). Let \(R_i := |\{y \in V(f) : |f^{-1}(y)| = i\}|\) and \(\rho_f := |\{(x, y) \in \mathbb{F}_p \times \mathbb{F}_p : f(x) = f(y)\}|\). Then
\[
p = \sum_{i=1}^{d} i R_i, \quad |V(f)| = \sum_{i=1}^{d} R_i, \quad \text{and} \quad \rho_f = \sum_{i=1}^{d} i^2 R_i,
\]
and we can see that \(p \leq \rho_f \leq dp\).

Using the above theorems, we can obtain our main theorem. It shows that the proposed algorithm has a running time of \(\tilde{O}(p/\sqrt{\rho_f} + d)\) group operations, which is always \(\tilde{O}(p^{1/2})\).

**Theorem 2.3.** Use the notation as described above. Let \(f(x) = a_0 + a_1 x + \ldots + a_d x^d \in \mathbb{F}_p[x]\) be a polynomial of degree \(d\). Let \(G = (g)\) be a cyclic group of prime order \(p\). Suppose that an algorithm multiplying two polynomials of degree less than \(d\) has a running time of \(M(d)\) operations in \(\mathbb{F}_p\). Let \(m\) be a positive integer such that \(5 \leq \sqrt{p^2/\rho_f} + 1/4 + 1/2 \leq 2m \leq C \cdot \sqrt{p^2/\rho_f}\) for some constant \(C\). For a given \(f(x)\), and \(g^a, \ldots, g^{a_d}\), one has a probabilistic algorithm that computes \(a\) in \(O(m/d \cdot M(d) \log d + d) = O(p/\sqrt{\rho_f} \cdot (M(d) \log d)/d + d)\) operations in \(G\), and an expected number of \(O(M(d) \log d \log dp)\) operations in \(\mathbb{F}_p\). The success probability of the algorithm is at least 1/172, which is non-negligible.

**Proof.** The algorithm is described as follows.

(i) Given \(f(x) = a_0 + a_1 x + \ldots + a_d x^d\) and \(g, g^a, \ldots, g^{a_d}\), one can compute \(g^{a_0}, (g^a)^{a_1}, \ldots, (g^{a_d})^{a_d}\) in \((d + 1)\) group exponentiations. Given
\[
f_a(x) := f(ax) = a_0 + (\alpha \cdot a_1)x + (\alpha^2 \cdot a_2)x^2 + \ldots + (\alpha^d \cdot a_d)x^d,
\]
we denote \(g^{f_a(x)} = (g^{a_0}, (g^a)^{a_1}, \ldots, (g^{a_d})^{a_d})\).
Choose random elements \( r_1, \ldots, r_m \in \mathbb{F}_p \), and compute the list \( L_1 = \{g^{f_0(r_1)}, \ldots, g^{f_0(r_m)}\} \) in \([m/d] \cdot O(M(d) \log d)\) group operations in \( G \), by Theorem 2.1.

Choose random elements \( s_1, \ldots, s_m \in \mathbb{F}_p \), and compute \( f(s_1), \ldots, f(s_m) \) using the standard fast multipoint evaluation method, in \([m/d] \cdot O(M(d) \log d)\) operations in \( \mathbb{F}_p \).

Raise to the power of \( f(s_i) \) for each \( i = 1, \ldots, m \), to obtain the list \( L_2 = \{g^{f(s_1)}, \ldots, g^{f(s_m)}\} \). This requires \( m \) group exponentiations.

Find a collision satisfying \( g^{f_0(r_i)} = g^{f_0(r_{i'})} \) or \( g^{f_0(r_i)} = g^{f_0(r_j)} \) for some indices \( i, i' \) and \( j \). It happens with the probability at least 1/172, as we shall see below.

Compute at most \( d \) candidates for \( \alpha \), by finding roots in \( \mathbb{F}_p \) of

\[
\tilde{f}_1(\alpha) := f_\alpha(r_i) - f(s_j) \quad \text{or} \quad \tilde{f}_2(\alpha) := f_\alpha(r_i) - f_\alpha(r_{i'}).
\]

It takes an expected number of \( O(M(d) \log d \log(dp)) \) operations in \( \mathbb{F}_p \), using the root finding algorithm [23, Corollary 14.16].

Identify the exact solution \( \alpha \) from \( d \) candidates exhaustively, using the information of \( (g, g^\alpha) \), which takes \( d \) group operations.

We assume that \( \alpha \neq 0 \) otherwise \( g^{\alpha} = 1 \) so one can easily deduce the discrete logarithm from the given instances.

Consider the collision probability in Step (v). The probability that a collision occurs can be regarded as a non-uniform birthday problem. We throw a randomly chosen ball, say, \( r, \alpha \) or \( s_j \), and put it into a bin numbered by \( f(r, \alpha) \) or \( f(s_j) \). After repeating this experiment several times, we want to compute the probability that a bin contains at least two balls, that is, that a collision occurs.

Let \( w_k \) be the probability that a ball is thrown into the bin \( k \). Then each probability is given by (after proper reordering)

\[
(w_{y_1}, \ldots, w_{y_N}) = \left( \frac{1}{p}, \ldots, \frac{2}{p}, \ldots, \frac{d}{p}, \ldots, \frac{p}{p} \right).
\]

After computing the lists \( L_1 \) and \( L_2 \), one has three possible types of collision: (1) \( g^{f_0(r_i)} = g^{f_0(r_{i'})} \) for some \( i \) and \( i' \), (2) \( g^{f(s_j)} = g^{f(s_{j'})} \) for some \( j \) and \( j' \) and (3) \( g^{f_0(r_i)} = g^{f(s_j)} \) for some \( i \) and \( j \). Among these three types of collision, the second one is useless in the sense that it does not reveal any information about \( \alpha \). Now we consider the probability that only useful collisions occur.

Let \( U := \{(u_1, \ldots, u_m, u_{m+1}, \ldots, u_{2m}) \in \mathbb{F}_p^{2m} : \exists (i, j) \text{ such that } i \neq j \text{ and } f(\gamma_i u_i) = f(\gamma_j u_j)\} \), where \( \gamma_i := 1 \) for \( 1 \leq i \leq m \) and \( \gamma_i := \alpha \) for \( m + 1 \leq i \leq 2m \). Then \( U \) is the set of possible choices of \( (r_1, \ldots, r_m, s_1, \ldots, s_m) \) that lead to any collision in the above algorithm. Thus, we have \( S_{2m} = |U|/p^{2m} \), where \( S_{2m} \) denotes the probability of any collision after throwing \( 2m \) balls.

On the other hand, let

\[
U_1 := \{(u_1, \ldots, u_{2m}) \in U : \exists (i, j) \text{ such that } [i \neq j \text{ and } f(\gamma_i u_i) = f(\gamma_j u_j) \text{ and } \max\{i, j\} > m]\},
\]

and

\[
U_2 := \{(u_1, \ldots, u_{2m}) \in U : f(\gamma_i u_i) = f(\gamma_j u_j) \text{ for } i \neq j \text{ implies } \max\{i, j\} \leq m\}.
\]

Then \( U_1 \) is the set of \( (r_1, \ldots, r_m, s_1, \ldots, s_m) \) that leads an useful collision (types (1) and (3)), and \( U_2 \) is the set of the elements that lead to a useless collision (type (2)). Obviously, these two sets are disjoint and \( U = U_1 \cup U_2 \). Now one has an injection from \( U_2 \) to \( U_1 \) given by \((u_1, \ldots, u_m, u_{m+1}, \ldots, u_{2m}) \mapsto (u_{m+1}, \ldots, u_{2m}, \alpha^{-1} u_1, \ldots, \alpha^{-1} u_m)\). Thus we deduce that
that the evaluation requires \( \log \tilde{O}(d) \) homomorphic operations (additions and scalar multiplications), where \( M(d) \) is the computational cost of the FFT multiplication. It follows from that observation that the FFT multiplication algorithm can be analogously applied to compute \( \text{Enc}(f \cdot \hat{f}) \), for given \( \text{Enc}(f) \) and \( \hat{f} \), in \( M(d) \) homomorphic operations. Here, \( \text{Enc} \) is the additive homomorphic encryption and \( \text{Enc}(f) := (\text{Enc}(a_0), \ldots, \text{Enc}(a_{d-1})) \). This technique can also be applied to our case, by simply replacing \( \text{Enc}(a_i) \) with \( g^a_i \).

However, the FFT multiplication only works when \( \mathbb{F}_p \) contains a \( d \)th root of unity, that is, \( d \mid (p-1) \). In our application, \((p-1)\) does not necessarily have a proper divisor \( d \), so we note that a multipoint evaluation on the exponentiated elements is also possible using the SS multiplication method. In the SS multiplication, the field \( \mathbb{F}_p \) can be arbitrary.

We briefly describe the algorithm as follows.

3.1. \textit{Schönhage–Strassen multiplications}

Suppose that \( \deg(fh) \leq d = 2^k \), for \( m = 2^{k/2} \) and \( t = d/m \). Write down the polynomial as \( f(x) = A_0(x) + A_1(x)x^m + \ldots + A_{t-1}(x)x^{m(t-1)} \), where \( A_1 \in \mathbb{F}_p[x] \) with degree less than \( m \), and let \( f(x, y) := A_0(x) + A_1(x)y + \ldots + A_{t-1}(x)y^{t-1} \in \mathbb{F}_p[x, y] \), so that \( f(x, x^m) = f(x) \).

Consider the ring \( D := \mathbb{F}_p[x]/(x^{2m} + 1) \), and let \( \zeta := x \mod (x^{2m} + 1) \in D \) be an element corresponding to \( x \) in \( \mathbb{F}_p[x]/(x^{2m} + 1) \). Then, we can regard \( f^*(y) := \tilde{f}(\zeta, y) = A_0(\zeta) + A_1(\zeta)y + \ldots + A_{t-1}(\zeta)y^{t-1} \) as a polynomial in \( y \), with coefficients in \( D \). For two polynomials \( f \) and \( h \), the SS multiplication computes \( f^*(y)h^*(y) \mod y^{d+1} \), which is equivalent to \( f(x)h(x) \mod x^d + 1 \).

Since \( \zeta^{2m} = -1 \), \( \zeta \) is a 4\text{th} primitive root of unity in \( D, \eta = \zeta^2 \) (or \( \eta = \zeta \)) is a primitive 2\text{nd} root of unity in \( D \), when \( t = m \) (or \( t = 2m \), respectively). Now computing
\[ f^*(y)h^*(y) \mod (y^t + 1) \] is equivalent to computing \( f^*(\eta y)h^*(\eta y) \mod (y^t - 1) \). This can be done using the FFT method, with the \( t \)th primitive root of unity \( \omega = \eta^2 \) in \( D \). The multiplication in \( D \) can be carried out recursively, with polynomials of degree less than \( 2m \). We simply write \( g_f(x) = (g_{a_0}, g_{a_1}, \ldots, g_{a_{d-1}}) = (g_{A_0}, \ldots, g_{A_{t-1}}) \), where \( g_{A_i} = (g^{m_i}, g^{m_i+1}, \ldots, g^{m_i+(m-1)}) \).

**Algorithm 1** Schönhage–Strassen Multiplication (in exponential form)

**Input:** \( d = 2^k \in \mathbb{N} \), an element \( g \) of order \( p \), \( (g_{a_0}, g_{a_1}, \ldots, g_{a_{d-1}}) \) and \( (b_0, \ldots, b_{d-1}) \), where \( f(x) = a_0 + \ldots + a_{d-1}x^{d-1} \) and \( h(x) = b_0 + \ldots + b_{d-1}x^{d-1} \) with \( \deg(fh) < d \).

**Output:** \( g^{f(x)}h(x) := (g^{c_0}, g^{c_1}, \ldots, g^{c_{d-1}}) \in G^d \)

1. \( m \leftarrow 2^\lceil k/2 \rceil \), \( t \leftarrow d/m \).

2. Let \( g(x) = (g_{A_0}, \ldots, g_{A_{t-1}}) \) and \( h(x) = (B_0, \ldots, B_{t-1}) \), so that \( f(x) = \sum_{i=0}^{t-1} A_i(x)x^{mi} \)

3. \( h(x) = \sum_{i=0}^{t-1} B_i(x)x^{mi} \), where \( A_i, B_j \in \mathbb{F}_p[x] \) of degree less than \( m \).

4. Let \( D = \mathbb{F}_p[x]/(x^{2m} + 1) \) and \( \zeta \leftarrow x \mod (x^{2m} + 1) \).

5. If \( t = 2m \), then \( \eta \leftarrow \zeta \). Otherwise, \( \eta \leftarrow \zeta^2 \) (\( \eta \) is a primitive \( 2t \)th root of unity).

6. Compute \( g^{c*(\eta y)} = g^{f*(\eta y)h^*(\eta y) \mod (y^t - 1)} \) with a \( t \)th root of unity \( \eta^2 \) using the FFT method as described in [17].

Call the algorithm 1 recursively to compute multiplications in \( D \).

3. Return \( g^{c*(w)} = (g^{c_0}, \ldots, g^{c_{d-1}}) \).

**Proof of Theorem 2.1.** The analysis of the complexity easily follows by replacing the addition/multiplication in the field \( \mathbb{F}_p \) with the multiplication/exponentiation in the group \( G \). In the case where the FFT multiplication is used, we refer to [17]. The original SS multiplication takes \( O(d \log d \log \log d) \) operations in \( \mathbb{F}_p \), so the SS multiplication in the exponential form requires \( O(d \log d \log \log d) \) operations in \( G \). The multipoint evaluation method in the exponential form using SS multiplication takes \( O(d \log^2 d \log \log d) \) operations in \( G \).


Consider a function \( f(x) \) on \( \mathbb{F}_p \), with image size \( N \). If one evaluates \( f(x) \) at random points repeatedly, one eventually has a collision \( f(x_i) = f(x_j) \) for \( i \neq j \), since its image is finite. Assuming that \( f \) behaves like a random function, the birthday paradox implies a high probability that the collision occurs in \( O(\sqrt{N}) \) steps.

For the function to behave like a random function it would be necessary that the preimages are all of a similar size. This is not always the case if the function is given by a random polynomial of degree \( d \). For the efficiency of our algorithm, we hope to find a collision faster than \( O(\sqrt{N}) \). This leads us to consider a birthday problem that applies when the sampling probability is not uniformly distributed.

Suppose that we have \( N \) bins, numbered from one to \( N \). For \( k = 1, 2, \ldots, N \), let \( w_k \) be the probability that a randomly sampled ball is put into the bin \( k \). We are interested in finding the probability of a bin containing at least two different balls.

This kind of problem has been discussed in a number of contexts, for example, [9, 18, 21]. The expected number of trials until a collision has been precisely determined, and is given by \( \sqrt{\pi/(2 \sum_k w_k^2)} = O(N^{1/4}) \). However, such analyses only apply when the probability \( w_k \) is bounded by \( c/N \), where \( c \) is a constant that is independent of \( N \). In our case, the probability \( w_k \) can take values up to \( d/\sqrt{N} \), where \( d = N^{1/3} \). Therefore, we present an analysis of a non-uniform birthday problem, in which the probabilities are arbitrary. Our analysis shows that a collision occurs with a non-negligible probability in \( O(\sqrt{1/\sum_k w_k^2}) \) samplings, for any probability distribution of \( w_k \).
Let $S_r$ be the probability that a collision occurs in $r$ trials. Define $E_k^{(r)}$ as the event that a collision occurs in the bin $k$ after $r$ trials. Then, by the Bonferroni inequality\footnote{It is easy to check the lower bound inequality. Assume that $\Pr[E_1 \cup E_2] \geq \Pr[E_1] + \Pr[E_2] - \Pr[E_1 \cap E_2]$ (indeed the equality holds in this case). Then to see that

\[
\Pr[(E_1 \cup E_2) \cap E_3] = \Pr[E_1 \cup E_2] + \Pr[E_3] - \Pr[(E_1 \cup E_2) \cap E_3] \\
\geq \Pr[E_1] + \Pr[E_2] + \Pr[E_3] - \Pr[E_1 \cap E_2] - \Pr[E_1 \cap E_3] - \Pr[E_2 \cap E_3],
\]

it is enough to check that

\[
\Pr[(E_1 \cap E_3) \cup (E_2 \cap E_3)] \leq \Pr[E_1 \cap E_3] + \Pr[E_2 \cap E_3].
\]}

\[
S_r = \Pr(E_1^{(r)} \cup \ldots \cup E_N^{(r)}) = \sum_{i=1}^{N} (-1)^{i+1} \sum_{1 \leq k_1 < k_2 < \ldots < k_i \leq N} \Pr(E_{k_1}^{(r)} \cap \ldots \cap E_{k_i}^{(r)}) \\
\geq \sum_{k=1}^{N} \Pr(E_k^{(r)}) - \sum_{1 \leq k < l \leq N} \Pr(E_k^{(r)} \cap E_l^{(r)}).
\]

Unless there is no ambiguity, we will omit the superscript $(r)$ in $E_k^{(r)}$. We first determine a lower bound for $\Pr(E_k)$.\footnote{The lower bound for $\Pr(E_k)$ is determined by considering the probability of the event where exactly one ball is put into bin $k$.}

**Definition 1.** For $k \in \{1, 2, \ldots, N\}$, $B_{r,k}^{(i)}$ is the set of vectors $\vec{b} = (b_1, \ldots, b_r) \in \{1, 2, \ldots, N\}^r$ such that the number of indexes of $j$ satisfying $b_j = k$ is equal to $i$.

**Lemma 4.1.** For a positive integer $N$, and some $k \in \{1, 2, \ldots, N\}$, let $w_k$ be the probability that a randomly sampled ball is put into the bin $k$. Let $E_k$ be the event that the bin $k$ contains at least two different balls after $r \geq 2$ samplings. Then, the probability of $E_k$ is bounded below by

\[
\Pr(E_k) \geq \frac{(r-1)r}{2} \cdot w_k^2 \left\{ 1 - (r-1) \left(1 - \frac{2}{r} \right) w_k \right\}.
\]

**Proof.** With the notation from Definition 1,

\[
\Pr(E_k) = \sum_{i \geq 2} \sum_{\vec{b} \in B_{r,k}^{(i)}} w_{b_1} \ldots w_{b_r} = 1 - \left( \sum_{\vec{b} \in B_{r,k}^{(0)}} w_{b_1} \ldots w_{b_r} + \sum_{\vec{b} \in B_{r,k}^{(1)}} w_{b_1} \ldots w_{b_r} \right).
\]

The summation $\sum_{\vec{b} \in B_{r,k}^{(i)}} w_{b_1} \ldots w_{b_r}$ gives the probability that only one ball is put into the bin $k$ within $r$ trials, so $\sum_{\vec{b} \in B_{r,k}^{(1)}} w_{b_1} \ldots w_{b_r} = r \cdot w_k \cdot (1 - w_k)^{r-1}$. Similarly, $\sum_{\vec{b} \in B_{r,k}^{(0)}} w_{b_1} \ldots w_{b_r} = (1 - w_k)^r$, because this is the probability that no ball is thrown into the bin $k$ within $r$ trials. It follows that

\[
\Pr(E_k) = 1 - (r \cdot w_k \cdot (1 - w_k)^{r-1} + (1 - w_k)^r) = 1 - (1 - w_k)^{r-1} \cdot \left( 1 + (r-1)w_k \right).
\]

On the other hand, for $r \geq 2$,

\[
1 - (1 - w_k)^{r-1} \cdot \left( 1 + (r-1)w_k \right) \geq 1 - \left( 1 - (r-1)w_k + \frac{(r-1)}{2} w_k^2 \right) \cdot \left( 1 + (r-1)w_k \right) \\
\geq \frac{(r-1)r}{2} \cdot w_k^2 - \frac{(r-1)^2(r-2)}{2} \cdot w_k^2 \\
= \frac{(r-1)r}{2} \cdot w_k^2 \left\{ 1 - (r-1) \left(1 - \frac{2}{r} \right) w_k \right\}.
\]
In the first inequality, we used the fact that \((1 - x)^n \leq 1 - nx + \binom{n}{2}x^2\) for \(0 \leq x \leq 1\) and \(n \geq 1\).

Now let us consider an upper bound for \(Pr(E_k \cap E_\ell)\).

**Lemma 4.2.** We employ the same notation as in Lemma 4.1. Assume that \(k \neq \ell\). Then,

\[
Pr(E_k \cap E_\ell) = \sum_{i,j \geq 2} \sum_{b \in B_{r,i} \cap B_{r,j}} w_{b_1} \ldots w_{b_r} \leq \left(\frac{r}{2}\right) \cdot \left(\frac{r-2}{2}\right) \cdot w_k^2 \cdot w_\ell^2.
\]

**Proof.** For \(\vec{b} = (b_1, \ldots, b_r) \in B_{r,k} \cap B_{r,\ell}\), with \(i \geq 2, j \geq 2\), there exist \(i_1 \neq i_2\) and \(j_1 \neq j_2\) such that \(b_{i_1} = b_{j_2} = k \) and \(b_{j_1} = b_{i_2} = \ell\). In this case, we have \(w_{b_1} \ldots w_{b_r} \leq w_k^2 \cdot w_\ell^2\). The value \(\binom{r}{2}\) indicates the possible number of two positions for \(k\), and \(\binom{r-2}{2}\) denotes the possible number of the other two positions for \(\ell\). \(\square\)

Using the above results, we can prove Theorem 2.2.

**Proof of Theorem 2.2.** Assume that \(r \leq 1/2W\). Then \((r-1)(1 - 2/r)w_k \leq (r-1)w_k \leq (r-1)/2r \leq \frac{1}{3},\) for all \(k\). This yields that \(Pr(E_k) \geq (r-1)r/4 \cdot w_k^2\), using Lemma 4.1. Let \(B(r) := ((r-1)r/2)^N\). Then

\[
S_r \geq \sum_{1 \leq k \leq N} Pr(E_k) - \sum_{1 \leq k < \ell \leq N} Pr(E_k \cap E_\ell) \geq \frac{B(r)}{2} - \frac{r^2(r-1)^2}{4} \cdot \sum_{1 \leq k \leq N} w_k^2 w_\ell^2
\]

\[
= \frac{B(r)}{2} - \frac{r^2(r-1)^2}{8} \cdot \left(\sum_{1 \leq k \leq N} w_k^2\right)^2 - \left(\sum_{1 \leq k \leq N} w_k^2\right) \geq \frac{B(r)}{2} - \frac{B(r)^2}{2}.
\]

The last term, \((B(r)/2)(1 - B(r))\), is maximized by \(\frac{1}{3}\) when \(r = r_0\), such that \(B(r_0) = \frac{1}{2}\).

That is, \(r_0(r_0 - 1) = D\) or, equivalently, \(r_0 = \sqrt{D + \frac{1}{4}} + \frac{1}{2}\).

If \([r_0] \leq 1/2W\), then the above inequality holds, so \(S_{[r_0]} \geq \left[\frac{1}{2}B(1-B)\right]_{r=[r_0]} \geq \left[\frac{1}{2}B(1-B)\right]_{r=r_0+1} + 1\). The last inequality comes from the fact that \(\frac{1}{2}B(1-B)\) is decreasing for \(1/2 \leq B\) or, equivalently, for \(r \geq r_0\). If \(D \geq 20\) (equivalently, \(r_0 \geq 5\)), then

\[
[B(r) \cdot D]_{r=r_0+1} = \frac{(r_0 + 1)r_0}{2} = \frac{1}{2} \left( D + 1 + 2\sqrt{D + \frac{1}{4}} \right) \leq \frac{3}{4} \cdot D.
\]

Thus, \(S_{[r_0]} \geq \left[\frac{1}{2}B(1-B)\right]_{r=[r_0]} \geq \left[\frac{1}{2}B(1-B)\right]_{r=r_0+1} + \left[\frac{1}{2}B(1-B)\right]_{B=3/4} = \frac{3}{8}\). Since \(S_r\) increases as \(r\) grows, \(S_r \geq \frac{3}{8}\) for \(r \geq r_0\).

On the other hand, assume that \(1/2W \leq [r_0]\) and \(r_0\) is not an integer. Then \(1/2W - 1 \leq [r_0] \leq r_0\). Furthermore,

\[
\frac{1}{2} \geq \left[B(r)\right]_{r=(1/2W)-1} = \left(\frac{1}{8W^2} - \frac{3}{4W} + 1\right) \cdot \sum_k w_k^2 \geq \left(\frac{1}{8W^2} - \frac{3}{4W} + 1\right) \cdot W^2
\]

\[
= \frac{1}{8} - \frac{3W}{4} + W^2 \geq \frac{1}{8} - \frac{3}{4} \cdot \frac{1}{8} + \left(\frac{1}{8}\right)^2 \geq \frac{1}{22},
\]

where the first inequality comes from the fact that \(B(r) \leq \frac{1}{2}\) if and only if \(r(r-1) \leq 1/(\sum_k w_k^2)\) if and only if \(\frac{1}{2} - \sqrt{D + \frac{1}{4}} \leq r \leq \frac{1}{2} + \sqrt{D + \frac{1}{4}}\). Because \(\frac{1}{2}B(1-B)\) is increasing for \(B \leq \frac{1}{2}\),

\[
\]
Therefore, \( S_{[r_0]} \geq S_{[(1/2W) - 1]} \geq \left[ \frac{1}{2} B(1 - B) \right]_{r = [(1/2W) - 1]} \geq \left[ \frac{1}{2} B(1 - B) \right]_{r = (1/2W) - 1} \geq \frac{1}{2} \cdot \frac{1}{22} (1 - \frac{1}{2}) \geq \frac{1}{88}. \)

If \( 1/2W \leq \lfloor r_0 \rfloor \) and \( r_0 \) is an integer, then \( 1/2W \leq \lfloor r_0 \rfloor = r_0 \). Then, similarly to the above, we have \( S_{[r_0]} = S_{r_0} \geq S_{[1/2W]} \geq \left[ \frac{1}{2} B(1 - B) \right]_{r = [1/2W]} \geq \left[ \frac{1}{2} B(1 - B) \right]_{r = (1/2W) - 1} \geq \frac{1}{88}. \)

The above theorem shows that a collision occurs with a non-negligible probability after approximately \( 1/\sqrt{\sum_k w_k^2} \) trials, although the probabilities are arbitrarily distributed. In the following, we consider several examples.

**Example 1.** In the case where \( w_k = O(1/N) \) for all \( k \), there is a non-negligible probability that a collision occurs after \( \Omega(\sqrt{N}) \) trials, as in the case of the usual birthday paradox.

Theorem 2.2 asserts that a collision occurs with a high probability after \( O(\sqrt{1/(\sum_k w_k^2)}) \) trials. Specifically, it was shown in [9] that when \( w_k = O(1/N) \), the expected number of trials until a collision occurs is given by \( \sqrt{\pi}/(2 \sum_k w_k^2) + O(N^{1/4}) \), as \( N \to \infty \).

**Example 2.** The proposed theorem applies, even when \( w_k = \Omega(1/N) \), for some \( k \). In the proof of Theorem 2.2, we have shown that \( S_{1/2W} \geq \frac{1}{64} \) for \( W = \max_k \{ w_k \} \). This is meaningful when \( W = \Omega(1/\sqrt{N}) \), because a collision is guaranteed in \( O(1/W) \) trials, which is faster than the usual expectation of the birthday paradox.

**Example 3.** Consider the birthday problem given by a polynomial \( f \in \mathbb{F}_p[x] \), as in Theorem 2.3. Suppose that the probabilities are given by

\[
(w_1, \ldots, w_v) = \left( \frac{1}{p}, \ldots, \frac{1}{p}, \frac{2}{p}, \ldots, \frac{2}{p}, \ldots, \frac{d}{p}, \ldots, \frac{d}{p} \right).
\]

The size of the value set of \( f \) is \( \sum_i R_i \), and a rough estimate of the birthday paradox suggests that a collision occurs in \( O(\sqrt{\sum_i R_i}) \). However, a collision can be found in \( O(N/\sqrt{\sum_i i^2 R_i}) \) \( \leq O(\sqrt{\sum_i R_i}) \), by Theorem 2.2. The inequality comes from the Cauchy–Schwarz inequality.

**5. Polynomials for the proposed algorithm**

In the rest of this paper, we assume that \( d \) is relatively prime to \( p \).

**5.1. Substitution polynomials**

Let \( f(x, y) \in \mathbb{F}[x, y] \) be an irreducible bivariate polynomial, defined over a field \( \mathbb{F} \). The polynomial \( f \) is said to be **absolutely irreducible** if it is also irreducible over the algebraic closure. For a polynomial \( f(x) \), one defines the **substitution polynomial** of \( f \) as the bivariate polynomial \( f(x) - f(y) \).

For the algorithm to be efficient, one requires a polynomial \( f \) with as large a value of \( \rho_f \) as possible. In the following lemma, we observe that \( \rho_f \) is closely related to the number of absolutely irreducible factors of the substitution polynomial \( f(x) - f(y) \).

**Lemma 5.1** (Weil’s bound [24]). Let \( f \in \mathbb{F}_p[x] \) be a polynomial of degree \( d \), and let \( \tau_f \) be the number of absolutely irreducible factors of the substitution polynomial of \( f \). Then, \( \tau_f p - d^2 \sqrt{p} \leq \rho_f \leq \tau_f p + d^2 \sqrt{p} \).

From Weil’s bound, for \( d < p^{1/4} \), we see that the complexity of the proposed algorithm becomes

\[
\tilde{O}\left(\sqrt{p^2/\rho_f} + d\right) \sim \tilde{O}\left(\sqrt{p/\tau_f} + d\right).
\]
Therefore, Lemma 5.1 reduces the proposed algorithm to finding a polynomial whose substitution polynomial has as many absolutely irreducible factors as possible. In the following subsections, we will discuss an upper bound for the number $\tau_f$, and then try to find polynomials that attain this bound.

5.2. An upper bound of the number of absolutely irreducible factors

We note that there exist polynomials for which the substitution polynomial factorizes into all linear absolutely irreducible factors (that is, $\tau_f = d$) when $d \mid \Phi_1(p) = (p - 1)$, or all quadratics with one or two linear exceptions (that is, $\tau_f \approx d/2$) when $d \mid \Phi_2(p) = (p + 1)$ [10, 15].

From this observation, we attempt to find a polynomial in the case where $d \mid \Phi_k(p)$, whose substitution polynomial factorizes into all $k$-degree factors except for a few small degree factors.

We show that the substitution polynomial of any polynomial cannot yield absolutely irreducible cubic factors in the case where $k = 3$, by using the same idea as in some previous papers (see, for example, [10–13]). This shows that we cannot achieve $\tau_f \approx d/3$ in the case where $d \mid \Phi_3(p) = (p^2 + p + 1)$.

Assume that the factorization of $f(x) - f(y)$ into irreducible factors over $\mathbb{F}_p$ is given by

$$f(x) - f(y) = g_1(x, y) \ldots g_s(x, y).$$

Let $g_i(x, y) = h_{i,d} + h_{i,d-1} + \ldots + h_{i,1} + h_{i,0}$, where $h_{i,j} \in \mathbb{F}_p[x, y]$ is the homogeneous part of degree $j$ in $g_i(x, y)$, and $d_i$ denotes the highest degree of $g_i(x, y)$. Furthermore, we assume that $g_s(x, y) = x - y$.

As an aside, we also give alternative proofs for Lemma 5.2 and Theorem 5.3 in the appendix.

**Lemma 5.2.** Let $d$ be a positive integer, dividing $\Phi_k(p)$ for prime $k$, and let $\zeta$ be a primitive $d$th root of unity in $\mathbb{F}_{p^k}$. Then, the following holds. Either $\zeta^i \in \mathbb{F}_{p^k} \setminus \mathbb{F}_p$ for all $i \neq 0 \pmod{d}$, if $d \equiv 1 \pmod{k}$, or only $\zeta^{(i/k) \cdot d}$ for $i = 0, 1, \ldots, k - 1$ are in $\mathbb{F}_p$, if $d \equiv 0 \pmod{k}$. Note that there exists no positive integer $d$ dividing $\Phi_k(p)$ if $d \neq 0, 1 \pmod{k}$.

**Proof.** Note that $\zeta^i \in \mathbb{F}_p$ if and only if $\zeta^{(p-1)i} = 1$ if and only if $i(p-1) \equiv 0 \pmod{d}$. The number of such $i$ is equal to $\gcd(d, p-1)$. The value of $\gcd(d, p-1)$ divides

$$\gcd(\Phi_k(p), p-1) = \gcd(p^{k-1} + \ldots + p + 1, p-1) = \gcd(p-1, k),$$

which can only be $1$ or $k$ for prime $k$.

If $\gcd(d, p-1) = k$, then $d \equiv 0 \pmod{k}$ and all the $k$th roots of unity, $\zeta^{(i/k) \cdot d}$, lie in $\mathbb{F}_p$. If $\gcd(d, p-1) = 1$, then only $\zeta^0 = 1$ lies in $\mathbb{F}_p$, and all $\zeta^i \in \mathbb{F}_{p^k} \setminus \mathbb{F}_p$ for $i \neq 0$ must form conjugate $k$-tuples

$$(\zeta^i, (\zeta^i)^p, (\zeta^i)^{p^2}, \ldots, (\zeta^i)^{p^{k-1}}),$$

which is only possible when $d - 1 \equiv 0 \pmod{k}$. Otherwise, if $d \not\equiv 0, 1 \pmod{k}$, $d$ cannot divide $\Phi_k(p)$. $\square$

In the following theorem, we give an upper bound for $\tau_f$.

**Theorem 5.3.** Let $f \in \mathbb{F}_p[x]$ be a polynomial of degree $d$. Let $k$ be a prime number. Assume that $d \mid \Phi_k(p)$. Let $\tau_f$ be the number of absolutely irreducible factors in the factorization of $f(x) - f(y)$. Then, $\tau_f \leq \sum_{D\mid d} (\varphi(D)/\ord_D(p))$. In particular, when $k$ is the prime, either

$$\tau_f \leq \frac{d - 1}{k} + 1 \quad \text{for } d \equiv 1 \pmod{k} \quad \text{or} \quad \tau_f \leq \frac{d - k}{k} + k \quad \text{for } d \equiv 0 \pmod{k}.$$
Proof. Consider

$$f(x) - f(y) = (x^d - y^d) + a_{d-2}(x^{d-2} - y^{d-2}) + \ldots + a_2(x^2 - y^2) + a_1(x - y) = g_1 \ldots g_s.$$ 

Comparing the highest homogeneous term gives

$$x^d - y^d = h_{1,d_1} \ldots h_{s,d_s}, \quad \text{where } h_{i,d_i} \in \mathbb{F}_p[x, y].$$

Since $x^d - y^d = \prod_{d|d} \Phi_D(x, y)$ and $\Phi_D(x, y)$ factorizes into $\varphi(D)/\text{ord}_D(p)$ distinct irreducible factors of degree $\text{ord}_D(p)$, we have at most $\sum_{d|d} (\varphi(D)/\text{ord}_D(p))$ absolutely irreducible factors. Here, $\text{ord}_D(p)$ denotes the multiplicative order of $p$ modulo $D$.

Let $\zeta$ be a primitive $d$th root of unity in $\mathbb{F}_p$. For the prime $k$, $x^d - y^d$ has irreducible factors (over $\mathbb{F}_p$) of either a linear factor, $(x - \zeta^iy)$, for $\zeta^i \in \mathbb{F}_p$, or a degree-$k$ factor,

$$(x - \zeta^iy)(x - \zeta^{ip}y) \ldots (x - \zeta^{ip^{k-1}}y),$$

for $\zeta^i \in \mathbb{F}_p \setminus \mathbb{F}_p$. Therefore, by Lemma 5.2, the number of irreducible factors of $x^d - y^d$ is either $(d - 1)/k + 1$ for $d \equiv 1 \pmod{k}$ or $(d - k)/k + k$ for $d \equiv 0 \pmod{k}$. Because the factor $g_i$ is determined by its highest degree term $h_{i,d_i}$, the number of absolutely irreducible factors is less than the number of irreducible factors of $x^d - y^d$. \qed

5.3. Several examples

In this section, we present several polynomials of degree $d < p$ that achieve the upper bound of $\tau_f$, in the case where $d \mid \Phi_1(p)$ and $d \mid \Phi_2(p)$. In the case where $d \mid \Phi_3(p)$, no polynomial can attain the upper bound.

5.3.1. Case 1: $d \mid \Phi_1(p) = p - 1$. In this case, the possible number of irreducible factors is at most $d$. Consider $f(x) = x^d$, where $d \mid (p - 1)$. Then, a primitive $d$th root of unity $\zeta$ exists in $\mathbb{F}_p$, and $f(x) - f(y)$ has $d$ absolutely irreducible linear factors over $\mathbb{F}_p$, because the factorization is given by

$$f(x) - f(y) = \prod_{i=1}^d (x - \zeta^i y).$$

For a fixed non-zero $y$, $f(x) = f(y)$ if and only if $x = \zeta^i y$ for each $i = 1, \ldots, d$, so the map $x \mapsto f(x)$ is a $d$-to-one function, except on $x = 0$. Finally, $\rho_f = R_1 + d^2 \cdot R_d = 1 + d^2 \cdot (p - 1)/d = 1 + d(p - 1)$.

Remark 2. By applying Theorem 2.3, with the polynomial $f(x) = x^d$ such that $d \mid (p - 1)$, we can solve for the discrete log $\alpha$ in $O(\sqrt{p/d + d})$ group operations, which can be lowered by $\tilde{O}(p^{1/3})$ when $d = p^{1/3}$. Note that a polynomial of form $f(x) = a(x + b)^d + c$ suggests the same asymptotic complexity, because cardinality of the value set is not altered by translations.

5.3.2. Case 2: $d \mid \Phi_2(p) = p + 1$. In this case, the number of possible absolutely irreducible factors is at most $\lfloor (d + 2)/2 \rfloor$. Consider the Dickson polynomial of degree $d$. For a non-zero $a \in \mathbb{F}_p$, the Dickson polynomial is defined as

$$D_d(x, a) = \sum_{k=0}^{|d/2|} \frac{d}{d-k} \binom{d-k}{k} (-a)^k x^{d-2k}.$$ 

The following lemma shows that the substitution polynomial of the Dickson polynomial has exactly $\lfloor (d + 2)/2 \rfloor$ absolutely irreducible factors, and presents the exact value of $\rho_f$. 
Lemma 5.4 [10, 15]. Assume that \( d \mid (p + 1) \), and that \( \zeta \) is a primitive \( d \)-th root of unity in \( \mathbb{F}_p^3 \). It then holds that

\[
D_d(x, a) - D_d(y, a) = (x^t - y^t) \prod_{i=1}^{[(d-1)/2]} (x^2 - (\zeta^i + \zeta^{-i})xy + y^2 + a(\zeta^{2i} + \zeta^{-2i} - 2)),
\]

where \( t = 1 \) for odd \( d \) and \( t = 2 \) for even \( d \). The value of \( \rho_f \equiv \) is given by

\[
\rho_f = \frac{(d+1)p}{2} + O(d^2).
\]

Remark 3. Applying Theorem 2.3 with the Dickson polynomial \( D_d(x, a) \), where \( d \mid (p+1) \), the discrete log \( \alpha \) can be recovered within \( \tilde{O}(\sqrt{p/2d} + d) \) group operations for \( d < p^{1/2} \). It can be lowered to \( \tilde{O}(p^{1/3}) \) when \( d = p^{1/3} \).

5.3.3. Case 3: \( d \mid \Phi_3(p) = p^2 + p + 1 \). In this case, \( \tau_f \) is bounded above by \( (d-1)/3 + 1 \) for \( d \equiv 1 \) (mod 3), and \( (d-3)/3 + 3 \) for \( d \equiv 0 \) (mod 3). This type of polynomial only appears when the factorization of \( f(x) - f(y) \) is given by

\[
f(x) - f(y) = (x^t - y^t) \prod_{i=1}^{s-1} g_i(x, y),
\]

where each \( g_i \) is an absolutely irreducible cubic factor (\( t = 1 \) or \( t = 3 \), depending on the residue class of \( d \) modulo three). However, the following theorem asserts that such a polynomial does not exist, which is a direct consequence of [12, Lemma 6].

Theorem 5.5. Let \( \zeta \) be a primitive \( d \)-th root of unity in \( \mathbb{F}_p^3 \), and assume that \( f(x) \in \mathbb{F}_p[x] \) is a polynomial of degree \( d \). Then, \( f(x) - f(y) \) cannot have an absolutely irreducible cubic factor.

Proof. Write \( f(x) = x^d + a_{d-1}x^{d-1} + \ldots + a_1x + a_0 \in \mathbb{F}_p[x] \). Without loss of generality, we assume that \( a_{d-1} = 0 \). Similarly, as before, denote

\[
\frac{f(x) - f(y)}{x-y} = \frac{x^d - y^d}{x-y} + a_{d-2}\frac{x^{d-2} - y^{d-2}}{x-y} + \ldots + a_2\frac{x^2 - y^2}{x-y} + a_1 = g_1(x, y) \ldots g_{s-1}(x, y).
\]

If \( g_i(x, y) \) is an irreducible cubic factor, then the highest homogenous term should be of form \( (x - \xi y)(x - \xi^p y)(x - \xi^{p^2} y) \), where \( \xi := \zeta^j \) for some \( j \). On the other hand, by [12, Lemma 6], the coefficient of \( y^3 \) in the cubic factors must be equal to 1, which contradicts the fact that the coefficient is \(-1\) in \( (x - \xi y)(x - \xi^p y)(x - \xi^{p^2} y) \).

6. Conclusion

We have proposed a new algorithm for solving the DLPwAI. The algorithm has a running time of \( \tilde{O}(\sqrt{p/\tau_f} + d) = \tilde{O}(\sqrt{p/\tau_f} + d) \) group exponentiations, for a chosen polynomial \( f \in \mathbb{F}_p[x] \) of degree \( d \). Therefore, it reduces the DLPwAI to a problem of finding polynomials with a large value of \( \rho_f \) or \( \tau_f \).

It remains an open problem to find a polynomial with sufficiently large \( \tau_f \) so that the proposed algorithm has a complexity of \( \tilde{O}(\sqrt{p/d}) \) as the lower bound in the generic group model. For example, we can find such polynomials in the case where \( d \mid (p \pm 1) \).

Regarding the birthday problem, it would be interesting to determine the expected number of trials until a collision for arbitrary probability distributions.
Appendix. Another proof of Lemma 5.2 and Theorem 5.3

We begin by stating some notation. Assume that a primitive $d$th root of unity $\zeta$ lies in $\mathbb{F}_{p^k}$, where $k$ is the smallest integer satisfying the condition. For $\tilde{k} \mid k$, we define the following.

- $D(\tilde{k})$ is the number of $i \in \{1, 2, \ldots, d\}$ satisfying the condition that $\zeta^i$ lies in $\mathbb{F}_{p^k}$.
- $N(\tilde{k})$ is the number of $i \in \{1, 2, \ldots, d\}$ satisfying the condition that $\zeta^i$ exactly lies in $\mathbb{F}_{p^k}$, and not in any proper subfield.

Proof of Lemma 5.2 and Theorem 5.3. It suffices to find the number of irreducible factors of $x^d - 1$ over $\mathbb{F}_p$. If $\zeta^i$ is in $\mathbb{F}_{p^k}$ and not in any proper subfield, then the minimal polynomial of $\zeta^i$ is of degree $\tilde{k}$. Therefore, $x^d - 1$ factorizes into $\sum_{\tilde{k}|k} N(\tilde{k})/\tilde{k}$ irreducible factors.

Now, we can easily check that $D(\tilde{k}) = \gcd(d, p^{\tilde{k}} - 1)$, since $\zeta^i \in \mathbb{F}_{p^k}$ if and only if $\zeta^i(p^{\tilde{k}} - 1) = 1$ if and only if $i(p^{\tilde{k}} - 1) \equiv 0 \pmod{d}$. From the definitions, $D(\tilde{k}) = \sum_{\ell | k} N(\ell)$, so the Möbius inversion formula suggests that

$$N(\tilde{k}) = \sum_{\ell | k} \mu\left(\frac{k}{\ell}\right) \cdot D(\tilde{k}) = \sum_{\ell | k} \mu\left(\frac{\tilde{k}}{\ell}\right) \cdot \gcd(d, p^{\tilde{k}} - 1),$$

where $\mu(n)$ is the Möbius function.

For prime $k$,

$$\sum_{\tilde{k}|k} \frac{N(\tilde{k})}{k} = N(1) + \frac{N(k)}{k} = \gcd(d, p - 1) + \frac{\gcd(d, p^k - 1) - \gcd(d, p - 1)}{k} = \gcd(d, p - 1) + \frac{d - \gcd(d, p - 1)}{k}.$$

Since $N(k) = d - \gcd(d, p - 1)$ must be a multiple of $k$, and $\gcd(d, p - 1)$ can only be either one or $k$, $d$ modulo $k$ can only be either one or zero. $\blacksquare$
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