
ON A GALOIS CONNECTION BETWEEN ALGEBRAS OF 
LINEAR TRANSFORMATIONS AND LATTICES OF 

SUBSPACES OF A VECTOR SPACE 
R. M. THRALL 

1. Introduction. Representation theory has contributed much to the study of 
linear associative algebras. The central problem of representation theory per se 
is the determination for each algebra of all its indecomposable representations. 
This turns out to be a much deeper problem than the classification of algebras, 
in the sense that there are algebras for which any "internal question" can be 
answered but for which the number and nature of representations is almost 
completely unknown, or if known is much more complicated than the internal 
theory. This can be illustrated by the example of a commutative algebra of 
order three for which the representation theory can be shown to be essentially 
the same as the problem of classifying pairs of rectangular matrices under 
equivalence. (This algebra has indecomposable representations of every integral 
degree.) 

Detailed study (as yet unpublished) of the representations of certain classes of 
algebras has led me to consider the possibility of searching for connections 
between representation theory and lattice theory. The present note is devoted 
to setting up the machinery for certain phases of such an investigation. 

Notation and definitions. Let t be a sfield and Vs. right f-space of dimension n. 
If vit . . . , vn are a basis for V then any vector v in V can be written in the form 
v = Vid\ + . . . + vnan, where a^ . . . , an are uniquely determined scalars (i.e. 
elements of f) called the coordinates of v relative to the given basis for V. This 
can be written in the matrix form as v = l r i | r | p< | | where \\vj\\ denotes the 1 
by n (row) matrix made up of the basis vectors and ||a*|| denotes the n by 1 
(column) matrix made up of the coordinates. (In describing any matrix we shall 
use the subscript "i" for row index and "j" for column index.) Then for any 
vector v and scalar a, va is the vector with coordinate matrix \\b\\ — \\aia]\. 

We denote by X the set of all linear transformations a (i.e., f-endomorphism) 
of V into itself. We write the linear transformations as left operators, and then 
the commutativity of linear transformations with the scalar multiplications 
take the form (av)a = a (va). To express the linear transformations in matrix 
form we use the formula 

«» = a(|hlHM|) = («|M|)||a,|| = iKlHkll 
= (lhl|r.)|M| = IMI(r.||af||). 

Here Ta is, of course the matrix whose jth column is the coordinate matrix of 
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aVj. Conversely, the same formula read in reverse shows tha t every n by n 
f-matrix T defines a linear transformation a. We make X into a right f-space of 
dimension n2 by the definition aa = 0, where fi is the linear transformation for 
which 

T- r \\a ° I 
110 a II 

The set 9Î of all subspaces of F is a complemented modular lattice of (lattice) 
dimension n. Wi th any subalgebra 31 of X we associate the sublattice 8 = 91* of 9Î 
consisting of all subspaces of V invariant under 2Ï. Wi th any sublattice 8 of 3Î 
we associate the subalgebra SI = 8 + consisting of all linear transformations a in 
X for which each element W of 8 is an invariant subspace. A subalgebra 21 of X is 
said to be closed if (2t*)+ = 2t. A sublattice 8 of 5ft is said to be closed if (8+)* = 8. 

The mappings "*" and "-f" consti tute a Galois connection [1, p.56] between 
the subalgebras of X and the sublattices of 5ft (i.e., both * and + invert inclusion 
and for all 21 we have (2l*)+ 2 2Ï and for all 8 we have (8+)* 2 8). T h e mappings 
21 —» (2I*)+ and 8 —> (8+)* are accordingly closure operations [1, p. 49] in which 
the closed elements are just the images under * and + , i.e., 21 is closed if and only 
if there exists an 8 for which 21 = 8 + and 8 is closed if and only if there exists an 
21 for which 8 = 21*. 

The main purpose of this paper is the beginning of the s tudy of the mappings 
* and + . Among the problems considered (but not completely solved) are the 
determination of intrinsic characterizations of closure, and the ways in which 
properties of the subalgebras and sublattices can be traced in their images under 
* and + respectively. 

The main results of the paper are the two necessary conditions (Theorems 
1 and 2) tha t a lattice be closed, given in §§3 and 4; §§5 and 6 deal with the 
special case of distributive lattices. Every distributive lattice is closed ; the closed 
algebras whose lattices are distr ibutive are characterized and some sufficient 
conditions are obtained tha t an algebra 21 should define a distributive lattice 31*. 
Section 7 contains some examples and conjectures. 

2. Some elementary properties of mappings + and *. Suppose tha t 8 = 21* 
is complemented. In the language of representation theory this says t ha t F is a 
completely reducible representation space for 21. Since 21 is defined as an algebra 
of linear transformations on F we see tha t F i s space for a faithful representation 
of 21. Now, any algebra which has a faithful completely reducible representation 
is semi-simple (for radical elements are mapped into zero by each irreducible 
representation). Conversely, if 2Ï is semi-simple then V is completely reducible, 
tha t is, 8 = 21* is complemented. Hence 8 = 21* is complemented if and only if 
2( is semi-simple. 

If 21 = 8 + then 21 has a unit element. Since the dimension of a lattice is greater 
than or equal to the dimension of any sublattice we see tha t the dimension of 8 is 
less than or equal to the composition length of V considered as an 2I-space. T h e 
following example shows tha t the inequality can occur. Let î be the rationals 
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and let n = 4. Let 8 have the elements V, S, T, U> Q, R where S is the set of all 
vectors with coordinates of the form (a, b, 0, 0) ; T is the set of all vectors with 
coordinates of the form (0, 0, a, b); U is the set of all vectors with coordinates of 
the form (a, b, a, b); Q is the set of all vectors with coordinates of the form 
(a, by 2a, 3b) ; and R is the zero space. Then 21 is the set of all matrices of the 
form 

C 7 ol 
d 

10 cd\ 
and 2(* has dimension 4. 

3. Projective closure. Let A and B be subspaces of V, i.e., elements of the 
lattice 9Î. We use the symbols A C\ B and A VJ B respectively to indicate the 
intersection of A and B and the space spanned by A and B. If B is a subspace of 
A we say that the pair A, B defines a quotient, written A IB. (This should not be 
confused with the residue class space which we denote by A — B.) We shall use 
quotients only in connection with the concepts of transposed quotients and 
projective quotients [1, p. 72]. 

If A/B and C/D are transposes with A \J D = C and A Pi D = B then any 
vector v in A is in C and two vectors in A belong to the same coset modulo B 
if and only if they belong to the same coset of C modulo D. If v is any vector in C 
there is a vector v' in the same coset modulo D such that v' is also in A. It is 
easy to see that the mapping v + B —-> v + D defined for all vectors v m A is a 
non-singular linear transformation of the factor space A — B onto C — D. 

The inverse of this mapping is, of course, also a linear transformation. Hence, 
with any sequence of transposes leading from an initial quotient A/B to a final 
quotient C/D we can associate a unique (non-singular) linear transformation 
of A — B onto C — D. We say that such transformations are lattice induced. 
Suppose that in a sublattice ? of 9Ï two quotients S/R and T/R are projective 
with 

S/R = Xo/Yo, X1/Y1, . . . , Xk/Yk = T/R 

as a sequence of transposes which demonstrate this projectivity [2]. 
Denote by a: s + R—*t + R = a(s + R) the mapping thus defined from 

S — R onto T — R by the above given sequence of Xt/Yi. Then for each pair 
a t Ï and s £ S we define Qa(s) to be the coset (s + R) + a(s + R)a of 5 ^J T 
modulo 7?. If, now, gi <E Qa(si) and q2 6 <2«(s2), then (qj>i + q-ibo) G Qa(sibi + 
52è2). Hence, the set Qa consisting of all vectors lying in any one of the cosets 
Qa(s) for some 5 G 5 is a subspace of V, that is, an element of 9t. If a ^ 0, 
then Qa has meet R and join 5 VJ Twith both 5and Tso that [R; S, T} Ç a ; 5 U T] 
is a projective root [2, p. 147] in 9Î. Moreover, the mapping s + R—> Qa(s) is a 
linear transformation of S — R onto Qa. We say that Qa is projective!y related 
to 8. 

Definition. We say that 8 is projective!y dosed in s3t if 8 contains every space 
Ça projectively related to it. 
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The above process for defining new spaces Qa can be generalized in the fol
lowing manner. Let WD S Z) R be a chain in 5)t, let a- be a linear transformation 
of S — R into W — R, and let a £ I. Then we define Qa to be the set of all 
vectors lying in any one of the cosets Qa(s) = (s + R) + <r(s + R)a for s £ S. 
(Of course, spaces thus obtained need not be projectively related to 8 even if 
R,S, and IF all belong to 8.) 

LEMMA 1. Let 21 fo GWV subalgebra of Ï , /<?/ I F D S D Rbea chain in8 = 21*, 
to (j fo aw operator homomorphism (%-homomor phism) of S — R into W — R, 
and let a Ç f. 77z£?z Qa f 8. 

Proof. Let a Ç 2(. Then we have 

aQa(s) = a[(5 + £ ) + <r(s + £ ) a ] = a(s + R) + a[a(s + R)a\ 

= a (5 + R) + cr(a* + i^)a = Qa(as), 

and hence aÇa Q Qa-
The following theorem which is an immediate consequence of this lemma 

illustrates the importance of the concept of projective closure. 

T H E O R E M 1. Every closed lattice 8 = 21* is projectively closed. 

Proof. If 8 = 21* then every lattice induced linear transformation is an opera
tor ismorphism. Suppose tha t S/R is projective to T/R in 8 and a is any lattice 
induced ismorphism of S — R onto T — R. Then apply Lemma 1 with W = S VJ T 
and we see tha t Qa G 8. 

T H E O R E M 2. Suppose that Ï is an algebraically closed field, and that 8 is pro
jectively closed in 9Î. Let ty = [R;S,T, U; W] be a prime projective root in 8, 
and let a be the linear transformation of S — R onto T — R induced by any pro
ject ivity (in 8) of S/R and T/R. Then, there exists a c f such that U = Qa> 
Moreover, if r is any second linear transformation of S — R onto T — R induced 
by a projectivity (in L) of S/L and T/R then r is a scalar multiple of a. 

Proof. Let u + R be any coset of U modulo R. Since W — R is the direct 
sum oi S — R and T — R there exist unique cosets s -\- R oî S modulo R and 
t + Roi T modulo R such tha t u + R = (s + R) + (t + R). Since S C\ T 
= U r\ S = U P\ T = R we see tha t no one of the vectors u, s, or t can belong 
to R unless all three do. Moreover, since S^JT = U U 5 = U ^J T = W we 
see tha t every coset of 5 modulo R and similarly every coset of T modulo R 
must appear exactly once as u + R runs through all of the cosets of U modulo R. 
If we denote by p(s + R) the (unique) coset (/ + R) which is paired with 
(s + R) in the expression for some (u + R) it is clear t ha t p is a non-singular 
linear transformation of 5 — R onto T — R. 

Consider the product X = a~1p; clearly X is a non-singular linear t rans
formation oi S — R onto itself. Since t is algebraically closed, X has a t least one 
eigenvalue a, and since X is non-singular a j* 0. Let (sQ + R) be a non-zero 
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eigenvector of X, that is, 50 does not belong to R and \(s0 + R) — (soa + R). 
Then 

Qa(so) = (5o + R) + a(s<>a + R) = (5o + i?) + p X " 1 ^ + 2?) 

= (5o + * ) + P(So + R) CU. 

The assumption of projective closure requires that Qa € 8. Now, U~3UC\Qa"DR-
But since Qa and £7 are both prime over i£ this requires U = Ça» which establishes 
the first part of the theorem. 

To establish the remaining contention it is clearly sufficient to show that cr 
is a scalar multiple of p. For then the same would be true of r. To show this we 
observe that for every s Ç 5 we have Qa (s) = (s + R) + a (sa + R) as the 
coset of U modulo R in the form of a sum of a coset of S modulo R and a coset 
of T modulo R. As we have seen above, such an expression is unique, and hence 
a (sa + R) = p(s + R) for every s £ S. From this we conclude that aa = p, 
as required. 

4. A relative imbedding problem. Consider an / dimensional sublattice 8 
of an w-dimensional complemented modular lattice 9Î. If there exists an /-dimen
sional complemented sublattice 9DÎ of 9t which contains 8 and which has the 
same projective structure constants [2, §2] as 8 we say that 8 has the relative 
imbedding property. In § 7 below we shall give an example to show that not 
every 8 has this property. 

An algebra 3t is said to be cleft [3, p. 499] if its radical 9î has a complement 3i 
in the lattice of all subalgebras of St; 33 is then necessarily semi-simple. 

THEOREM 3. Let t be a field and let % be a cleft subalgebra of X with unity 
element. Then S = 21* has the relative imbedding property. 

Proof. Let 9i be the radical of SÏ, let S3 be a semi-simple subalgebra of 21 for 
which St = 9? + S3, and let V = VtD F,_i D . . . D V0 = 0, be an 2I-composi-
tion series for V. We may choose a basis for V adapted to this series for which 
elements of 33 are represented by matrices with zeros in all non-diagonal blocks, 
such that equivalent irreducible constituents of 21 are in identical form and such 
that the elements of 9? are represented by matrices with zeros in all blocks below 
the main diagonal. If the number of distinct irreducible constituents of S3 is 
equal to the number r of projective classes of prime quotients in ? then SD? = S3* 
is complemented and will have the same projective structure constants as 2. 
Moreover, because of the antitone properties of the mapping * we have 2 C 9K. 

We now show that if there are less than r distinct irreducible constituents 
of S3 then we can replace 2Ï by a larger cleft algebra 2T whose semi-simple 
subalgebra B' has exactly r distinct irreducible constituents and such that 
8 = 2T*. Then W = S3'* will serve as the imbedding lattice for 8. 

Let 5 be one of the irreducible constituents of 21 and let e be the element of 58 
which is represented by the identity matrix in g and by zero in all irreducible 
constituents of 21 which are not equivalent to %. Suppose that 3 = {71, . . . , js] 

https://doi.org/10.4153/CJM-1952-021-1 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1952-021-1


232 R. M. THRALL 

is the set of all indices j for which the factor spaces Vj — Fj_i have e as identity 
operator and suppose that not all of the quotients VJ V^i for j in 3 are pro
jective in S = 21*. Partition the set 3 into two non-empty subsets 3 i and 32 
in such a way that indices of projective quotients lie in the same subset. Then 
for i — 1,2 let ê  be the (unique) element of eïe which induces the identity 
mapping on the factor spaces Vj — F ;_i for all j in 3*> and which induces the 
zero mapping on all factor spaces Vj — Vj-\ for all j not in 3*. 

LEMMA 2. The mappings ei and €2 belong to Sl*+. 

Proof. Clearly €1 and e2 are orthogonal indempotents whose sum is e, and hence 
either both or neither belong to 2I*+. Suppose that neither belongs to §l*+. Then 
there must be an 2l-space U of lowest f-dimension for which eiU (J_ U. This 
space t /must be join-irreducible; let Ur be its unique maximal 2l-subspace. 

Let j be the smallest index for which U Ç Vj. Then since Vj covers F ;_i, 
U covers Vj-± P\ U, and consequently Vj-i C\ U = V. This shows that 
Vj/Vj-i is a transpose of U/Uf. 

If j does not lie in 3 we have eVj = eF ;_i and hence eU = eU' C U'. Then 
since ei = eie we have e\U — eieU Ç eiU'. Now since (dimension [/') < (di
mension U) we have eiZ7' Ç £/' and hence eiU CI f/' C £/, contrary to our 
hypothesis on £7. Hence 7 lies in 3-

Now, since j lies in 3» *Fy (^ eF;-_i. We may suppose the notation so chosen 
that j Ç 3i- Then for v GvFy, we have e±v G Vj-i if and only if v £ F;-_i, and 
similarly for u Ç t/ we have €iw Ç £/' if and only if u £ [/'. 

Let w b e a vector of 27 for which €iw $ Z7. Since ei and e induce the identity 
mapping on Vj — Vj-i there exist vectors U\ Ç F ;_i such that €i(w — U\) = 
u — U\. (For example U\ = u — e\U has this property.) Let k be the smallest 
index for which there exists a pair of vectors u G U and «1 £ Vk such that 
ei^ $ Z7 and ei(w — U\) = u — U\. Clearly k < j . If u, U\ is such a pair so is 
eu, eU\, hence we may suppose that u = eu and U\ — eu\. Since it\{= eii\) does 
not lie in Vk-\ we see that k £ 3- If & 6 3 i then 

^2 = wi — 61U1 € F^_i . 

Moreover, 

€\(U — U2) = €iW — e\U\ + ei€iUi — €i(u — U\) + €i^i 

= U — U\ + €i^i = U — Uo, 

contrary to the hypothesis that k is minimal. Hence & £ 3:2-
Set R= U'U F,_i, 5 = Z7 U 7*_i, T = U'VJ Vk, and IF = U U F*. We 

contend that these four 3I-spaces are distinct and that R = S C\ T, W = S \JT. 
It is obvious that 5 U T = IF. Now, 

5 n r = (£/ u 7t_i) n (£/' u FO = [£/ n (£/' u F,)] U F,_X 

= [(t/ n F,) u u'] u F,_! = u u F,_! = i?. 
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(The simplifications used follow from two applications of the modular law and 
the fact tha t , since k <j, U H V* Q U'.) 

We cannot have W — T lest the above chosen vector u lie in Uf U Vk C V^i 
from which it would follow^ tha t u ^ V C\ Vj-i = U' which contradicts the 
condition eiu (£ U. In order to show tha t all four spaces are distinct it is now 
sufficient to show tha t W 9e S. Suppose tha t W = 5 . Then Ui £ S and so can 
be writ ten in the form u± = u' + u2 where u' Ç U', u2 € Vk-i. Now u' £ £/', 
hence t\{u — u') (£U. Moreover, 

ei[(u — w) — u2] = ei(u — U\) = u — U\ — (u — w) — u2. 

Thus the pair of vectors (u — u'), u2 contradict the minimality of k. This contra
diction arises from the assumption W = S; hence we conclude tha t W ^ 5 . 

Since j and k both lie in 3 we see tha t S — R is ^-isomorphic to T — R under 
some mapping a. Now, by Lemma 1, 2 contains the space U = Qu and the pro
jective root [R;S, T} U; W] in 2 can be used to show the projectivity of the 
quotients S/R and T/R and thus of VJ Vj-i and Vk/ Vk-i. But this contradicts 
the construction of 3 i and ^2- This contradiction arises from the assumption 
tha t the 2l-space U is not invariant under ei and e2 ; and thus completes the proof 
of the lemma. 

LEMMA 3. The algebra 211 generated by 21 and ei, e2 is cleft with semi-simple 
subalgebra i8i generated by 33 and ei, e2. 

Proof. I t is clear from the matrix form of 33 tha t ei and e2 commute with all 
elements of 33 as well as with each other, and hence tha t e\ and e2 belong to the 
centre of 33i. One consequence of this is tha t ei33 is a two-sided ideal of 33i. But 
from the matrix form of 33 it is clear tha t ei33 is a simple algebra isomorphic to 
e33. Similarly (1 — ei)33 is also a two-sided ideal of 33i, and reference to the 
matr ix form of 33 shows tha t (1 — ei)33 is isomorphic to 33 under the mapping 
j8—» (1 — €i)/3. Since ei is idempotent and lies in the centre of 33i the sum 
93' = (1 — 6X)33 + ei33 is direct. Clearly 33' 2 33, and the equalities (1 - € l) e 
= e2 and eei = ei show tha t 33r also contains ei and e2. Hence, 33i = 33' is 
semi-simple. We have proved incidentally tha t 33i has exactly one more simple 
two-sided ideal than 33. 

If we can now find a nilpotent ideal 9?i in 2Ii for which 2Ii is the direct sum of 
331 and 9?i we will have completed the proof of the lemma. The radical 5R of 21 
consists of those elements represented by zeros in all of the irreducible consti
tuents , i.e., of those elements whose matrices are.zero in all blocks on or below 
the main diagonal. Since V has composition length / it follows tha t dll = 0. 
Moreover, the matrix for each element of 9î33i has zeros in all blocks on or below 
the main diagonal so tha t (9î33i) ' = 0. Now, consider the subset 

Mi = » i ( 9 t » i ) + 33iOR33i)2 + . . . + 33i(9î33i)z. 

of Sli. We remark first tha t since 1 Ç 33i, 9Î C ^ and so 331 and 9?i generate 2Ii. 
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Moreover, since 33i2 = 33i we have 33i3?i = 9îx33i = dti. An easy induction 
shows that 

SRi1 = 93i(5R33i)f + SitSRSi)*1 + . . . + SBiC»»!)1. 

This shows both that 9îi is nilpotent and that it is closed under multiplication. 
To check closure under addition it suffices to recall that the definition of the 
product 62) of two subsets (S and 5) is the set of all sums cidi + . . . + csds 

for the d in 6 and the dt in 2). Putting together all of the above facts we see 
that 9?i is a nilpotent two-sided ideal of 2li. It remains only to show that the 
sum 331 + 9?i is direct and equal to 2li. The intersection of 331 and 9?i is clearly 
an ideal in 331 and is as part of 9îi either nilpotent or zero. Since 331 is semi-
simple this intersection must be zero, so the sum is direct. Now 21' = 331 + 9?i 
is clearly a subalgebra of 2li. Since 211 is generated by 331 and 9ii it follows that 
2li = 21' is cleft with semi-simple component 33i. 

Returning now to the proof of Theorem 3, we observe it is a consequence of 
Lemma 2 that (210* = 21*. Moreover, we saw in the proof of Lemma 3 that 2li 
has one more class of irreducible representations than 21. Hence, by repeated 
applications of our construction we will arrive at a cleft algebra 2IS having 
exactly as many classes of irreducible representations as 8 has classes of pro
jective prime quotients and for which (2L)* = 21*. This completes the proof. 

5. The distributive case. We shall show that every distributive lattice is 
closed and that a closed algebra corresponds to a distributive lattice if and only 
if its irreducible constituents are total matrix algebras over f, no two of which are 
equivalent. The question as to which non-closed algebras correspond to distri
butive lattices is not settled although some results are given for the case in 
which Ï is an algebraically closed field. 

We review some of the important properties of a distributive lattice [1, 
Chap. IX]. Let ? be a distributive sublattice of 91 and let Ui, b\, . . . , U x be 
the join-irreducible elements of 8 (here / = dim 8). Let U/ be the unique element 
covered by Uj and let nj = dim (Uj — U/) {j — 1 , 2 , . . . , / ) . Suppose that 
the U's have been ordered so that Ut C Uj can hold only if i < j , and set 

Vj= [ / i U ^ U . - . U Uj (j = 1 , . . . , / ) . 

Then 0 = Vo C V\ C V-i C • • • C Vi = V is a maximal chain in 8. We choose 
a basis for V adapted to this chain, and, moreover, such that the j th set of 
basis elements (i.e., the tij new ones chosen for Vj in addition to the ones al
ready chosen for F;_i) all lie in Uj. We regard 21 = 8+ as a matrix algebra in 
terms of the given basis. Let A = \\Aij\\ be an n by n f-matrix partitioned so 
that A ij is an nt by nj f-matrix. 

LEMMA 4. (i) If A belongs to 21 = 8+ then so does each matrix B which can 
be obtained from A by replacing any set of its submatrices Atj by the zero matrix. 
(ii) If L\ ÇI Ujy and A' is any nt by n^ t-matrix then the matrix A having Atj = A' 
and Ahk = 0 for h, k ^ i, j belongs to 21. (iii) If Ui <£ Uj then A tj = 0 for all A 
in 21. 
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Proof. The lattice dimension of any element W of 2 is the number of join-
irreducible elements of 8 which it contains [1, p. 139]. Suppose that 

Uh , • . . , Uh 
l t 

are the join-irreducible elements contained in W. Then the &ith, . . . , A<th sets 
of basis vectors for V taken altogether will be a basis for W. Now let A be as 
in (ii) and we see that if Uj (J_ W then A W = 0 and that if Uj C W then 
AW C £7* C f/̂  C| IF; hence in all cases W is invariant under A, which esta
blishes part (ii) of the lemma. As a consequence of (ii) we see that for each j 
the idempotent matrix Ej which has i, j component identity and all other 
components zero is an element of 21. Now (i) follows by consideration of sums of 
elements ExAEj. Finally, to establish (iii) we suppose that A belongs to 21 and 
observe that for each vector u in Uj the vector v' — EiAEp must again lie 
in Uj. As an element of the image space of Et the vector v' must be a linear 
combination of basis vectors belonging to the ith. set. Now, if Aij 9e 0 there 
exist vectors v in Uj for which v' ^ 0. Hence, 0 C U iC\U j(£_ U {. Since Ut is 
join-irreducible this requires Ui C Uj. Therefore, we conclude that if Ui <Z Uj 
then A i3 = 0 for all A in 21. 

THEOREM 4. Every distributive lattice is closed. An algebra 21 of linear transfor
mations is closed with S = 21* distributive if and only if the irreducible constituents 
of 21 are inequivalent total matrix algebras. 

Proof. Let 21 be an algebra of linear transformations whose irreducible con
stituents are inequivalent total matrix algebras over a sfield f. Let 

0 = F o C F ! C . . . C ^ = F 

be a composition series for the space V of 21. Then we can select a basis for V 
adapted to this composition series so that 21 takes the form 21 = ||2lij|| where 
(i) each 21 î;- for i > j is zero; (ii) each %tj is a total matrix algebra and no two 
of the Ujj are equivalent; (iii) each 21^ for i < j is either zero or the set of all 
nt by Uj f-matrices where n$ = dimension Vj — Vj-i = degree 21^; and (iv) the 
non-zero 211; are completely independent (i.e., they satisfy condition (i) of 
Lemma 4). 

That 2 = 21* is distributive of dimension / follows from the fact that the / 
irreducible constituents of 21 are inequivalent and hence that S can contain no 
projective root. We now search for the join-irreducible elements of £. 

We subdivide the basis vectors for V in terms of which 21 is written into / 
sets with nj in the 7th set and in such a manner that the elements of the first j 
sets form a basis for Vj (j = 1, . . . , /). Let 3 ;- = {iu . . • , it(= j)} be the set of 
all indices / for which A tj ^ 0. Then for each j let Uj be the subspace of V 
generated by all of the elements in the z'ith, . . . , ̂ th sets of basis vectors. W'e 
now show that Ui, . . . , Ut are the join-irreducible elements of L, and moreover, 
that 2 is isomorphic to the lattice $ of subsets of 3 = {1, . . . , /} generated by 
the 3_;. 
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Suppose that A hk ^ 0, let B' be any nh by nk f-matrix, and let B be the element 
of 21 with Bhk = Br and all other components zero. Since by (iv) any A in 21 is 
a sum of such B, to establish invariance of any space under SI it is sufficient to 
test invariance only under all matrices of type B in 21. Now, unless k £ 3 j 
we have BUj = 0, and if k £ 3 ; then BUj Q Uhi where of course Â € 3*-
If 3/» ^ 3 j we would have Uh C £/̂  and hence £/;- invariant under 5 . Hence, we 
conclude that a sufficient condition for invariance of all the Uj is that for each j , 
k Ç 3^ only if 3* £ 3 r To see that this is true we suppose h c 3*> k Ç 3^ 
and select B as above. Then select an nk by nj f-matrix C such that Df = 
B'C y£ 0 and let C be the element of 21 having Ckj = C and all other com
ponents zero. Now D = BC has Dhj = Dr and so Anj ^ 0, that is, h Ç 3> 
Thus the Uj all belong to 8. 

The proof of the join-irreducibility of the Uj rests again on (iv). Let W be 
any 2l-subspace of Uj which is not contained in Vj-i. Let w be a vector of W 
which does not lie in t0_i, let i £ 3^, and let z be any element of the ith set of 
basis vectors. Then we can find an nt by ŵ  matrix Bf such that 5w = z where B 
is the matrix of 21 with Bij = Bf and all other components zero. Hence W = Uj. 
Now in any expression of Uj as a sum of 2I-spaces at least one of the summands 
must contain vectors of Uj which do not lie in Vj-\ and hence one of the sum
mands is Uj itself. This shows that Uj is join-irreducible. 

Let W be any element of 8, let 

Ujx, . . . , Vu 

be the join-irreducible elements of 8 contained in W, and let 3» (WO = \ji, . . . , js} 
Then 

W = Ui U • . . U US1 S(W) = 3 , t U • • • U 3 ; 4 

and TF has a basis consisting of the elements of the jith, . . . ,jsth sets of basis 
vectors. Moreover, W is uniquely determined by the element 3 (WO of $• 
Furthermore, W\ C W2 if and only if $(Wi) Q 3(W^2). In other words, the 
mapping £ : W-* 3(WO of 8 into $ is 1-1 and isotone. Now, since 8 is a lattice, 
?$' = S 8 is also a lattice and is isomorphic [1, p. 21] to 8. But, since 8' contains 
each 3 i = 3(&0)> and since 8 is generated by the 3̂ » we conclude that £ is 
an isomorphism of 8 onto ty. 

Now consider 33 = 2l*+ = 8+. According to Lemma 3 we see that Si;- = 0 
if and only if Uf (£_ Uj} and hence if and only if 3 i (£ 3j and hence if and only if 
%ij = 0. Now, since the non-zero components 21 *; of 21 are completely indepen
dent, and since 21 C 53, we conclude that 21 = S3, that is, 21 is closed. 

Finally, to see that every distributive lattice 8 is closed we apply Lemma 4 
and note that the lattice 3̂ defined by 2Ï = 8+ is isomorphic to 8 as well as to 
8+*; or, even more simply, observe that the join-irreducible subspaces of 8 are 
again join-irreducible in 8+*. 

6. The distributive case for non-closed algebras. We next consider the 
question "For what algebras 21 is 8 = 21* distributive?" approached from the 
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following point of view. Suppose a distributive sublattice 8 of 9t is given. Then 
we ask "For which subalgebras SI of 33 = 8+ is 21* = 8?" 

If the irreducible constituents 2ly;- of 21 are the same as those of 33 then either 
21 = 33 or some component 21 a of 21 is zero whereas 33^ ^ 0. But then, by-
Theorem 4, 21* D 8. Hence, the zero components of 21 must be the same as those 
of S3. Thus in order to have 21* = 8 and 21 C 33 we must have equivalence 
between some of the irreducible constituents of 21. We assume (with no loss of 
generality) that two irreducible constituents of 2t are equal if they are equivalent. 

THEOREM 5. Let 8 be a distributive sublattice of 9Î. Let the set 3 = {1, . . . , /} 
be partitioned into subsets 3 i , . . . , 3 r in such a way that 

(1) h and k belong to the same set 3 j only if nh = n% and 
(2) the set of all Uhfor h Ç 3 j form a chain in 8. 

Then there exists a subalgebra 21 of 33 = %+for which 21* = 8 and having 21^ = 21** 
whenever both h and k belong to one of the sets 3y- Conversely, suppose 21 Ç! 33 and 
21* = 8. Let 3i> • . • y 3> be the equivalence classes of 3 defined by the equivalence 
relation h ~ k if and only if %hh = 2Ï**. Then the sets 3* satisfy (1) and (2). 

Proof. For the first part of the theorem we take for 2Ï the algebra whose com
ponents are the same as those of 33 except for the stipulated equalities 21^ = 21**. 
Now either 21* is not distributive or by repeated applications of Lemma 2 we 
get 21*+ = 33 and hence 8 = 2Ï*. 

Suppose that 21* is not distributive, then it contains a prime projective root 
Ç = [R; S, T, U; W] normal [2, §4] with respect to the chain 0 = V0 C Vi C 
. . . C Vi = V, say Vi/V^u W/T, U/R, VJ/VJ-I is a sequence of transposes 
and Vt Q S C Vj-i. (We are here using the fact that dim 21* = dim 8 and 
so a maximal chain in 8 is also a maximal chain in the larger lattice 21*.) 
Clearly, i and j must lie together in one of the sets $h. 

We refer once again to the basis chosen for F in § 5 above. For any vector 
v in V we speak of the first set of n\ coefficients, . . . , /th set of nx coefficients. 
By our choice of basis every vector in 5 (or in R) has all coefficients arbitrary 
(but, of course, with all coefficients zero in sets h > j). Moreover, any vector 
v of W wrhich has zero coefficients in the j th set must lie in W C\ Vj-i = 5, 
and, similarly, if v Ç T or U) and has zero coefficients in the j th place then 
v G R = S C\ T. Also, since Vt P\ R = F<_i any vector u of R which has zero 
coefficients in all sets except possibly the ith set must be zero. 

Now let v be a vector in T with not all zero coefficients in the jth set. Since 
UiC Uj,Aij = Bij 9e 0 and there is an nt by ?ij matrix A' such that the matrix 
A in 21 having A tj = A' and other components zero sends v into a vector u = Av 
having zero coefficients in all sets except the 2*th set and having non-zero co
efficients in the '̂th set. This vector u cannot belong to R, but on the other hand 
if T is invariant under A we have u = Av G T C\ F ;_i = R. Thus we see that 
T cannot be an 2l-space. This contradicition arose from our assumption that 
2Ï* was not distributive. We therefore conclude that 21* is distributive, and the 
first part of the theorem is established. 
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Conversely, let 21 be a subalgebra of 33 having 21* = £. Then either the 
theorem is true or there is a pair of indices i <j for which 2ïzi = 2{J; and 
Ut <Z Uj. In this case we have from Lemma 3 that 33 i ; = 0 and hence that 
21,-, = 0. 

Suppose t i a t 

Ukx, . . . , Ukt 

are the join-irreducible elements of 2 properly contained in Uj. Then 

u; = ukl u ... u ukg 

is the unique maximal subspace of Uj. Let R = Ff_i VJ £//; S = R^J Ut; 
and T = R\J Uj. Since f/; does not contain [/* no £/*A can contain UÙ hence 

t / * A n t / i Ç Ut c F , _ ! 

(here £// is i:he unique maximal subspace of [/*). Since 8 is distributive R C^ Ut 

— UÎ and so 5/i? is a transpose of Ut/U/. On the other hand since Vi-i 
C\ Uj Q Uj we see that R C\ Uj = [//; hence T/i? is a transpose of Uj/U/. 

By our hypothesis that 21 ** = 21 -̂ we have T — R operator isomorphic to 
S — R. Hence, by Lemma 1 with W = S^J T and for a 9^ 0 in f, we see that 
the projective root [R;5 , 7", Qa; W] is contained in 21*, contrary to our hypo
thesis that 2 = 21* is distributive. This contradiction arises from the assumption 
Ut (Z Uj, and so the theorem follows. 

Results similar to Theorem 5 can be obtained for "super diagonal" com
ponents of %ij of 2Ï, but the theory here is not yet complete. 

7. Some unsettled problems. We have seen that projective closure and the 
relative imbedding property are necessary conditions for closure of a lattice. 
It is not yet known whether these two conditions are also sufficient. The answer 
to this question may depend on the nature of f, in particular whether or not it 
is algebraically closed. 

All of the examples known to the author of sublattices which fail to possess 
the relative imbedding property also fail to be projectively closed. This suggests 
that projective closure may imply the relative imbedding property. Again the 
answer may depend on the nature of Ï. 

We close the present paper with an example of a lattice which does not have 
the relative imbedding property. Let ! be the rational field, let Z be a f-space of 
dimension 2, and let V be the fourfold Cartesian direct sum of Z with itself, 
i.e., the vectors v of V are the form (zi, z2, zZl s4) with zt in Z. Let fi be a linear 
transformation on Z with eigenvalues 2 and 3 and corresponding eigenvectors 
z' and z" (i.e., 0s' = z'2 and #s" = s"3). 

Let 91 be the lattice of all f-subspaces of V and let 2 be the finite sublattice 
of dimension I = 4 whose join-irreducible subspaces are 

{(«1,0,0,0)}; {(si,*i,0,0)}; {(si.jtei.0,0)}; {(zlfS2,0,0)}; 

{(0,21,22,0)}; { ( z i , z 2 , z i , 0 ) } ; {(0,21,22,23)}. 
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(Here, for instance, {(zi, z2, Zi, 0)} denotes the set of all vectors of the form 
(zi, z2, Zi, 0) obtained as zx and z2 range independently over Z.) 

Suppose that there exists a 4-dimensional complemented modular sublattice 
9JÎ of 9i which contains 8. Clearly 8 is simple; therefore 93? is simple. Then 
[1, Chap. VIII, Theorem 6] 93? is a projective geometry of dimension 3 over a 
sfield S; since 93? C 9? and f is the rational field, $ 3 f. This implies, in particu
lar, that 93? contains all elements of 91 projectively related to 8 with respect to t 
(i.e., all Qa with & in !). Then the space {(z, z2, 0, 0)} belongs to 93?. But now 
{(Zi, Zi2, 0, 0)} P\ {(zi, /foi, 0, 0)} contains the non-zero vector (z', z'2, 0, 0) and 
hence has f-dimension 1. Hence, dim 9K > 4. 

This example, although closely related to it, does not apply to the Dilworth-
Hall problem [1, p. 121, Problem 55] since as an abstract lattice 2 can be im
bedded in a complemented modular lattice of dimension 4. 
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