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Abstract

The rise of digital technology has led to fundamental changes in how individual and collective per-
spectives on the past are transmitted and engaged. An immediate implication of these changes
relates to the shift away from human communication as a single form of communication about
memory towards multiple models which involve non-human (or robotic) agents. These non-
human agents are primarily constituted by artificial intelligence (AI)-driven systems, such as search
engines and conversational agents, which retrieve information about the past for human users and
are increasingly used to generate memory-related content. To account for the growing complexity
of memory-related digital communication, the article introduces three agency-based models of such
communication: (1) human-to-human; (2) human-to-robot; and (3) robot-to-robot. It discusses
examples of communication practices enabled by these models and scrutinises their implications
for individual and collective memory transmission. The article concludes by outlining several direc-
tions for memory communication research increasingly shaped by non-human agents.
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Individual and collective remembrance have long been associated with communication
between humans perpetuated by the different forms of media (e.g. printed, broadcast,
or digital). Contemporary memory-related communication is shaped by online platforms
ranging from crowd-sourced encyclopaedias and social media to messengers and digital
archives and encompasses diverse practices which deal with the exchange of information
about the past states of individual and collective entities. A number of memory theories,
such as cultural memory (Assmann 2011), prosthetic memory (Landsberg 2004), post-
memory (Hirsch 2008), and media memory (Neiger et al. 2011), acknowledge the growing
reliance of individuals and societies on (mass) media for storing and transmitting mem-
ories. However, such acknowledgement does not challenge the underlying assumption
that human agents play a central role in the context of communication about the past
(Makhortykh 2023b). This human-centric approach is also characteristic of the recent
memory-related theoretical frameworks, such as the memory of the multitude (Hoskins
2017b) or multidirectional memory (Rothberg 2009), which aim to account for the disrup-
tive transformations caused by digital technologies and the shift of memory practices
towards online networked environments.

While the current emphasis on the human agency in remembrance is not unjustified, it
does not account for the increasing presence of non-human – or robotic – memory agents.
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For defining robotic agents in the context of memory communication, the article relies on
the broad conceptualization of robotic memory introduced by Shur-Ofry and Pessach (2019),
who argued for it to include memory-related activities of both material robots and of vir-
tual AI systems. The robotic agents are constituted by automated systems which are capable
of retrieving and generating content dealing with the past and are increasingly powered by
artificial intelligence (AI). Defined by Nilsson (1998) as the ability of human-made artefacts
to engage in intellectual behaviour, AI has become an integral component of major online
platforms and, through them, robotic agents curating memory-related information. The
diversity of AI technologies and their applications (e.g. content generation using foundation
models or content moderation using automated detection of offensive and harmful content)
is reflected by robotic memory agents. These agents encompass a diverse range of systems,
including search engines (Makhortykh et al. 2022), recommender systems (Prey and Smit
2018), editing bots (Ferron and Massa 2011), and conversational agents (Kansteiner 2022).

In the context of memory communication, robotic agents are usually seen as reactive
entities which are involved in communication under human supervision, with humans ini-
tiating the communication with them and then evaluating its outputs. Communication
between human and robotic agents is often realised via platform-specific user interfaces.
An example of such communication is a human user asking Bing Chat (also known as
Copilot), a generative AI-based system from Microsoft which utilises the Generative Pre-
trained Transformer (GPT) models developed by OpenAI to retrieve a list of suggested infor-
mation sources about the Holocaust. Generative AI is the colloquial name of models capable
of synthesising data in different formats (e.g. image, text, or sound; Epstein et al. 2023). The
ability to produce new content instead of retrieving already existing content is a major dis-
tinction between earlier forms of non-generative AI primarily used in the field of informa-
tion retrieval (Boughanem et al. 2020). However, memory communication is also happening
between robotic agents themselves without the immediate supervision of humans. In the
example above, such communication would happen in the backend of the Bing Chat,
where the text generation model has to make a request to the Bing search engine to acquire
recommended information sources.

The importance of robotic agents in memory communication is attributed to the fun-
damental changes in individual and collective remembrance caused by digital technolo-
gies. One major consequence of this digital (Liebermann 2021) or connective (Hoskins
2011b) memory turn is the unprecedented increase in the volume of memory-related con-
tent that prompts the need for robotic agents to help human users navigate and organise
this content. Distinguished by their ability to process large volumes of data quickly and to
customise their services for specific individuals based on their preferences, robotic agents
become memory gatekeepers who decide what information about the past is available and
accessible for the platform users.

In recent years, however, the role of robotic agents has gone beyond (re)distribution
and (re)activation of memories in response to explicit and implicit signals from human
users (Makhortykh 2021b; Prey and Smit 2018). In addition to curating and organising
memories through communicating with human users, robotic agents increasingly
exchange information about past states of human and non-human entities with each
other. Considering that the transmission of such information can be viewed as a form
of remembrance on its own, it enables new forms of memory communication. These
forms are distinguished by the decreasing presence of humans in the memory communi-
cation loop with such communication not being initiated exclusively by humans anymore
and occurring not under human supervision. In a way, this lack of human supervision in
memory communication is similar to the human-out-of-the-loop military systems as dis-
cussed by Citron and Pasquale (2014).
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To account for these complexities, the article proposes a conceptual framework com-
posed of three models of memory communication: (1) human-to-human; (2)
human-to-robot; and (3) robot-to-robot. The framework is based on the agency of commu-
nication actors and aims to advance critical perspectives on (digital) memory communi-
cation research by bridging it with theoretical insights from science and technology
studies (e.g. van House and Churchill 2008) and algorithm/AI studies (e.g. Esposito
2017). The framework also takes into consideration recent empirical inquiries into the
performance of robotic agents in the context of memory communication (e.g.
Makhortykh et al. 2021; Zavadski and Toepfl 2019). To introduce the framework, the article
discusses communication practices enabled by each of the three models together with
their implications for memory transmission and concludes with outlining directions for
the memory communication research agenda.

Human-to-human memory communication

Human-to-human communication is the default model of human interactions with the
past. It incorporates a broad range of communication practices dealing with the transmis-
sion of memory on the individual and collective levels (e.g. Hume 2010; Neiger et al. 2011).
Intergenerational interactions between individuals aiming to preserve family stories (Erll
2011; Jones and Ackerman 2018) and interpersonal exchanges involved in the production
and sharing of witness testimonies (Kraft 2006) are examples of such transmission-focused
practices. Other examples include institutionalised communication from and within mem-
ory institutions, such as archives and museums (Ernst 2015; Gruenewald 2021) or the
exposure to narratives about the past via mass media. The latter exposure can happen
through a multitude of formats varying from documentaries (Ten Brink and
Oppenheimer 2012; Waterson 2007) to fiction movies (Grainge 2003; Kilbourn 2013) to
journalistic stories (Zelizer 2008; Zelizer and Tenenboim-Weinblatt 2014).

The rise of digital platforms has dramatically changed human-to-human memory com-
munication (Garde-Hansen et al. 2009; Hoskins 2017a). The impressive diversity of commu-
nication practices has expanded to accommodate new formats for transmitting individual
and collective memories defined by platforms’ infrastructural affordances and community
practices (see examples below). Despite their diversity, these new formats had one thing
in common, namely the relatively low costs of producing and sharing content that made
participation in memory-making more accessible. The lowered participation barrier has
expanded the range of individual and collective actors involved in memory-making, enab-
ling the ‘democratisation’ (Blackburn 2013, 431) of remembrance and communication
related to it.

The digital turn has been accompanied by a growing variety of human-to-human com-
munication memory practices. These practices are embedded in the architecture of the
platforms hosting them and range from collaborative history-writing via online encyclo-
paedias (Luyt 2015; Pentzold 2009) to spreading history-related Internet memes
(González-Aguilar and Makhortykh 2022; Khoruzhenko 2020). Other examples include
making (audio)visual tributes to the past in the form of videos (Gibson and Jones 2012)
or E-cards (Makhortykh and Sydorova 2022), establishing interactive digital memorials
(de Bruyn 2010; Maciel et al. 2017), or emotionally engaging with the traumatic past via
digital self-representation at atrocity memorials (Bareither 2021).

A particularly interesting example of human-to-human digital memory communica-
tion is Wikipedia, which has been referred to as the largest work of digital history
(Rosenzweig 2006). Wikipedia covers many historical and recent memory-related subjects,
ranging from the large-scale armed conflicts in the 20th century (Makhortykh 2018; Smith
and Lee 2022) to biographies of historical personalities (Jatowt et al. 2016) to recent
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terrorist attacks and revolutions (Ferron and Massa 2011; Pentzold 2009). The broad scope
and diverse communicative functionalities of Wikipedia illustrate both the possibilities
and risks of the digital forms of human-to-human communication. By letting encyclopae-
dia’s users to rework and update its articles, Wikipedia enables memory prosumerism,
where users can both consume information about the past and produce it for the larger
public. Introduced by Toffler (1980), the concept of prosumption refers to the merge
between the roles of a producer and a consumer. In the context of digital media, it is
often exemplified by the rise of user-generated content, where platform-based affor-
dances allow individuals to not only consume but also generate content items (Ritzer
et al. 2012). The same principle applies to collective memory, where the growing connect-
ivity between memory actors has bridged the gap between the production and consump-
tion of memory-related content (Hoskins 2011b). At the same time, this potential for
democratising memory practices is challenged by the power relations which guide the
process of memory-making on Wikipedia and are often used by the power editors to
silence alternative views on the past (Dounaevsky 2013). The concept of a power editor
is used to denote small groups of Wikipedians responsible for the majority of edits within
the encyclopaedia that makes the content production on Wikipedia similar to the power
law distribution (e.g. Panciera et al. 2009).

There are several important implications of the digital turn for human-to-human
memory communication. The first of them is the increased connectivity between the dif-
ferent groups involved in the production but also consumption of memory (Hoskins
2011b). This connectivity enabled by platforms accelerates the processes of generating
memory-related content, blurs the line between private and public remembrance
(Hoskins and Halstead 2021), and intensifies communication about the past. The intensi-
fication is attributed to several factors. One of them is the built-in platform affordances,
which encourage user engagement such as discussion pages on Wikipedia used to facili-
tate collaborative history-writing (Makhortykh 2017; Pentzold 2009) or review sections
on TripAdvisor allowing users to share their opinions on memorial sites (Moskwa 2021;
Wight 2020). Another factor is the general ease of making such content in digital formats
that facilitates the process of constructing (counter)narratives and then sharing them
with the public in different formats (Brown and Tucker 2017; Makhortykh and
Sydorova 2022).

The increased connectivity of memory communication, in theory, makes the process of
transmitting memories (especially the ones related to the collective perceptions of the
past) less top-down and more accessible for individuals. In practice, many digital commu-
nication practices tend to reproduce pre-digital institutional practices with limited possi-
bilities for user participation (e.g. by sticking to the typical “broadcast” model of
communication; Walden 2022a, 33) or are disproportionately influenced by a few influen-
tial individuals (e.g. as in the case of Wikipedia; Grabowski and Klein 2023; Kaprāns 2016).
However, connectivity still enables more possibilities for discussing and challenging
established memory narratives that lead to bifurcation between institutional and public
memory cultures (Walden and Makhortykh 2023). As a result, intense contestation
becomes an important feature of memory communication, as shown by the growing rec-
ognition that digital platforms often become the arenas for discursive confrontations
about the past (i.e. web wars; Rutten et al. 2013).

The second implication of the increased connectivity of memory-related communication
relates to the transition towards the ‘post-scarcity’ (Hoskins 2011a, 269) memory ecosystem.
This transition is characterised by the expansion of the range of actors actively involved in
memory-making, together with the decreased costs of producing and sharing
memory-related content. These decreased production costs result in the unprecedented
availability of information about the individual past due to the intense use of technology
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to capture specific moments of one’s life (e.g. via digital photos or videos; Makhortykh
2021a; Van Dijck 2008) and the extensive number of resulting digital traces
(Mayer-Schönberger 2011). Similar processes are ongoing in relation to the collective
past, where heritage institutions intensify their effort in digitising collections and produ-
cing new digital-born materials, whereas non-institutional actors use new forms of digital
content to comment on the narratives promoted by the institutions.

Under the post-scarcity conditions, memory communication is subject to two pro-
cesses which seem to be orthogonal to each other. On the one hand, the availability of
memory-related content and the possibility for its active generation, together with the
limited ability to fully remove undesired content after it has appeared online
(Mayer-Schönberger 2011), limit possibilities for individual and collective forgetting. On
the other hand, the abundance of memory-related content causes the dependency on
technology for preserving and retrieving this content, resulting in the shift from con-
scious and active human remembrance towards robotic agent-driven mechanisms for
storing and remembering the past (Hoskins and Halstead 2021). This shift towards mech-
anical ‘grey memory’ (Hoskins and Halstead 2021, 676) prompts the shift from
human-to-human to human-to-robot memory communication discussed below.

Human-to-robot memory communication

In addition to fundamentally transforming how human-to-human memory communica-
tion works, the digital turn also resulted in the rise of human-to-robot communication.
Unlike human-to-human communication, where interactions about the past happen
between human agents, human-to-robot communication involves both human and
non-human agents. In most cases, human agents are responsible for initiating the com-
munication (e.g. by providing input in response to which the robotic agent generates
the output). However, under certain conditions, the direction of communication can be
reversed, resulting in robot-to-human communication (e.g. where a bot removes the
human edit dealing with the Holocaust on Wikipedia).

The reasons behind the growing importance of human-to-robot communication are
related to the growing availability of memory-related content due to the digital turn,
which shapes the current state of human-to-human memory communication. Under
the post-scarcity conditions, where memory prosumers utilise platform affordances to
store the unprecedented volume of content, there is a growing need to rely on automated
systems to help human users retrieve such content and make sense of it (Hoskins and
Halstead 2021; Makhortykh 2021b). With human curation being unfeasible due to the
overwhelming amount and diversity of available content, robotic memory agents become
integral means of preserving the past both on the individual (Prey and Smit 2018) and the
collective levels (Zucker et al. 2023).

Possibly, the most common form of human-to-robot memory communication involves
individual interactions with AI-driven information systems which retrieve content in
response to user queries. Two examples of such systems are web search engines such
as Google or Yandex (Urman et al. 2023; Zavadski and Toepfl 2019) and recommender sys-
tems such as Facebook Memories (Prey and Smit 2018). These systems are increasingly
adopted both by commercial (e.g. Prey and Smit 2018, Urman et al. 2023) and institutional
platforms (e.g. Heard et al. 2006) to prevent users from feeling lost due to the abundance
of content and help them retrieve information which they are looking for. For this aim,
information retrieval systems rank available content items in response to user queries to
prioritise sources (e.g. documents, posts or web pages) that the system views as the most
relevant for the query. More advanced systems can also personalise content selection by

Memory, Mind, and Media 5

https://doi.org/10.1017/mem.2024.2 Published online by Cambridge University Press

https://doi.org/10.1017/mem.2024.2


learning about user information preferences (e.g. via the earlier history of interactions
with the system).

Besides established forms of communication which rely on non-anthropomorphised
interfaces of information retrieval systems, namely interfaces which do not enable infor-
mation retrieval via human-like conversational exchanges as, for instance, done by con-
versational agents, such as chatGPT, the advancements in the field of AI contribute to new
forms of human-to-robot communication. These forms are characterised by the higher
degree of anthropomorphisation of robotic agents: either in the appearance (e.g. when
a robotic agent looks similar to a human as in the case of holograms; Shur-Ofry and
Pessach 2019; Walden 2022b) or in functionality (e.g. when a robotic agent has communi-
cative capabilities similar to the ones of a human as in the case of conversational agents
powered by generative AI models; Kansteiner 2022; Makhortykh et al. 2023).

The first major implication of the rise of human-to-robot memory communication is
the growing importance of AI-driven systems as memory actors. By becoming responsible
for the organisation and retrieval of information in response to human queries, these sys-
tems effectively decide what information sources and what interpretations of the collect-
ive past gain more visibility and, thus, shape how this past is remembered (Makhortykh
2023b). Such an impact is particularly pronounced for the general public, members of
which often rely on information retrieval systems such as search engines or conversa-
tional agents to acquire information about a specific historical event or a personality.
Similarly, AI-driven systems increasingly shape individual memory practices by curating
personal recollections, for instance, social media photos or posts capturing specific
moments from the past. Besides storing these recollections, systems such as Facebook
Memories (Prey and Smit 2018) reactivate remembering by retrieving and highlighting
recollections to their owners at certain points in time.

The growing importance of robotic agents as curators of human memories raises many
conceptual questions related to the ability of robots to remember and forget. An integral
part of the ongoing discussion is the debate about whether there is a need to integrate
more features of human memory into the functionality of robotic memory in the context
of human-to-robot communication. Some examples include the programmed ability to
forget (Gurrin et al. 2010) or to better contextualise the present and reason about the
future using mental time travel (Prescott et al. 2019). Similarly debated are the ethical
matters related to the robotic remembrance of collective suffering, for instance, the
risks of it amplifying ‘exploitative, harmful, or disrespectful’ (Simon and Zucker 2020)
interactions with the past encouraged by the transformation of the environment in
which such interactions occur.

A related question concerns the overarching computational logic powering non-human
agents involved in memory communication. By default, AI-based systems do not have
moral values or ethical preferences but learn them through the data used to train
these systems or by having certain principles encoded in the systems’ decision logic
(van de Poel 2020). Considering the sensitive nature of remembrance and many associated
moral obligations, especially in the case of remembering mass atrocities (e.g. respecting
victims and treating information about them in a just and fair manner; Makhortykh
2023a), it is integral to embed memory-related values into the design of systems involved
in human-to-robot communication. In practice, however, many of these systems (e.g. com-
mercial search engines) are used primarily for profit and not necessarily designed with
memory-related communication in mind which complicates their use in this context.

Furthermore, the operationalisation of memory-related ethical principles can be chal-
lenging due to the subjective and multiperspective nature of memory that makes it diffi-
cult to develop universal narratives about the past, especially considering the different
interests that specific memory actors can have. For instance, in the case of mass atrocities
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affecting different communities, how shall the robotic agent prioritise content dealing
with specific groups of victims? Shall the agent prioritise information about groups
which suffered the most and what criteria (e.g. the count of victims) can be used to
judge the amount of suffering? Or shall the selection of information which is retrieved
or generated be diversified to enable more equal treatment of victims? How to deal
with matters of privacy of bystanders or perpetrators who may not be willing to let infor-
mation about their involvement be disclosed? Is the agent expected to prioritise the right
to privacy or the interests of the victims?

There are no universal answers to the above-mentioned questions, but in order to
ensure the consistent performance of the robotic agents dealing with the memory-related
content, there is a need for consistent guidelines which can be translated into the system
design principles based on which the agent can make decisions. Realising this goal regard-
ing an inherently subjective and highly contextual matter of memory is a challenging
task, but considering that commercial platforms already integrate robotic agents and
these agents already have to deal with information about historical and recent suffering,
operationalisation of memory-sensitive design principles for developing robotic agent by
the memory stakeholders (e.g. survivors and their descendants, heritage practitioners,
and scholars) is a necessity. Without the active involvement of such stakeholders, the
decisions of how robotic agents are to treat memory-related subjects will be delegated
to commercial companies such as OpenAI or Meta, who do not necessarily have expertise
or interest in taking into consideration the intricacies of remembrance. While it is almost
inevitable that even with the involvement of memory stakeholders, human-to-robot
memory communication will conflict with certain human-to-human communication prac-
tices, such an involvement will enable possibilities for reconsidering what is objective or
fair representation of historical phenomena that will also be of crucial use for
robot-to-robot memory communication discussed later.

The second implication relates to the increasing personalisation of human-to-robot
memory communication and the potential for more individualised treatment of human
inquiries about the past by robotic agents. Some forms of human-to-human memory com-
munication, in particular the more individual-oriented ones (e.g. related to family stories
and witness testimonies), have already been characterised by the lack of uniformity in
terms of how specific experiences are expressed and shared. However, many
collective-oriented memory practices driven by mass media and institutions tended to
be more constant in terms of both the message which is communicated about the past
and the format of the message. By contrast, human-to-robot communication opens pos-
sibilities for engagements with memory both on the individual and collective level, which
can be personalised for particular individuals based on their specific preferences or
knowledge gaps. Examples of such personalised engagements include the unique selection
of recollections provided by the recommender systems for individual users (Prey and Smit
2018) or the different representation of historical events by generative AI based on the
language of the user input (Makhortykh et al. 2023). In some cases, personalisation can
go even further and include individualised presentations of historical monuments in aug-
mented reality applications (Makhortykh and Menyhert 2023).

At the same time, the implications of such personalisation remain unclear. A few
empirical studies (e.g. Makhortykh et al. 2021, 2022) show profound differences depending
on the language in which human users interact with the robotic agents, but the impact of
other personalisation factors, such as user location or time remains understudied.
Furthermore, current research on memory-related content personalisation focuses on
information retrieval systems, such as search engines, whereas more recent types of
robotic agents, such as generative AI systems, might operate differently. The observations
from some of these systems (e.g. chatGPT) highlight divergent tendencies. In some cases,
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the system performance can vary broadly for individual users both for general (Lai et al.
2023) and memory-specific tasks; the example of the latter is the generation of different
interpretations of the past by conversational agents depending on the input language
(Makhortykh et al. 2023). By contrast, Rettberg (2022) suggests that, despite multilingual-
ism, systems like chatGPT tend to be monocultural (e.g. due to these systems being fine-
tuned according to the values of a culturally non-diverse group of testers). This
monoculturalism can result in similar interactions between the robotic agents and
human users independently of possible personalisation of these interactions, so it cannot
be excluded that in the long run, human-to-robot communication may enforce more
memory homogeneity.

Besides the non-diverse composition of developers and testers, homogeneity in robotic
agents’ representation of the past can result from several factors, such as the limited
diversity of training data, for instance, due to them being constituted by historical infor-
mation coming from a few prevalent sources, or the ethical guardrails aiming to prevent
agents from malfunctioning, for example, by propagating distorted interpretations of the
past. While the homogeneity is not necessarily always bad (e.g. robotic agents can homo-
geneously avoid propagating Holocaust denial), it can also contribute to the simplification
of the ways the past is represented and engaged. For instance, when generating content
about less known instances of mass suffering, robotic agents can reproduce textual and
visual patterns learned from the data about iconic mass atrocities recognised and comme-
morated in the Global North (e.g. the Holocaust), thus contributing to the standardisation
of memory that is often driven by a small set of Western-centric practices (David 2017).

The final implication of human-to-robot communication relates to it further amplify-
ing the production of memory-related content. This feature is particularly relevant for
generative AIs capable of not only generating visual and textual content dealing with
the individual and collective past but also achieving quality that makes it difficult to dis-
tinguish from the content generated by humans. Besides raising multiple questions about
whether it may undermine the idea of authenticity in relation to the memory-related con-
tent (e.g. what if, at some point, it would be difficult to differentiate authentic historical
evidence from content generated by the AI), these capacities of AI result in a self-
reinforcing loop of robots producing more content through the human-to-robots commu-
nication and increasing the necessity to rely on robotic agents for helping human users to
navigate and retrieve such content.

The amplification of the production of memory-related content via human-to-robot
communication stresses the importance of findability in the context of memory commu-
nication. As Hoskins and Halstead (2021) note, the availability of information about the
past in the post-scarcity memory ecosystem increasingly becomes synonymous with its
findability – i.e. how well the robots can retrieve content in response to human queries.
The exact way robots retrieve information varies between different platforms and systems
and can be based on different signals, for instance, the presence of a direct match to the
user query in the content or metadata or the high amount of user engagement. Overall,
however, the effectiveness of robotic agents in retrieving content (including information
which individuals might not want to be retrieved; Mayer-Schönberger 2011) raises ques-
tions about whether the robotic ability to find information about the past shall be con-
strained, for example to protect human privacy as in the case of the right to be
forgotten (Esposito 2017).

Robot-to-robot memory communication

The growing deployment of AI-driven systems for communicating with human actors
enables possibilities for the last memory communication model. Robot-to-robot
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communication occurs when robotic agents exchange memory-related information, which
can be understood broadly as information concerning the historical and present states of
human individuals and collectives. An example of such an exchange is a conversational
agent sending a request for information to a search engine to respond to the human
agent’s inquiry about a recent event (Wiggers 2023). Besides information about humans,
memory-related information can include data about the past states of the robotic system
(e.g. when different components of a smart home exchange status updates to identify pos-
sible malfunctions; Li et al. 2018). The exchange of memory-related information is
required to enable robotic agents’ functionalities regarding other communication models,
such as human-to-robot memory communication, as in the case of the conversational
agent example above. Such exchange is also needed for functionalities which are not
explicitly focused on remembrance, such as health monitoring where AI-based sensors
(e.g. smartwatches) exchange information about the past and present states of their
owner with health apps.

Similar to human-to-robot memory communication, the growing prominence of the
robot-to-robot model is attributed to the post-scarcity of the current memory ecosystem.
The unprecedented volume of memory-related content causes the necessity to rely on
robotic agents both to help users navigate available information (i.e. human-to-robot
memory communication) and to maintain data structures for storing and updating this
information. Due to the volume and the speed of information refreshment, these mainten-
ance tasks are delegated to the robots, with humans being largely removed from the loop.
To implement these tasks, robots need to exchange memory-related information with
each other, thus giving rise to robot-to-robot communication.

A distinct feature of robot-to-robot communication is the limited presence of the
human in the memory communication loop in terms of interaction and supervision.
Humans still remain an integral part of robot-to-robot communication due to robotic
agents incorporating human knowledge by generating training data and due to humans
developing robotic agents (i.e. the common interpretation of the human-in-the-loop con-
cept in the field of machine learning; Wu et al. 2022). However, in terms of supervisory
oversight (e.g. Citron and Pasquale 2014; Grønsund and Aanestad 2020), the presence of
humans in the robot-to-robot communication loop is substantially less pronounced due
to robotic agents being able to initiate memory communication and humans not directly
supervising these agents’ activity.

The lack of human supervision over robot-to-robot communication can explain why
normative debates related to the human-to-robot model (for instance, whether forgetting
mechanisms should be integrated into the functionality of robotic agents; Gurrin et al.
2010) receive meagre attention in the context of robot-to-robot communication. The
absence of supervision results in little awareness about the implications of such commu-
nication for memory-making. The lack of such awareness contributes to the lesser anthro-
pomorphisation of robots in this context, which is an important motivator behind the
integration of human-like memory mechanisms in the human-to-robot communication
processes. Instead, the discussion of memory in the context of the robot-to-robot
model tends to focus on its functional aspects, such as the engineering solutions to pre-
vent information loss (Prince and Prince 2018) or the optimisation of memory usage by AI
systems (Pisarchyk and Lee 2020).

The limited visibility of robot-to-robot communication compared to human-to-human
or human-to-robot communication makes it challenging to study. The lack of human
involvement complicates the process of tracking communication between robotic agents,
which often takes the form of information exchanges between databases in the system
backend. Examples of such communication include conversational agents retrieving infor-
mation from the Web or smart devices sharing information with each other as part of the
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Internet of Things (IoT). Despite the increasing use of IoT in different sectors, including
heritage (e.g. Maceli 2020; Pujar and Satyanarayana 2015), the current discussion of the
IoT impact on memory communication focuses on the possibilities for humans to interact
with data generated through robot-to-robot communication, but not necessarily the
robotic communication itself.

A rare exception is the memory-related interactions between non-human agents,
which take place not in the backend but via the interfaces used by human agents. One
particular example is Wikipedia, where non-human agents (i.e. Wikipedia bots) interact
with each other while working on the articles, including the ones dealing with the collect-
ive and individual past. At times, these agents conflict by reverting changes made by
other robotic agents (Tsvetkova et al. 2017). Due to such robot-to-robot communication
occurring in the same environment as the one used by humans and in a format compre-
hensible for humans (i.e. removal or addition of human-readable text), it is easier to track.
This communication is an integral part of robotic activities on Wikipedia (for an overview,
see Zheng et al. 2019) that enables its functionality as a global memory place (Pentzold
2009) and results in the production of memory narratives used by humans.

The major implication of the rise of robot-to-robot memory communication relates to
the possibility of robotic agents moving beyond facilitating human remembrance (i.e. the
main function of human-to-robot communication) and engaging in the processes of
remembrance on their own (i.e. independently of human agents). While robotic agents
have long been capable of storing information, thus memorising it in a more mechanical
sense, their increased autonomy allows them to partake in activities which share similar-
ities with the memory practices of their human creators. A profound shift in this context
is due to the ability of robotic agents to initiate the exchange of memory-related infor-
mation on their own and generate such information. This ability makes robotic agents
capable of the spectrum of actions (i.e. encoding, storage, and retrieval of historical infor-
mation) which constitute the experience of memory in a simplified – or ‘received’ (Klein
2014, 1) – interpretation and can be viewed as a basis for non-human memory practices.

The rise of robotic memory practices has direct consequences for how individual and
collective memories about not only robots but also humans are shaped. It signifies that
human agents are not the only memory prosumers anymore. With the decrease of active
remembrance among human agents (i.e. as part of the process of greying memory;
Hoskins and Halstead 2021), this transformation can make robots key actors in retrieving
and producing memories. Such production can take various forms: for instance, robotic
agents can communicate with each other in order to construct memories about human
individuals (e.g. in the form of personal digital twins; de Kerckhove 2021). The same prin-
ciple can be applied to historical events, where information retrieval and generative AI
agents can collaborate to retrieve information about specific episodes of the past to gen-
erate new narratives about it which then can be automatically uploaded and retrieved by
robotic agents in the future.

The related implication is the further decrease of transparency of memory communi-
cation in the aftermath of the digital turn. While human-to-robot communication is
already becoming intransparent due to the obscure functionality of non-human agents
involved in it (e.g. Makhortykh 2021b), transparency decreases even more when commu-
nication about the past happens without the human in the loop. This lack of transparency
is particularly concerning regarding the possibility of conflicts between robotic agents
with different computational logic (similar to conflicts between bots on Wikipedia;
Tsvetkova et al. 2017). For instance, if one non-human agent (e.g. a generative AI) does
not have guardrails for preventing the generation of content denying the Holocaust,
whereas another similar agent does, then different logics may enter the conflict.
Similar conflicts may also occur between robotic agents processing memory-related
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information about individuals. An example of this is the situation where two AI systems
have to assess their human owner’s health using historical information from different
smart sensors and interpret the data from these sensors in a different way.

This lack of transparency is particularly concerning due to the epistemic uncertainty
about the consequences of robotic agents proactively engaging in memory communica-
tion with each other. By exchanging information about past states of specific entities
and phenomena, robotic agents will develop certain interpretations of the past, which,
in the case of decision-making systems, can affect the decisions these agents will make.
Some of these decisions can directly affect the human agents. For instance, robotic agents
can exchange information about the past of the individual and then draw conclusions
about certain aspects of the individual’s life (e.g. the likelihood of developing a disease
or committing a criminal offence), which then can influence the outcomes of the auto-
mated decision-making process relying on such memory-related information.

The epistemic uncertainty about the consequences of robot-to-robot memory commu-
nication is worsened by the multiple evidence of AI systems being prone to bias (e.g.
Birhane 2021; Noble 2018). Often inherited from their human creators through the train-
ing data or system logic design, such bias impacts many forms of human-to-robot com-
munication and can distort the representation of reality. In the context of memory, it
can result in a simplified representation of the nuanced past or even the distortion of
facts (see, for instance, Makhortykh et al. 2021, 2023). However, bias can also affect
robot-to-robot communication and impact how the robotic agents make their decisions.
For instance, if an agent gets poisoned with false information (as it happened with the
Tay chatbot in relation to Holocaust denial), it can poison other agents engaging with
it, in particular regarding more niche memory-related topics, where the amount of infor-
mation available to the robotic agent is likely to be low and ethical guardrails are not
necessarily thoroughly implemented. What makes these scenarios particularly dangerous
is that without human supervision, it is difficult to detect the presence of bias and then
correct it, which can result in bias affecting the performance of robotic agents for a long
time.

Discussion

The present moment is unique due to the ongoing transition beyond human-to-human
memory communication enabled by diverse forms of mass media. Instead of being a sin-
gle model of memory transmission, human-to-human communication is becoming one of
several possible models. The distinct characteristic of these new models is that they
involve both human and non-human agents capable of proactive engagement in memory
communication. This shift signifies the growing importance of robotic agents composed of
different types of AI-driven systems which both facilitate human memory transmission
(human-to-robot communication) and produce new forms of memory based on different
ethical and cognitive principles (robot-to-robot communication). Due to being able to pro-
cess large volumes of data faster than humans, these robotic agents will play a key role in
the post-scarcity digital memory ecosystem that is likely to define memory communica-
tion in the upcoming decades. Besides, robotic agents will serve as a crucial factor in shap-
ing the relations of power and inequalities in the context of individual and collective
remembrance. The current concerns about AI systems amplifying discrimination and dis-
empowerment of vulnerable communities (e.g. Birhane 2021; Kalluri 2020) stress the
importance of considering the risks associated with the impact of robotic agents on mem-
ory practices which are profoundly affected by the relations of cultural, political, and eco-
nomic power.
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Despite the importance of communication involving robotic agents, the state of
research on them in the field of memory studies currently remains limited. Only a few
studies (e.g. Locke 2020; Makhortykh 2023b; Shur-Ofry and Pessach 2019; Walden 2022a;
Walden et al. 2023; Zavadski and Toepfl 2019) discuss the role of these agents in the con-
text of memory communication. While the recent advancements in the field of generative
AI have ignited interest in human-to-robot memory communication (see, for instance,
Kansteiner (2022) and initiatives such as the AI4Europeana (Europeana 2022)), there is
an urgent need for expanding the memory communication research agenda to assess
the role of non-human agents both conceptually and empirically. Such a need is particu-
larly pressing in the case of robot-to-robot communication which remains severely under-
studied and under-conceptualised at the current point in time.

The expansion of the agenda of memory communication research is essential for
addressing conceptual and practical issues related to the ongoing changes in how infor-
mation about the past is transmitted and engaged by human and non-human agents.
One of these issues concerns how the design of AI-driven systems can impact their role
in the context of communication involving individual and collective remembrance. As dis-
cussed earlier, the computational logic behind AI systems is essential for determining how
these robotic agents deal with memory-related information when communicating with
humans and other robots. However, it is safe to assume that many systems, in particular
the ones used by commercial platforms for a broad range of cross-domain tasks (e.g.
search engines such as Google or generative AIs such as chatGPT), are not necessarily
designed with the memory communication in mind. Under these circumstances, analysing
the implications of different system designs and the possibility of integrating specific
values which are important for memory communication (e.g. Makhortykh 2023a; Simon
and Zucker 2020) is an important task. Its importance is particularly pronounced when
considering the impact of robotic agents on communicating memories about particularly
sensitive and traumatic episodes of the past such as genocides.

Another related matter concerns the question of the regulation of human-to-robot and
robot-to-robot memory communication. While the discussion of memory-related regula-
tory mechanisms has intensified in the last decade, it has primarily been focused on the
protection of individual privacy in the context of human interactions with AI-driven
information retrieval systems (i.e. the right to be forgotten/the right for erasure in rela-
tion to search engines; Ausloos 2012; Esposito 2017). By contrast, the discussion of the
regulation of human-to-robot communication in relation to collective memories remains
lacking. However, such a discussion is highly relevant because collective remembrance is a
prominent element of the relations of power and often serves as an important component
of mechanisms used to ground inequalities and discrimination in the present (Brown and
Au 2014). Considering the frequent presence of bias towards discriminated communities
in the AI systems (e.g. Noble 2018), the lack of regulation can contribute to the persistence
of inadequate treatment of specific groups as well as their memories.

Another important gap is the limited discussion of how the recent advancements in the
field of generative AI can be regulated regarding memory communication, for instance, to
prevent the spread of false historical evidence generated by AI or limit the use of sensitive
memory-related content for commercial purposes. Similarly pending is the debate on how
regulation shall approach robot-to-robot memory communication. Such discussions are
essential for answering a number of challenging questions, such as can robotic agents be
held responsible for promoting distorted information about the past, and what is their
expected behaviour regarding contested memory subjects (e.g. the Ukrainian Holodomor;
Makhortykh et al. 2022)? Do robotic agents have the right (or even the obligation) to
remember and forget? How do human and non-human rights to remember and forget inter-
act, and what can be the mechanisms for protecting these rights?
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One more important consideration is that technological infrastructures behind
human-to-robot and robot-to-robot memory communication are systems of power.
Similar to other communication technologies (Flew and Liu 2016), these infrastructures
are strongly connected to other elements of digital capitalism and are often embedded
in the systems of colonial relations responsible for ‘the maintenance of political, eco-
nomic, and cultural inequities’ (Keightley 2022, 2). Such embedding is conceptually con-
cerning and can result in a number of additional challenges, including, for instance, the
promotion of Western-centric bias by robotic agents. An example of such bias can be the
prioritisation of specific visual representations or textual interpretations of historical
events coming primarily from Western (and often colonial) sources. Another example
is the unfair treatment of non-Western actors and alternative memories due to robotic
agents downgrading the visibility of non-Western sources in their outputs. Under these
circumstances, monitoring the robotic behaviour in the context of memory communica-
tion and intensifying the discussion about the possible operationalisation of different
forms of robotic bias regarding memory-related information becomes of paramount
importance.

Finally, there is a question of whether robot-to-robot communication leads to the for-
mation of memory in the human sense of the word. While the concept of memory has
been extensively applied in the field of computer engineering, its anthropomorphisation
can be misleading due to the different cognitive principles on which human and machine
memory function. This paper does not engage in an in-depth discussion of these differ-
ences and instead assumes that any form of communication dealing with the exchange
of information about the past states of individual and collective entities can be viewed
as part of the larger phenomenon of remembrance (i.e. in a way similar to the concept
of media memory which encompasses all mediated forms of narration about the past;
Neiger et al. 2011). However, it is necessary to acknowledge that this rather broad under-
standing of memory can lead to oversimplifications (see, for instance, Klein (2014) for
criticism of the generalised definitions of memory and calls for more concrete interpreta-
tions). A more nuanced conceptual discussion of whether the outcomes of robot-to-robot
communication can (or shall) be viewed as a form of remembrance or be treated as a
mechanical process subjected to stochastic factors is needed.

The importance of the clear definition of what is meant by memory is particularly
relevant due to the distinctions between the memory communication models, in par-
ticular between human-to-robot and robot-to-robot memory communication. As
shown by the example of Bing Chat discussed in the introduction, sometimes, these
two models go side by side, with one model underlying the other. Such symbiotic rela-
tionship is true not only for robot-to-robot communication increasingly being required
to enable human-related communication but also for humans shaping robot-to-robot
communication in ways different from immediate supervision and interaction. While
the paper argues that the lack of human supervision for the autonomous
memory-related exchanges between robotic agents is sufficient for distinguishing
robot-to-robot communication as a separate model, it is essential to acknowledge
that human factors still persist in the context of robot-to-robot memory exchanges.
Such persistence is particularly pronounced in the case of power relations and potential
biases inherited by robotic agents from their human counterparts. It is essential that it
is taken into consideration when evaluating the performance of robotic agents and
operationalising the notions of accountability and responsibility in relation to it.

It is also important to note several limitations of this article. The first is the highly
complex nature of memory communication in the digital age. Under these circumstances,
it is hardly possible to offer a comprehensive summary of all possible mechanisms and
implications of the different communication models in a single article. Due to this, the
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article has focused on a few aspects which are particularly relevant for illustrating the
specificities of individual communication models. However, such selection is, by defin-
ition, prone to subjective choices and is not comprehensive. The second limitation con-
cerns the rather simplistic operationalisation of memory communication and memory
in general adopted in the article. Further research will benefit from problematising
these two concepts and contrasting them against the growing body of literature on the
cognitive and philosophical aspects of communication about the past.
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