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HYPOELLIPTICITY FOR A CLASS OF THE SECOND

ORDER PARTIAL DIFFERENTIAL EQUATIONS

TADATO MATSUZAWA

§ l Introduction.

In this paper, we shall investigate the hypoellipticity for a class of
degenerate equations of the second order with complex coefficients as
a direct extension of the results obtained in [8]. As is well known,
the satisfactory general results about hypoellipticity of real operators of
the second order have been obtained in [3] and [9], where the assump-
tion that the operators are real plays a crucial role and our aim of
this paper is to study the operators with complex coefficients. Our
method may be considered as a generalization of the usual variational
method replacing the Garding inequality by the estimate (2.15), (cf. [3],
[5]).

Let RN be 2V-dimensional Euclidean space regarded as a direct
product of three Euclidean spaces ΛJ, Λj} and R] (m + n + 1 = N) and
generic point of RN will be denoted by (a?, y, t) = (xl9 , xm, ylf - -, yn, t).
We shall mainly consider a partial differential equation of the form

m m

L(x,y,t,D) = Dtu- Σ DXj{a*lDXku)- £ DυfaψDVku)

( 1 > 1 ) - 2 Σ Σ DyJίg*ωxtv) + Σ bhDxuu + ± b{Dvμ
fc = l j~l fc = l .7 = 1

+ cu—f in Ω,
where DXj = d/dXj and akj, aψ, gkύ, bk, b{9 c and / are complex valued C°°
functions defined in a domain Ω c RN which is supposed to contain the
origin {0} of RN.

The following notations are convenient for the later discussions:
A = (α*'Gϋ, y,

Im A = (Im ak
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AXσ = (akjσ(x, y, t))lύkdύm,

Qo = Qo(%> V, t,D) = Dt

Now we set the hypotheses on L:

(1.2)

(1.3)

(1.4)

(1.5)

(1.6)

Σ akjξkξj ^ 0 in Ω f o r all ξ e Rm ,

— f\ L» — "j . # , /yyi ri ft J — λ]f </ ft "t ̂ ^ ' ί j^* ^ ^ 477

,?6if(α>0).

m

^ in i2, ζeRm ,

Σ
fcyi

*,^ = 1 ft,i=i

(1.7) every vector field DXj, j = 1, , m, (on ί2) can be expressed as a

linear combination (with C°° coefficients) of Qo, Qu , Qm+n, ,

[Q*. Q,L , [Q«, [Q», Qj]], , [Q Λ , [Q Λ , , Q J , •••,],•••,

(1.8) denoting by Ax = (aif)is»,js» a n d ^ = (0*9is«». is« » w e h a v e

v
for some positive constant μ, 0 < μ < 1 ,

(1.9)

(1.10)

^•=1

m

Σ

m

/ 1 y Vfe
Λ=l

Im ft^fft
fc = l

C @e

We remark that there is no restriction on

in Ω, ξ e R

in Ω, ξeR

ft, k = 1, ,m.
Our main result is to prove the following theorem.

THEOREM 1.1. Suppose that the operator L given in (1.1) satisfies
the condition (1.2) ~(1.10). Then any distribution ue@'(Ω) satisfying
(1.1) with f e C°°(Ω) must be a C°° function in Ω.

EXAMPLES. The following operators satisfy the above conditions:

1) We use the symbols C, C1, ••• to express the different positive constants
throughout this paper.
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1) L = Dt- at\t2 + y2)D2

y in R\

2) L = Dt- y\x2 + t)Όl - Ό\ + (1 + ia)xyDxDy + bDx in ΛJflffί, α, 6

real,

3) degenerate elliptic operator treated in [8] considered as a sta-

tionary case in the variable t in (1.1).

The inequality (2.10) plays an essential role in the proof of Theorem

1.1 and the hypothese (1.7) is a sufficient condition so that (2.10) is valid.

We can get the following result by the same manner as in Theorem 1.1:

Let RN be iV-dimensional Euclidean space regarded as a direct

product of three Euclidean spaces Rm, Rn and Rp (m + n + p = N) and

generic point of RN will be denoted by (x9y,t) = (xlf ,xm, yu - -,yn>

We consider a partial differential equation of the form

L(x, y, t, D)u = - Σ DXj(akWXku) - Σ DVJ(a?DVku)

m n m

(1.1)' - 2 Σ Σ Dtί(g*ωxtu) + Σ b"DXku
n

+ Σ

where αfc:f, a\j, gkj, bk, b{, c and / are complex valued C°° functions ί n f i c

RN as in (1.1) and we remark that only the coefficients & = d*(x,y9t)

(t = 1, . . .,2?) are supposed to be real valued C°° functions in Ω.

THEOREM 1.2. For the operator L defined by (1.1)' we suppose that

the hypotheses (1.2)~(1.6), (1.8)~(1.10) and the estimate (2.10) are valid,

where we take

and

(1.5) Σ \βtt AWσ]
2 + Σ Idle Ah]

2 ^C@eA in Ω .

Then any distribution ue&'iΩ) satisfying (1.1)/ with /eC°°(β) must be

a C°° function in Ω.

EXAMPLE. The following operator satisfies the condition of Theorem

1.2:
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4) L = aλΌ\ + dykDt,

0te ax > 0, ft integer ^ 0,

d real, cZ Φ 0: Fokker-Plank type.

Finally, we remark that we can prove the hypoellipticity of the first

boundary value problem for the equation (1.1) by the similar way as in

[8].

§ 2 . Preliminaries for the proof of Theorem 1.1.

The proof will be obtained by the same steps as in the proof of

Theorem 1.1 of [8]. Suggested by [8], we introduce the norm || | | | | and

its dual norm ||| | | | ' by

= Σ f @ea™uxpXjdxdydt + ±\\uyj\? + \\u\\\

r= sup i ^ L
cΩ

where || || is the usual L2-norm on Ω and <v,wy is the value of v e&(Ω)

evaluated at w.

LEMMA 2.1. Let L be the operator given in (1.1). We have the

following estimate with some positive constant C:

(2.1) HÎ III + IHQoVlir ^ C(\\v\\ + \\\Lv\W) , v e

Proof. Obviously we have

(2.2) \<Lvy v}\ S \\\Lv\\\' \\\v\\\ , v e C0"(β)

Next, integrating by parts, we have

,vy= f; f (@eaV)vXkvXjdV + Σ ί {<%ea¥
Jc,j = lJΩ k , j = l j Ω

m n (*

+ 2 Σ Σ (βegV)vXkvVjdY
Jc = l j = l J Ω

+ Me [ QQv vdV - Im Σ ί(Im bk)vXkvdV
JΩ A=I J

+ Stε Σ ί MVy.vdV + &e ί C\v\2dV 9
i=ijΩ JΩ

where dV — dxdydt — dxγ dxmdyι dyndt. By virtue of the hypo-

theses (1.4), (1.8) and (1.9) we have easily

(2.3) ate < L v , v> ^ Cx \\\v\\f - C2 \\v\\2 , v e C0~(fi)
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for some positive constants Cx and C2. With a new constant C we obtain

from (2.2) and (2.3)

(2.4)

Noting that

Qov = Lv + Σ j j
k,j=i ft,

+ 2 Σ Σ (9kJvXk)yj - i

- Σ δ ί ^ w -
 cv >

and using the conditions (1.4), (1.6), (1.9) and (1.10) we easily obtain

for some constant C

(2.5) \WQoV\W ^ C(\\\Lv\\\' + \\\v\\\) , v 6 Cϊ(Ω) .

Indeed, for example, we have by (1.4)

Σ (βkSvXk)Xi, w
j l

Σ w Wχj>

Thus we have

Σ ^ CHICHI, veCϊ(Ω).

Other terms can be treated similarly. We get the estimate (2.1) com-

bining (2.4) with (2.5).

LEMMA 2.2. Let L be as above, then we have

(2.6)

(2.60

(2.7)

(2.8)

(2.9)

Σ
1

< ; C\\v\\ , (7 = 1 , -- , m ,

.7 = 1

Σ
λ; = l

< c
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for all v e CQ{Ω) with some positive constant C.

Proof, For any w e CQ(Ω), we have

m \ m / m \ m / m
^ ' yv & 7 Λ . \ ΛΓ I / t \Γ t svfc 7 Λ \ ^ ' / ^ ' svTC 7
/ , Cί'/y. V γ, IΛS ) — - " ~ ~ / . \ t/ / , Ct'/y. lλ) γ . / *~~" / \ X/ « / . a * γj
t I ^σ ^fc7 / r—' \ •' ' ° ^li / f I \ 7 / i ΊΌ^K

Taking account of the assumption (1.5), we have (2.6) by applying
Schwartz inequality for the right hand side of the above equality. By
the similar way we have (2.60 and (2.7). Finally for weC^(Ω) we have

m i u vXk, w ) — \u, ^/j ± i i i u wXk> \u, ^_j i rrt ui

which gives the estimate (2.8) by assumption (1.10). (2.9) is trivially
obtained.

Now we introduce the norm || ||(5,r), with $ any real number and r
nonnegative integer (cf. [2], §2.6), defined by

\\v\l,r) - (2^)- ( m +» f f I V(ξ, y, τ) | 2 (l + \ξ|2 + |r|2)5cZfch/rfr

A — ΓP . . . p ) p 7?^ T P Z?1

ΓΓ
JJ

We denote by H^^R^y1) the completion of Co(Rm+n+1) in the norm

LEMMA 2.3. For any compact subset K of Ω, there exist positive
constants s and (0 < ε ̂  1) and C such that

(2.10) I M U ^ C(|||v||| + IHQotflllO , v e C0"(K) .

Proof. We shall use tentatively the following notation:

IMIω = \\v{ξ,η,τ)f{l + HI2 + \η\ydξdηdτ , S real

= ^\v(ξ,V,τ)\\l + |?|2 + M2 + {τfYdξdηdτ .

Then by the assumption (1.7), we can apply the results of [3], §§4, 5 or
the idea of [5] to get the following estimate for some number ε', 0 <
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(2.11) |M|(.., ^ Σ " II Q^ll > v e C?(K) .

On the other hand, clearly we have

m+n

(2.12) gllQ^II ^ CHMII , veCϊ(K) .

Since QQv = vt + Σ ? - i ^ β &fc/

f̂t> it follows that

ll^llc-υ ^ CdHQo l̂ir +

Hence we have

(2.13) | M | ( O + H D ^ I U ^ C(|||Qov||r + IIMII) , v e C«{K) ,

from which we have

(2.14) |Ml.vci+.') ^ C(|||QoV||r + || |^| | |) , v e

Thus by the definition of norm || | | | | and Qm+j = Dyj, j = 1, * fn, the

estimate (2.10) follows with ε = e'/(s' + 1). Q.E.D.

Combining (2.10) with (2.1) we now come to the main estimate:

(2.15) \\v\\(eΛ) £ CQ\v\\ + \WLv\W) , v e C?(K) .

In §3, we shall prove that it follows from (2.15) that L is hypo-

elliptic in Ω.

§3. Proof of Theorem 1.1.

The main step of the proof is to prove the following lemma which

corresponds to Proposition 3.1 of [3].

L E M M A 3.1. Every v eHi0f2)(Rm+n+ι) Π £'{Ω) such that \\\Lv\\\f < oo

belongs to iϊ ( e > 2 )(2?m + w + 1) Π &'(&) with a positive number ε, where Ω is

shrinked if necessary.

Proof. We can easily see that (2.11) is valid for all v e H^2)(Rm+n+1)

Π S\Ω) as in the proof of Lemma (2.6) of [8]. Next if v satisfies the

required conditions, we choose χ e CQ(Ω) SO that 0 fg χ <̂  1 and χ = 1 in

a neighbourhood ω of supp. v and we set

v9 = χ<X-VΔ)-*v, δ>0, Δ ^ t ^ Λ - ^ - .
d\ dt2

Here (1 — δ2Δ)~ιv is defined as the Fourier transform of
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(1 + δ\\ξI2 + |τl2))-1^?, y, r) , ξ = (&, , f J ,

vs = χ (2τr)-™-1 [ e««*.f>+<*.<»(l + 52(|?|2 + M 2 ) ) - ^ , ί J , r » r .

It is clear that ^ is then in Hi2)(Rm+n+1) Π ^ ( β ) , and that vδ -> v in L2

norm as d—» 0. Hence we may apply (2.15) to ^δ to conclude that

< co, and hence ||t;||(ε,2) < °° provided that we can show that

remains bounded as δ —> 0. To prove the last assertion we prepare some

remarks.

1°. We have

K\(x) = λe~^ = (2π)" J°° Jίχ ξ

Ύ

losd

l + ξ I + ξl

— OO < X < GO ,

a; 6 R2\{0} ,

^ 3 ,

2°. If Q is a differential operator of order j ^ 2 in

with coefficients in C°°(β), it follows that

and

(3.1) | |(1 - δ2Δ)~ιQii\\ g C || u\\ ,

3°. When χeCo(Ω) we have

(3.2) | | |χ(l - d*Δ)-ιw\\\ S C \\\w\

Indeed we have for w e C^(Ω)

u e Π

w G CoM(fl) .

Here we denoted by Dxw = (ί» t l, ,t«Xm) and by | |F | | 2 = WF.f +

| | F m | | 2 for a m-vector F = (ί\, , F m ) . If we denote by Si =
+

is an TO x m matrix which is uniformly Lipschitz continuous and com-

pactly supported in Ω by the results of [1]. Now for the second term

of the right hand side, we have

|| 21(1 -

(3.3) WDX, (1 -
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^ 2 \\%Dxw\\2 + 2 \\WDX, (1 -

^ C|| |w|| |2 + 2\\[%DX, (1 - δ'

Partial integration proves

WDX, (1 - δ2J)-Ί]w(x, y, t)

- «(£, y, τ)D(w(ξ> V, τ)dξdr

ί £m+I(iL=i-, ± = - L W , y, τ)Dtm, V,
jRm+l \ δ δ )

Jβm+i

By account of the explicit expression of Km+1 in 1° and by the uniform
Lipschitz continuity of 21, the U norm of last two terms is bounded
above by ||w||2. This estimate combined with (3.3) gives (3.2).

Completion of the proof of Lemma 3.1: We recall that it remains
to prove that HIL ÎH' is bounded as d-»0. In the neighbourhood ω of
supp. v we have (1 — d2Δ)vδ = v and

(1 - δ2Δ)Lvδ = Lv - S2[L, Δ\vδ

mm, m

= Lv + 2δ2 Σ Σ «*W)», + 2δ2 Σ (.^vw)Xj + διBvs ,
σ = l k,j = l l,j=l

where B is a differential operator of the form

which may be considered with compact support. It follows that we
have everywhere

mm τϊi

+ h,,

where hs is a function such that it vanishes in ω, supp. fea c supp. χ and
0 as <5-̂ 0 in view of 1°. Hence

Lvδ = χ,{(l - δ'ΔY'Lv + 2δ2BlVί + 2δ2B2v}

+ (1 - 52J)-^2£va + (1 - δ'ΔY'h,} ,
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where χλ is a function in C~(Ω) which is equal to 1 in supp. χ. We

remark that from 3° we have

(3.5) Hlfcd - δ^rVWΪ ^ C | | | / | | r , / e 2'{fi) Π δ\Ω) .

Therefore, it follows that

\f ^C\\\Lv\\\' .

The last two terms are bounded in L2 norm in view of 2° and by the

assumption that v e HiQt2)(Ω) Π δ'(Ω). For the second and third terms,

we use (2.6), 2° and (3.5) then we have

r + l l l ^ ^ i i r ^ c\\vδ\\ ̂  c\\v\\ .

Thus we have HIL^IH' < oo as δ —> 0. This completes the proof of Lemma

3.1.

Proof of Theorem 1.1. The following process is almost the same as

in §3 of [8].

Given a function ψ e C^(Ω) and an integer r Ξ> 2, we may assume,

by the partial hypoellipticity of L in the direction y (cf. [2], §4.3), that

ψueH(SΛ)(Rm+n+1) Π δ'(Ω) for some real number s. For the proof of

Theorem 1.1 it suffices to show that s can be replaced by s + e. Indeed,

it follows that v e H\°£r)(Ω) for any s and r, which means that ueC'iΩ)

by the Sobolev lemma.

Let E be a pseudo-differential operator with symbol e(ξ,τ) — (1 + \ξ|2

+ \τ\2)s/2 (cf. [4]), and set v — γEψu where χeC^(Ω). If we can show

that veH{e^r) for every χ and ψ we will have Eψue Hf^iΩ), hence lie

H\?+ε,2) since E is elliptic. As r ^ 2, it is clear that i; e H{0t2)(Ω) (Ί #'(β),

so in view of Lemma 3.1 it remains only to show that |||L^||Γ < oo. We

note that E; = χ^ψ is considered as a compactly supported pseudo-

differential operator of order s (in (x, x')) with parameter y (cf. [4]) and

L^ = LE'u. Taking account of E'Lu = £7'/ and Lt; = E'f + LE'u - E'fy

it now suffices to show that \\\LE'u — Eff\\\ < oo to prove \\\Lv\\\' < oo.

We have

LE'u - E'f = Σ [akWXKDXj, E']u -

Σ
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where Σ?,i-i WfiDx** ^'L &i a n d Ei a r e compactly supported pseudo-dif-
ferential operators of order ^ s in the direction (x, t) and we have

\\EIU\\

by assumption, so we have only to analyse the first summation in the

right hand side. We have

[a«ΦXkDXj,E']u = [a*WXk,E']DXju + a«WXk[DXj,E']u

= DX)[a«WXk,E']u + [DXj, [a«WXk,E']]u

On the other hand, if we denote by σ{E) a symbol of a pseudo-differential
operator E, a simple calculation (cf. [4]) proves the equality

= a*>σ(Eξ)

where Eξ (fc = 1, ,m), £7̂  (v = 1, - - ,ra), £73 and Ei are pseudo-dif-
ferential operators with parameter y of order <; s and ^ s — 1 respec-
tively (in the direction (x, t)). This equality leads us, by using (2.6),
(2.60 and (2.7)

:„ E']U < oo

Obviously we have

since the order of [DXJ, [akjDXk, E']] is less than or equal to s. Finally

for any w e CQ(Ω) we have

Σ

hence we have

J, E'\u < oo

The above investigation implies that
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12 TADATO MATSUZAWA

\\\LE'u - E'fUl' <oo .

Thus we have |||Z/y||Γ < co and this completes the proof of Theorem 1.1.
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