
ON TWO-DIMENSIONAL BERNSTEIN POLYNOMIALS 

P. L. BUTZER 

1. Introduction. Let the function of two real variables/(x, y) be given over 
the square 

5 :0 < x < 1, 0 <y < 1. 

Then the Bernstein polynomial in two variables x and y, corresponding to the 
function f(x, y) is defined as 

(1) BU(x, y)=t f)/(f, ^ V „(*) p„.n.(y). 
Vl=0 Vt=Q \fll fl2/ 

where 

P,nW = ( * )« ' ( 1 ~ « ) - ' . 

Obviously 
n 

Z) P'.nW = 1. 

The main purpose of this paper will be to prove the following result. 

THEOREM. If the function f(x, y) is bounded in the closed square S, then 

f\P r\P 

(2) lim a p_g Blin,(x0, y0) = . g . P-q f(x0, Jo) 
»i.».->oo ^ o oyo oxo dy0 

at every point (xo, yo) belonging to the open square 0 < x < l , 0 < y < l where 
the pth total differential of f(x, y) exists, provided nu n2 tend to infinity in such a 
way that 

(3) 0 < r < ^ 4 4 < . < + ». 
n2 + 1 

If, moreover, the partial derivatives of f(x, y) of the first p orders exist and 
are continuous in 5, then the relation (2) holds uniformly in S as Wi, n% approach 
infinity in any manner whatsoever. This latter result, which is used in estab
lishing our theorem, was recently proven by Kingsley [1], but we shall deduce 
it in a more direct manner. 

2. Preliminary results. If 5 > nra, 0 < a < § then for every k > 0 there 
is a constant C (depending only on a and k) such that 
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yA, S Pv,n(u) < Cn \ 0 < u < 1. 
( 4 ) |z_|>, 

in i 

Furthermore, for a given 7 > 0 and any 0 < u < 1, 
n 

(5) 2 I""" WWT P»,n(u) < CiW*7 

where d is a constant depending only on 7. 
For the proofs of these inequalities see [2]. 
We now recall several facts on differentials. By definition, the pth total 

differential of f(x, y) exists [3] at the point (x0, yo) if 

(6) f(x, y) = P(x, y) + g(x, y) 

where P(x, y) represents a polynomial of degree p, and 
V V 

(?) g(x, y) = X <**(*> ?)(* - x*f~\y - yo)* = X) ^i 
z=0 i=0 

for the sake of brevity, where the a*(#, y) have zero as a unique double limit as 
x-*Xo, y —>;y0. 

We now define 

A°/(*» y) = / (* , y), A V ( * , ?) = / ( * + A» y) - /(*> y) 

and in general 

(8) A'/(*, y) = Z ( - i r \ ? V ( * + **. y), 
and similarly 

A) *=i V/ 
(9) A 

(2/,-

From (8) and (9) it follows that 

(10) A* AQf(x, y) = A9 Apf(x, y) 
(x,h) (y,k) (y,k) (x,h) 

= H ( - l)»^\P)(q)f(.x + ih, y +jk). 

If the partial derivatives of f(x, y) of order < p + q all exist at (x0, 3>o) and 
are continuous in 5, it can be shown that 

(11) Av AQ f(x0, y0) = AP £* T 4 ^ - ^ ^ ( ^ O + ^ 1 A, y + q02k) 
(Xo.A) (i/o.*) CWO C^o 

where 0* = 6^x0, y0; h, k) (0 < 0t < 1 ; i = 1, 2). 
Applying (10), by induction we can show for q = 0, 1, 2, . . . , p, 

(12) âxg
 dyp-« B™>(x> yï 

= »i(«! — 1) . . . (wi — g + l)w2(»2 - 1) . . . (n2 — p + q+ 1) 
nx-q n>-p+q / \ 

• £ £ As Ap-J /(5-,^k1.»1_,(x)/»,..,._1H.,(y). 
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3. The main theorem. We state Bernstein's Theorem for functions of two 
variables. 

LEMMA 1. Iff(x, y) is bounded in the square 5, then at every point of continuity 

lim Bf
nina(x, y) = f(x, y); 

the result holding uniformly in x and y iff(x, y) is continuous in S. 

The proof follows simply by extending the proof of the one-dimensional 
Bernstein's Theorem to two dimensions. 

LEMMA 2. If all the partial derivatives of f(x, y) of order < p exist and are 
continuous in 5, then 

(13) -â7d^BLn'{x'y)~*d^y^f{x'y) 

uniformly in S as nh n% approach infinity in any manner whatever. 

Proof. Applying the relations (12) and (11) we obtain 

( 1 4 ) -dxQdyp-dBiint(xty) 

= ni(ni — 1) . . ,(»i — q + l)n2(n2 — 1) . . \n2 — p + q + 1) 

(1\Q(LYQ V? V ÔP r(^ 4- a $^ ^ 4- f* - ^ *^\ 
' \nj \nj ho ho dxqdyv-qJ\ni ^ q m ' n2

 + KP q) n2 J 

where 
0 < $VxVa < 1, 0 < <f>9l9t < 1. 

Now, in the relation (14), the product of the factors outside the double sum 
will approach 1 as n^ n2 approach infinity. We denote dpf/dxqdyp~Q by h(x} y) 
and observe that the difference between the double sum in (14) and 

-t^Tii-Q^i-p+qyx, y) 

approaches zero uniformly in x and y as n±, n2 —* °°. But by the previous lemma, 
the last expression approaches 

dp 

uniformly in x and y. Hence the limit relation (13) follows, proving the lemma. 

LEMMA 3. 

£t [«'(1 - uf-] = Q(u)u"\l - u)*--' 

where 
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Q(u) = Z n\v ~ nu)Jh\tj(u), i,j > 0, 2i + j < / 

and the hl
itj(u) are polynomials in u independent of v and n. 

T h e proof of this l emma follows by induct ion, see [2]. 
W e are now in a position to consider the theorem s t a t ed in the in t roduct ion . 

Proof of Theorem. Since the pth to ta l differential of f(x, y) exists a t (x0, yo), 
we have the representaion (6) wi th P(x, y) a polynomial of degree p and g(x, y) 
as denned by (7). W e therefore obta in 

dP r)P dV 

p^q J3nin,\Xo, yo) — ~ q~ p-q <£>nin>\x0, yo) "T \ q^ p-q Bni7la{Xo, yo) 
^Xo^o dXod3>o ôxod^o 

and by Lemma 2 we only need to show that the second term on the right-hand 
side approaches zero. Using the definition of g(x, y) in (7), it is sufficient to show 
that 

d p 

(15) dxldyt* 

By Lemma 3, we find that 

dp 

B%».(xo,yo)^>0, £ = 0 , 1 , 2 , p . 

p-q Bn
k
in%{xo, yo) 

o dxldyi 
tii n, / \ / \ p—k 

= Z h9
Utjl(xo) Z *w.Cyo)Z Z «*(—, -pjvf1 - ô ) 

• I — — yo) ni (vi — niXoY n2 (y2 — n2yo)J I Jx0 (1 — x0)
 vl ) 

. y ; - -^*( i - 3,0)»--'--"-« 

and we can rewrite this in the form 

(16) - g , p-Q B0
n
k
ina(xo, yo) = Z **.*(*<>) Z Aw.fro) 

OXoOyo 2ii + jx<q 2ia + j,<p-q 

Z Z ak[—y — ) l — — Xo) \— — yo) n{l(vi — nix0)
j 

• n\%{y2 — n2yo)J'pVlini(x0)pVatTlt(yo) 

where the h*iltjl(xo) are independent of v\ and n\ and the h*i2yJ2(yo) are indepen
dent of v2 and n2. Hence it is sufficient to show that the inner double sum in 
(16), which we denote by a, approaches zero under the restriction (3). 

Now for any e > 0 there is a ô such that 

(17) \ak(xi, yi)\ < e, \x! - x0\ < 5, \yi - y0\ < a; k = 0, 1, 2, . . . , p 

(the choice of ô is made more precise later on), and there also exists an M such 
that |<**(*!, yi)\ < M for 0 < xi < 1, 0 < yx < 1. 

In absolute value the part of a in (16) corresponding to 
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Vl_ _ 
- Xo <«, 

V2_ _ 
- yo 

%1 n2 does not exceed 

, U—P+k nr '••J»21 ^ e ^ ]C \vi — nixo 
i/1==0 v a =0 

\p-k+h 

< Ô 

V2 - n2y0\ 'pv^mMp^.nAyo) 

and by (5), this last expression does not exceed 

C2enil-p+k^ip-k+h)nl'-k+i(k+u) 

%U+j,-k 

As 2ii + ji < q, 2i2 + j 2 < p — qy we have 2ii + 2i2 + ji + j'2 — p < 0, and 
so this last expression does not exceed Cze for all sufficiently large «1, n2 which 
satisfy (3). 

In absolute value the part of a in (16) corresponding to 

Vl_ _ 
- Xo < « , 

^ _ 
- 3>o 

Wi W2 
> 5 

does not exceed 

ni 
ii—P+k U—k 

n2 
kMj^ \vi - fiix0\

p *+Jxp,xm(xo) Z , \v2~ n2yo\k+Japv.,na(yo)-
-Vo\>8 

Using (3) and the relations \v — nu\ < n and 

UPVI.USXO) = If 

we conclude that the above expression does not exceed 

(18) n2 
ii-P+k i,-k nrkMinlTk+unk

2
+j\ V P>..n,(yo). 

£-* .> i 

Provided wi, w2 are sufficiently large and 0 < a < | , the number ô = ni~a + 
w2

-a satisfies the condition (17). Using the inequality (4) with this 5, we see that 
the expression (18) does not exceed 

n2 
ii-p+k i*-k 

n2 
*~k 1\/T ^-k+j! k+j, r I U+U+ji+j,+l 

Mi n2 n2 C4/W2 , 

which approaches zero as n2 tends to infinity. 
A similar conclusion holds for the part of a corresponding to 

< 5. 
Vl_ 

— Xo > « , 
V2_ _ 

- yo 
ni n2 

Finally, the part of o corresponding to 

Vj_ 
— xo >«, 

Vj2_ _ 
- yo 

ni n2 

— yo \> 5 

is in absolute value not greater than 
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nï-*knï-kM £ W - nix,rk+hp^nx{xa) £ h - n2y0\
k+i'p,„n,(yo) 

- — Xo >d - , >5 

and by (4) this does not exceed 

^U-p+Tc^U-Jc][/rr Kl ™2 

fli fl2 

which approaches zero as »i, n2 —> °°. Hence 

dv 

~dxldyp
0~

Q B^X01 yo) 

can be made arbitrarily small by taking Wi, w2 large enough, satisfying (3). 
The theorem is now established. 

We shall now show that the limit relation (2) also holds at the four corners 
(0, 0), (0, 1), (1, 0) and (1, 1) of the square S. It will be sufficient to discuss the 
corner (0, 0). 

Writing 

D>i*Ax>y) dx ..*"d-xr-'^Z-d-y)"-", dyp 

we have £)„,„„((), 0) = 0 for vi > q + 1 or v2 > p — q + 1. For vi < q and 
vt < p — q by Leibniz's theorem, we have 

x=y=0 

= ( - 1 ) «-», o± 
(q - ,0! 

fa — vi)(ni — V! — 1) . . . (ni — q + 1) 

•( - ^ " ^ " T ^ r ^ T T T f ï («2 - I-Î) . . . (n, - /» + ff + 1) (p - q - vi)\ 

(19) q—vx p—q—va 6 n\ n2 n\, n2 —» °°. 

Again we have to show that the limit relation (15) holds, but now at the point 
(0, 0) instead of (x0, yo). 

We have 

dxqdy 
P—Q -BniTla \%t y ) 

x=y=0 

f^Lot^o \ni n2/\n1 / \n2 / \vj \v2/ x=y=0 

and by (19), this in absolute value is 

C7 n\n2n\ n2 
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and since nx and n2 satisfy the inequality (3), the last expression does not 
exceed 

Q V—Q. I / \ I 

7%Q „a=o I \n\ n2/ I 

which approaches zero as «i, n2 —» » because «*(#, y) —» 0 as x —» 0, y —> 0. 
Hence we have the relation 

dxqdyr 
Biin%(x,y) 

x=i/=o dxqdyv îf(x, y) 
x=y=0 

if the pth total differential of/(x, y) exists at (0, 0), provided n\ and w2 satisfy (3). 
We now consider an example to show that the relation (2) does not necessarily 

hold at a boundary point of S different from one of the four corners. Consider the 
point (x0, 0), 0 < XQ < 1 and the function 

/(* , y) = e(y)\x - x0\, 0 < x < 1 

where e(y) is defined for 0 < y < 1 and has the properties e(y) —»0 and 
y~**(y) ~* + °° as ŷ —> 0. Take Wi = w2 = w. Obviously 

Therefore 
y=0 

1 w 
~ lo 

for 
for 

V2 = 1 , 

• v2 = 2, 3, . . . , n. 

— 5Bn(^f y) 
n 1 

(a:o,0) v 1 = 0 1 

"1 

n 
p'-'{x)èe\nmp"-n(y) 

_ 1 n 

^ = 0 
\v\ — 1 IXo Pvx,n{x^[-)n 

( I . . 0 ) 

> c, VweW-

which approaches + œasw-^co because it is known [2] that for every 0 < x < 1 
there exists a constant C9 > 0 such that 

EU nx pv,n(x) > C% V n, 
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