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1. The problem of the exact location of the Frattini subgroup $\Phi(G)$ of a generalized free product $G=\left(A^{*} B\right)_{H}$ was first raised by Higman and Neumann [5]. Solutions to special cases of the problem can be found in [1], [2], [8], [9] and [10]. The purpose of this note is to extend the results of [2], [8], and to simplify the proof of Whittemore's theorem [10]. We also apply our result to give simple proofs of certain classes of knot groups that have trivial Frattini subgroups. The proof that every knot group has trivial Frattini subgroup hard and long (footnote 2, p. 56).
2. Whittemore's theorem. In [10] Whittemore showed that if $G=\left(A^{*} B\right)_{\mathbf{H}}$ contains an element $c$ such that $H \cap H^{c}=1$ then $\Phi(G)=1$. Applying this result it was shown that the Frattini subgroup of a generalized free product of finitely many finitely generated free groups amalgamating a cyclic subgroup is trivial. From this it follows immediately that the surface groups and the non-degenerated Fuchsian groups have trivial Frattini subgroups. However the proof of Whittemore's theorem is quite long and tedious to follow. Here we shall present a more understandable proof.

Theorem 2.1 ([10]). Let $G=\left(A^{*} B\right)_{H}$. If $G$ contains an element $c$ such that $H \cap H^{c}=\{1\}$ then $\Phi(G)=\{1\}$.

Proof. $H \cap H^{c}=\{1\}$ implies $H$ contains no nontrivial normal subgroups of $G$. Thus if $H$ has index 2 in both $A$ and $B$ we deduce $H=\{1\}$. It follows that $G$ is the ordinary free product of $A$ and $B$. That $\Phi(G)=\{1\}$ then follows from [5]. So WLOG we may assume $|A: H|>2$.

Now $\Phi(G) \triangleleft G$ and so if $\Phi(G) \leq H$ then again $\Phi(G)=\{1\}$. Thus we may also assume there exists $g \in \Phi(G) \backslash H$. Suppose $g$ has the normal form $g=$ $a_{1} b_{1} \cdots a_{n} b_{n}$ where $a_{i} \in A \backslash H, b_{j} \in B \backslash H$. Since $|A: H| \geq 3$ there exists $a \in A \backslash H$ such that $a^{-1} a_{1} \in A \backslash H$. Thus $g^{a}=\left(a^{-1} a_{1}\right) b_{1} \cdots a_{n} b_{n} a$ is an element of $\Phi(G)$ having normal form with initial and final letters both in $A \backslash H$. Consequently it is clear that any $g$ in $\Phi(G) \backslash H$ has a conjugate (also in $\Phi(G)$ ) having normal

[^0]form with initial and final letters both in $A \backslash H$. WLOG we may assume $g$ itself is of this form.

Now set $z=g^{x c y}$ where we choose $x=1$ or $x \in B \backslash H$ according as the initial letter of (a normal form of) $c$ is in $B \backslash H$ or $A \backslash H$ (clearly $c$ cannot belong to $H$ ) and we choose $y=1$ or $y \in B \backslash H$ according as the final letter of $c$ is in $B \backslash H$ or $A \backslash H$. Choose $u \in A \backslash H$ arbitrarily. We show that $z \notin\left\langle A^{z}, B^{u}\right\rangle$. Suppose the contrary and let

$$
\begin{equation*}
z=b_{0}^{u} a_{1}^{z} b_{1}^{u} \cdots a_{n}^{z} b_{n}^{u} \tag{2.1}
\end{equation*}
$$

where $n$ is chosen as small as possible. (We admit the possibility that either or both of $b_{0}, b_{n}$ may be 1 ). By the very forms of $z$ and $b_{0}^{u}$ it is clear that $z=b_{0}^{u}$ is impossible. Thus $n \geq 1$. In greater detail (2.1) is

$$
\begin{align*}
z= & y^{-1} c^{-1}\left(c y \cdot u^{-1} b_{0} u \cdot y^{-1} c^{-1}\right) x^{-1} g^{-1} x\left(c y \cdot a_{1} \cdot y^{-1} c^{-1}\right)  \tag{2.2}\\
& x^{-1} g x\left(c y \cdot u^{-1} b_{1} \cdot u \cdot \cdots\right) \cdots
\end{align*}
$$

For $i=1,2, \ldots, n$ we have $c y a_{i} y^{-1} c^{-1} \notin H$. For otherwise, we have $y a_{i} y^{-1} \in H^{c}$ (directly) and $y a_{i} y^{-1} \in H$ (from considering the normal form of $c y a_{i} y^{-1} c^{-1}$ ). Hence $y a_{i} y^{-1} \in H \cap H^{c}$ and $a_{i}=1$ follows. Consequently $b_{i-1}^{u} a_{i}^{z} b_{i}^{u}$ reduces to $\left(b_{i-1} b_{i}\right)^{u}$ and we have a new "smaller" representation of $z$ than that given in (2.1). Similar arguments apply to $c y u^{-1} b_{i} u y^{-1} c^{-1}$ if $i=1, \ldots, n-1$.

Thus the (normal form) length of the R.H.S. of (2.1) is at least $l\left(y^{-1} c^{-1} x^{-1} g^{-1} x\right)+l\left(x^{-1} g x c y\right)$ which is evidently greater than the length $l(z)$ of $z$, an obvious contradiction. Thus $z \notin\left\langle A^{z}, B^{u}\right\rangle$, and $z \notin \Phi(G)$ follows (since $\left.\left\langle A^{z}, B^{u}, z\right\rangle=G\right)$. Thus $g \notin \Phi(G)$ and $\Phi(G)=\{1\}$ follows.
3. Cyclic amalgamation. In [2] it was shown that if $A, B$ are locally solvable and $H$ is infinite cyclic then $\Phi(G) \leq H$, where $G=\left(A^{*} B\right)_{H}$. The proof is quite long and involves tedious case analysis. Here, by applying Theorem 2.1, we prove that any generalized free product with cyclic amalgamation has its Frattini subgroup contained in the amalgamated subgroup by a remarkably elementary and brief argument.

Theorem 3.1. Let $G=\left(A^{*} B\right)_{H}$ where $H$ is cyclic. Then $\Phi(G) \leq H$.
Proof. In view of Theorem 2.9 [8] we can assume $H$ to be infinite cyclic. Suppose $\Phi(G) \nsubseteq H$. It follows immediately from Theorem 2.1 [9] (see proof of Theorem 2.1 of [1]) that we may assume, without loss of generality the existence of $a \in A \cap \Phi(G)$ such that $a \notin H$. Choose $b \in B \backslash H$ arbitrarily and set $c=b a b^{-1} a^{-1}$. Clearly $c \in \Phi(G)$. Consider $X=\left\langle A^{c^{2}}, B\right\rangle$. We shall show $c \notin X$, hence $c \notin \Phi(G)$. This contradiction shows that $\Phi(G) \leq h$.

If $c \in X$ we can write

$$
\begin{equation*}
c=b_{0} \cdot c^{-1} c^{-1} a_{1} c c b_{1} c^{-1} c^{-1} \cdots b_{n} \tag{3.1}
\end{equation*}
$$

with $a_{i} \in A, b_{i} \in B$ and $n$ minimal.

By Theorem 2.1, we can assume $H^{a} \cap H \neq\{1\} \neq H^{b} \cap H$. In particular there exist integers $l, m, r, s$ such that,

$$
\begin{equation*}
a^{-1} h^{l} a=h^{m} \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
b^{-1} h^{r} b=h^{s} \tag{3.3}
\end{equation*}
$$

where

$$
H^{a} \cap H=\left\langle h^{m}\right\rangle, \quad H^{b} \cap H=\left\langle h^{s}\right\rangle .
$$

By the length argument, for (3.1) to hold, we must have $c^{-1} a_{1} c \in H$. This implies that $a_{1}, a_{1}^{b}, a_{1}^{b a}, a_{1}^{b a b-1} \in H$. Let $a_{1}=h^{k}$. For $a_{1}^{b} \in H$, we must have

$$
b^{-1} a_{1} b=b^{-1} h^{k} b \in H \cap H^{b} .
$$

Thus, by (3.3), we must have,

$$
\begin{equation*}
b^{-1} h^{k} b=h^{\alpha s} \tag{3.4}
\end{equation*}
$$

For some integer $\alpha$. Since $a_{1}^{b a} \in H$, it follows that $a^{-1} h^{\alpha s} a \in H \cap H^{a}$. Therefore, by (3.2), there must exist an integer $\beta$ such that,

$$
\begin{equation*}
\alpha s=\beta l . \tag{3.5}
\end{equation*}
$$

Hence,

$$
a^{-1} h^{\alpha s} a=a^{-1} h^{\beta l} a=h^{\beta m} .
$$

Next $b h^{\beta m} b^{-1}=a_{1}^{b a b-1} \in H$. Therefore, by (3.3), we must have $h^{\beta m} \in H \cap H^{b}$. Hence there exists an integer $\gamma$ such that

$$
\begin{equation*}
\beta m=\gamma s . \tag{3.6}
\end{equation*}
$$

Thus, again by (3.3), $b h^{\beta m} b^{-1}=h^{\gamma r}$. Finally $a h^{\gamma r} a^{-1}=a_{1}^{c} \in H$ implies $h^{\gamma r} \in$ $H \cap H^{a}$. Hence, as before, there must exist an integer $\delta$ such that,

$$
\begin{equation*}
\gamma \boldsymbol{r}=\delta m . \tag{3.7}
\end{equation*}
$$

It follows that $c^{-1} a_{1} c=a h^{\delta m} a^{-1}=h^{\delta l}$. Now by (3.6) and (3.7) we have $\beta m r=$ $\gamma s r=\delta m s$. Hence,

$$
\begin{equation*}
\beta r=\delta s . \tag{3.8}
\end{equation*}
$$

On the other hand, by (3.5) and (3.8) we have $\alpha s r=\beta l r=\delta s l$. Therefore $\alpha r=\delta l$. Thus $b h^{\alpha s} b^{-1}=h^{\alpha r}=h^{\delta l}$, whilst, by (3.4), $b h^{\alpha s} b^{-1}=h^{k}$. Hence $\delta l=\alpha r=$ $k$. It follows that,

$$
c^{-1} a_{1} c=c^{-1} h^{k} c=h^{\delta l}=h^{k} .
$$

This means $c$ commutes with $a_{1}$, whence $c^{-2} a_{1} c^{2}=a_{1} \in H$. Therefore we can write (3.1) as:

$$
\begin{equation*}
c=\left(b_{0} a_{1} b_{1}\right) a_{2}^{c^{2}} \cdots b_{n} \tag{3.9}
\end{equation*}
$$

Thus (3.9) contradicts the minimal choice of $n$. Hence $c^{-1} a_{1} c \notin H$. In the same way, we can argue $c^{-1} a_{i} c \notin H$ and $c b_{i} c^{-1} \notin H$ for all $i$. It follows that the R.H.S. of (3.1) in its reduced form has length greater than $c$. This says $c \notin X$, whilst $G=\langle X, c\rangle$. Hence $c \notin \Phi(G)$ which in turn implies $a \notin \Phi(G)$ contradicting the assumption $a \in A \cap \Phi(G)$ such that $a \notin H$. Thus $a \in H$. Hence $\Phi(G) \subseteq H$. This proves the theorem.
4. A, B finitely generated and $\boldsymbol{\Phi}$-free. In [8] it was shown that if $H$ is a finite cycle and if $N$ is the maximal $G$-normal subgroup of $H$ then $\Phi(G)=$ $\langle\Phi(A) \cap N, \Phi(B) \cap N\rangle$. We give an example to show that we cannot obtain such a result if $H$ is an infinite cycle.

Example 4.1. Let

$$
A=\left\langle a, x, y ;[x, y]=1, x^{a}=x y^{2}, y^{a}=y\right\rangle
$$

and $B=\langle z\rangle$. Then it follows easily that $\left\langle y^{2}\right\rangle$ is the Frattini subgroup of $A$. Set $H=\langle y\rangle=\left\langle z^{2}\right\rangle$ and set $G=\left(A^{*} B\right)_{H}$. Then $\Phi(G)=H$. (Map $G$ to $G /\left\langle y^{2}\right\rangle=A /\left\langle y^{2}\right\rangle * B /\left\langle y^{2}\right\rangle$ with $H /\left\langle y^{2}\right\rangle$ amalgamated and observe that

$$
\Phi\left(G /\left\langle y^{2}\right\rangle\right) \subseteq\langle y\rangle /\left\langle y^{2}\right\rangle=\Phi\left(B /\left\langle y^{2}\right\rangle\right) \subseteq \Phi\left(G /\left\langle y^{2}\right\rangle\right)
$$

since $\langle y\rangle /\left\langle y^{2}\right\rangle$ is a finitely generated normal subgroup of $G /\left\langle y^{2}\right\rangle$. Now take inverse images to get back into $G$.) Thus $\langle\Phi(A) \cap H, \Phi(B) \cap H\rangle=\left\langle y^{2}\right\rangle \varsubsetneqq \Phi(G)$.

In [8] the second author gave an example of a generalized free product $G=\left(A^{*} B\right)_{H}$ where $H$ is infinite cyclic, $\Phi(A)=\{1\}=\Phi(B)$ and yet $\Phi(G)=H$. In this example both $A, B$ are infinitely generated. The Example 4.1 shows that $\Phi(G)$ behaves "badly" when $A, B$ are finitely generated. Consequently it is rather nice that the following can be obtained.

Theorem 4.2. Let $A, B$ be finitely generated and $\Phi$-free and suppose $H$ is an infinite cycle. Then $G$ is $\Phi$-free.

Proof. By Theorem 3.1 $\Phi(G) \subseteq H$. Thus, if $\Phi(G) \neq\{1\}$, we see that $\Phi(G)$ is infinite cyclic.

Let $X, Y$ denote the centralizers of $\Phi(G)$ in $A, B$ respectively. Clearly $X \supseteq H, Y \supseteq H$ and $|A: X| \leq 2,|B: Y| \leq 2$. Thus $X \triangleleft A, Y \triangleleft B$. Let $X^{\prime}, Y^{\prime}$ be the derived groups of $X, Y$ respectively. Since $\Phi(G)$ is central in $X$ it follows that $\Phi(G) \cap X^{\prime} \subseteq \Phi(X)$. But $X$ is finitely generated and $\Phi(G) \cap X^{\prime} \triangleleft A$ (since $\Phi(G) \triangleleft A$ and $X^{\prime}$ ch $\left.X \triangleleft A\right)$. Hence $\Phi(G) \cap X^{\prime} \subseteq \Phi(A)$. But $A$ is $\Phi$-free. Hence $\Phi(G) \cap X^{\prime}=\{1\}$; in particular $H \cap X^{\prime}=\{1\}$. Similarly for $Y^{\prime}$ in $B$.

We can thus map $G$ onto $G=\left(\bar{A}^{*} \bar{B}\right)_{H}$, where $\bar{A}=A / X^{\prime}, \bar{B}=B / Y^{\prime}, \bar{H}=H$, under the homomorphism $\psi$, say. Since $\Phi(G) \psi \subseteq \Phi(G)=\Phi(\bar{G})$ we see that $\Phi(\bar{G}) \neq\{1\}$. Now $\bar{X}=X / X^{\prime}, \bar{Y}=Y / Y^{\prime}$ are finitely generated abelian groups
which we may assume, WLOG, to be aperiodic (for otherwise we can factor out their periodic subgroups $\tau(\bar{X}), \tau(\bar{Y})$ which are normal in $\bar{A}, \bar{B}$ respectively and both of which miss $\bar{H}$ ). Thus we can find bases $x_{1}, \ldots, x_{m}$ of $\bar{X}$ and $y_{1}, \ldots, y_{n}$ of $\bar{Y}$ such that

$$
\bar{H}=\langle h\rangle=\left\langle x_{m}^{s}\right\rangle=\left\langle y_{n}^{t}\right\rangle
$$

for suitable integers $s, t$.
Suppose $\Phi(\bar{G})=\left\langle h^{w}\right\rangle$. Then, for each $a \in A$, we have $a^{-1} h^{w} a=h^{ \pm w}$ (and similarly for each $b \in B$ ). Let $p$ be an odd prime distinct from those dividing $s, t, w$.

Now it is easy to see that $\bar{X}^{p} \cap \bar{H}=\left\langle h^{p}\right\rangle=\bar{Y}^{p} \cap \bar{H}$ and so we may map $\bar{G}$ onto $\overline{\bar{G}}=\left(\overline{\bar{A}} * \overline{\bar{B}}_{\mathrm{H}}\right.$ where

$$
\overline{\bar{A}}=\bar{A} / \bar{X}^{p}, \quad \overline{\bar{B}}=\bar{B} / \bar{Y}^{p}, \quad \overline{\bar{H}}=\bar{H} / \bar{H}^{p}
$$

Now $\overline{\bar{A}}$ is either a finite elementary abelian group $E_{A}$ (viz. $\bar{X} / \bar{X}^{p}$ ) of exponent $p$ or an extension of $E_{\mathrm{A}}=\bar{X} / \bar{X}^{\mathrm{p}}$ by a 2 -cycle. Further $\overline{\bar{H}}=\langle\overline{\bar{h}}\rangle$ is a normal ( $p$-cyclic) subgroup of $\overline{\bar{A}}$. Indeed it follows from the remarks above that each element of $\overline{\bar{A}}$ (and likewise of $\overline{\bar{B}}$ ) conjugates the element $\overline{\bar{h}}$ into itself or its inverse. Suppose for the moment that $A$ is not abelian. Then $\overline{\bar{A}}=E_{A} \cup a E_{A}$ where $a$ conjugates $\bar{h}$ to its inverse. Consider the set of elements $a^{-1} g a \cdot g$ where $g \in E_{A}$. Clearly each such element is in $E_{\mathrm{A}}$ (since $E_{\mathrm{A}} \triangleleft \overline{\bar{A}}$ ) and is indeed central in $\overline{\bar{A}}$ (for $E_{A}$ is abelian whilst

$$
a^{-1}\left(a^{-1} g a \cdot g\right) a=a^{-2} g a^{2} \cdot a^{-1} g a=g \cdot a^{-1} g a=a^{-1} g a \cdot g,
$$

the latter two equalities coming from the fact that $a^{2}, \mathrm{~g}, a^{-1} \mathrm{~g} a$ all belong to $E_{\mathrm{A}_{\mathrm{A}}}$ and hence commute). The set $C_{\mathrm{A}}$ of all such $\mathrm{g}^{a} \cdot g$ is a (central) subgroup of $\overline{\bar{A}}$ which misses $\overline{\bar{H}}$ and we can pass to $\left.\overline{\bar{A}} / C_{\mathrm{A}} * \overline{\bar{B}}\right)_{\bar{H}}$. Similar remarks apply to $\overline{\bar{B}}$.

Hence the original $G=\left(A^{*} B\right)_{\mathbf{H}}$ has a homomorphic image $G^{*}=\left(A^{*} \times B^{*}\right)_{\mathbf{H}^{*}}$ in which $A^{*}, B^{*}$ are each one of the following types of groups: $(\alpha)$ A finite elementary abelian $p$-group $E_{p} ;(\beta)$ An extension of such a group by an element inverting all the elements of $E_{p}$. Further, because of the choice of $p, \Phi\left(G^{*}\right)=H^{*}$ and, since $H^{*}$ is a normal $p$-cycle, bases for the elementary abelian subgroups $E_{\mathrm{A}}, E_{\mathrm{B}}$ can be obtained by extending from a basis for $H^{*}$. In particular if $E_{\mathrm{A}}=\left\langle x_{1}^{*}, \ldots, x_{r}^{*}\right\rangle$ where $H^{*}=\left\langle x_{r}^{*}\right\rangle$ then $A^{*}$ splits over $H^{*}$, a complement being $\left\langle x_{1}^{*}, \ldots, x_{r-1}^{*}\right\rangle$ in case ( $\alpha$ ) and $\left\langle a, x_{1}^{*}, \ldots, x_{r-1}^{*}\right\rangle$ in case ( $\beta$ ). Thus in every possible case $A^{*}, B^{*}$ both split over $H^{*}$. Hence $G^{*}$ splits over $H^{*}$ and Lemma 2.6 of [8] tells us $\Phi\left(G^{*}\right) \cap H^{*}=\{1\}$-a contradiction, which completes the proof.

At this point we should like to ask the question whether $\Phi(G)=\{1\}$ for $G=\left(A^{*} B\right)_{H}$ where $H$ is infinite cyclic and $\Phi(A)=\Phi(B)=\{1\}$ with $A$ finitely generated and $B$ infinitely generated.
5. Applications to knot groups. Neuwirth [7] has asked what can be said about the Frattini subgroup of a knot group. Murasugi conjectures that it is always trivial. This conjecture has recently been proved. ${ }^{(2)}$ However for certain knots the result follows much more easily as we now indicate.

Since a torus knot group has a presentation of the form $\left\langle a, b ; a^{m}=b^{n}\right\rangle$ applying Theorem 3.1 by using $c=b a^{k} b^{-1} a^{-k}$ we immediately have:

Theorem 5.1. The torus knot groups have trivial Frattini subgroups.
Theorem 5.2. Let $G=\left(A^{*} B\right)_{H}$ where $H$ is infinite cyclic and is a retract of $A$ and of $B$. Then $\Phi(G)=\{1\}$.

Proof. By Theorem 2.1, $\Phi(G) \subseteq H$. Now $A=C H, B=D H$, where $C \triangleleft A$, $C \cap H=\{1\}$ and $D \triangleleft B, D \cap H=\{1\}$. Mapping $G$ onto $H$ under $\Theta$, say, by sending $C$ and $D$ onto $\{1\}$ and mapping $H$ identically we see that

$$
\Phi(G) \Theta \subseteq \Phi(G \Theta)=\Phi(H)=\{1\}
$$

Thus $\Phi(G) \subseteq \operatorname{ker} \Theta$. It follows that $\Phi(G) \subseteq H \cap \operatorname{ker} \Theta$. But it is clear that ker $\Theta \cap H=\{1\}$, whence $\Phi(G)=\{1\}$.

As an immediate consequence we have the following:
Theorem 5.3 (Murasugi [6]). The knot group of any product of knots has trivial Frattini subgroup.

Proof. The group of product of two knots is the generalized free product of the groups of the constituent knot groups amalgamated along retracts (see [3]), which are infinite cyclic. Hence, by Theorem 5.2 its Frattini subgroup is trivial.

To show that the cable knot has trivial Frattini subgroup we first prove the following lemma.

Lemma 5.4. Let $G=\left(A^{*} B\right)_{H}$. Then $G^{\prime} \cap B=B^{\prime}\left(A^{\prime} \cap H\right)$.
Proof. Clearly $B^{\prime}\left(A^{\prime} \cap H\right) \subseteq G^{\prime} \cap B$, so we only have to prove the reverse inequality. First note that $A_{1}=A^{\prime}\left(B^{\prime} \cap H\right) \triangleleft A, B_{1}=B^{\prime}\left(A^{\prime} \cap H\right) \triangleleft B$ and that $A_{1} \cap H=B_{1} \cap H$. Thus we can map $G$ onto $G_{1}=\left(A / A_{1}{ }^{*} B / B_{1}\right)_{H / A_{1} \cap H}$ cannonically. Since $A / A_{1}$ and $B / B_{1}$ are abelian we can further map $G_{1}$ onto the generalized direct product $G_{2}$, say, of $A / A_{1}$ and $B / B_{1}$ amalgamating $H / H \cap$ $A_{1}$. Since $G_{2}$ is abelian we see that $\operatorname{ker}\left(G \rightarrow G_{2}\right) \subseteq G^{\prime}$. But this kernel meets $A, B$ in exactly $A_{1}$ and $B_{1}$ respectively. Hence $G^{\prime} \cap A \subseteq A_{1}$ and $G^{\prime} \cap B \subseteq B_{1}$, as required.

Theorem 5.5. Cable knot groups have trivial Frattini subgroups.

[^1]Proof. Let $G$ be the knot group of a cable knot. Then $G$ can be put in the form $G=\left(A^{*} B\right)_{H}$ where $B$ is infinite cyclic, and $B \neq H$. By Theorem 2.1, $\Phi(G) \subseteq H$. On the other hand, since $G / G^{\prime}$ is infinite cyclic, it follows that $\Phi(G) \subseteq G^{\prime}$, whence $\Phi(G) \subseteq H \cap G^{\prime}$. If $\Phi(G) \neq 1$ then $B G^{\prime} / G^{\prime}$ must be finite and hence trivial, that is, $B \subseteq G^{\prime}$. Now, by Lemma 5.5 , this is impossible since $B$ is infinite cyclic and $H_{\varsubsetneqq} B$. This proves the theorem.
6. Residually solvable groups. In [9] it was shown that if $G=\left(A^{*} B\right)_{H}$ is residually finite such that $A, B$ each satisfied a nontrivial identical relation which is not satisfied by the infinite dihedral group then $\Phi(G) \subseteq H$. In this section we establish a parallel result for residually solvable generalized free products.

Definition 6.1. $\left\{S_{i} ; i \in I\right\}$ is called a solvable filter for $G$ if each $S_{i} \triangleleft G$ such that $G / S_{i}$ is solvable and $\bigcap_{i \in I} S_{i}=1$. It is called a solvable $H$-filter if $H$ is a subgroup of $G$ and $\left\{S_{i} ; i \in I\right\}$ is a solvable filter of $G$ such that $\bigcap_{i \in I} S_{i} H=H$.

Definition 6.2. Let $G=\left(A^{*} B\right)_{H}$ and $\left\{A_{i} ; u \in I\right\},\left\{B_{i} ; i \in I\right\}$ be solvable filters of $A$ and $B$ respectively, then they are called compatible solvable filters with respect to $H$ if $A_{i} \cap H=B_{i} \cap H$ for $i \in I$.

As it is in the case of residually finite groups, denoted by $R^{\mathcal{F}_{5}}$, it can easily be shown that $G=\left(A^{*} B\right)_{H} \in_{R} S$ if $A, B$ have compatible solvable $H$-filters, where ${ }_{R} S$ denotes the class of residually solvable groups.

Lemma 6.3. Let $G=\left(A^{*} B\right)_{H} \in_{R} S$. If $A, B$ each satisfies an identical relation not satisfied by the infinite dihedral group then $A, B$ have compatible $H$-filters.

The proof of this lemma is similar to that of Theorem 2 of [4].
Lemma 6.4. Let $G=\left(A^{*} B\right)_{H} \in_{R} S$ and $\delta_{i} G$ be the $i^{\text {th }}$ derived subgroup of $G$. Then $\left\{\delta_{i} G ; i \in J\right\}$, where $J$ is the set of positive integers, is a solvable filter for $G$.

Proof. $G \in{ }_{R} S$ implies there exists a solvable filter $\left\{S_{i} ; i \in I\right\}$. Thus $G / S_{i}$ is solvable and $\bigcap_{i=I} S_{i}=1$. Let $G / S_{i}$ be solvable of length $k$. Then $\delta_{k} G \subseteq S_{i}$. Since $\bigcap_{i \in I} S_{i}=1$ it follows that $\bigcap_{i \in I} \delta_{i} G=1$.

Theorem 6.5. Let $G=\left(A^{*} B\right)_{H} \in_{R} S$ such that $A, B$ each satisfies a nontrivial identical relation not satisfied by the infinite dihedral group. Then $\Phi(G) \subseteq H$.

Proof. If $|A: H|=|B: H|=2$ then $H \triangleleft G$. Therefore by [5] $\Phi(G) \subseteq H$. Thus we can assume $|A: H| \geq 3$. Since $A, B$ each satisfies an identical relation not satisfied by the infinite dihedral group and $\left\{\delta_{i} G ; i \in J\right\}$ is a solvable filter for $G$, by Lemmas 6.3 and $6.4,\left\{A_{i} ; i \in J\right\}$ and $\left\{B_{i} ; i \in J\right\}$ where $A_{i}=A \cap \delta_{i} G, B_{i}=$ $B \cap \delta_{i} G$, are compatible solvable $H$-filters for $A$ and $B$ respectively. Let
$\bar{A}_{i}=A / A_{i}$ and $\bar{B}_{i}=B / B_{i}$. Since $A_{i}$ and $B_{i}$ are compatible, we have $A_{i} \cap H=$ $B_{i} \cap H=H_{i}$. Hence we can form $\bar{G}_{i}=\left(\bar{A}_{i}{ }^{*} \bar{B}_{i}\right)_{\bar{H}_{i}}$, where $\bar{H}_{i}=H A_{i} / A_{i}=H B_{i} / B_{i}$. Moreover $A_{1} \subsetneq A, B_{1} \varsubsetneqq B$ and $\bigcap_{i \in J} A_{i} H=\bigcap_{i \in J} B_{i} H=H$ it follows that $\bar{G}_{i}$ is a proper generalized free product. Since $|A: H| \geq 3,\left|\bar{A}_{i}: \bar{H}_{i}\right| \geq 3$. Thus $G_{i}$ is not an infinite dihedral group. Hence $\bar{G}_{i}$ is not solvable.

Let $G_{i}=G / \delta_{i} G$. Then $G_{i}$ is solvable of length $i$. On the other hand $G_{i}=$ $\left\langle A \delta_{i} G / \delta_{i} G, B \delta_{i} G / \delta_{i} G\right\rangle$. Now,

$$
\frac{A \delta_{i} G}{\delta_{i} G} \approx \frac{A}{A \delta_{i} G}=\frac{A}{A_{i}}=\bar{A}_{i} .
$$

In the same way $B \delta_{i} G / \delta_{i} G \approx \bar{B}_{i}$. Hence ther exists a natural homomorphism $\rho_{i}: \bar{G}_{i} \rightarrow G_{i}$ such that $\left.\rho_{i}\right|_{\bar{A}_{i}},\left.\rho_{i}\right|_{\bar{B}_{i}}$ are the natural isomorphisms between $\bar{A}_{i}$ and $A_{i} \delta_{i} G / \delta_{i} G$ respectively. Clearly, ker $\rho_{i} \cap \bar{H}_{i}=1$. Since $G_{i}$ is solvable while $\bar{G}_{i}$ is not solvable, it follows that $\operatorname{ker} \rho_{i} \neq 1$. Hence, by Theorem 2.1 [2], $\Phi\left(\bar{G}_{i}\right) \subseteq \bar{H}_{i}$ for each $i$.

Suppose $\Phi(G) \notin H$. Then there exists $a \in A \backslash H$ and $a \in \Phi(G)$. (See proof of Theorem 2.1 [1]). Now $\left\{A_{i} ; I \in J\right\}$ is an $H$-filter. Therefore there exists an $i$ such that $a \notin A_{i} H$. Let $\psi_{i}$ be the natural homomorphism of $G$ onto $\bar{G}_{i}$. Then $a \psi_{i} \notin \bar{H}_{i}$. But $a \psi_{i} \in \Phi\left(\bar{G}_{i}\right) \subseteq \bar{H}_{i}-$ a contradiction. Hence $\Phi(G) \subseteq H$. This proves the theorem.

It can be noted that the method of the proof of Theorem 6.5 is applicable to Theorem 3.5(i), (ii) [9] while the converse is not true. In fact the method of the proof of theorem of Theorem 6.5 can be applied to any $G=\left(A^{*} B\right)_{H} \in_{R} P$, where $P$ is any property $P$, such that the $P$-filter $\left\{N_{i} ; i \in I\right\}$ of $G$ satisfies the property that $G / N_{i} \cap N_{j}$ is again $P$. Thus we can make a more general statement:

Theorem 6.6. Let $G=\left(A^{*} B\right)_{\mathbf{H}} \in_{R} P$ such that $A, B$ each satisfies a nontrivial identical relation not satisfied by the infinite dihedral group. Then $\Phi(G) \subseteq H$.
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