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Abstract

We consider parallel single-server queues in heavy traffic with randomly split Hawkes
arrival processes. The service times are assumed to be independent and identically
distributed (i.i.d.) in each queue and are independent in different queues. In the crit-
ically loaded regime at each queue, it is shown that the diffusion-scaled queueing
and workload processes converge to a multidimensional reflected Brownian motion
in the non-negative orthant with orthonormal reflections. For the model with aban-
donment, we also show that the corresponding limit is a multidimensional reflected
Ornstein–Uhlenbeck diffusion in the non-negative orthant.
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1. Introduction

Single-server queues are fundamental models in applied probability and queueing theory,
and heavy-traffic limits have been well studied; see the recent surveys in [7], [31], and [32], and
the recent work on the model with abandonment in [28] and [30]. In these studies, the arrival
processes are usually assumed to be Poisson or renewal processes. Recently, to account for
the excessive burstiness, clustering effects, and path-dependence, other point processes such
as Hawkes and Pólya processes have been used to model arrivals in queueing models. They
can be used to model, for example, internet/social media traffic flows, patient flows during
a pandemic, neuron interaction processes, and high-frequency transaction processes in limit
order books. Queues with Hawkes input are studied in [8], [11], [16], [22], and [26], and
single-server queues with Pólya arrival processes are considered in [14] and [15]. On the other
hand, many systems have parallel servers, such as data centers and internet processors, and
various randomized routeing schemes have been developed in the literature (see e.g. the recent
survey [12]). A simple scheme is to send incoming jobs/customers randomly to any of the
servers upon arrival.
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In this paper we consider parallel single-server queues in heavy traffic, where the arrival
process for each queue is randomly split from one Hawkes process. That is, upon each arrival,
a customer or job is randomly assigned to one of the queues. The service times in the different
queues are mutually independent and may have different distributions, and within a queue the
service times are assumed to be independent and identically distributed (i.i.d.). The service
discipline in each queue is first-come first-served (FCFS). We assume that each queue is crit-
ically loaded in heavy traffic, that is, the traffic intensity gets close to one. We also consider
the queueing model with abandonment, where customers joining each queue may abandon the
system while waiting in the queue and before receiving service. We focus on the joint queue
length and workload processes, and prove the functional central limit theorem (FCLT) for the
associated diffusion-scaled processes.

Randomly split Hawkes processes have recently been studied by the present authors [23].
Unlike Poisson processes, the split Hawkes processes become a multivariate Hawkes pro-
cess with a particular dependence structure (see the covariance function of scaling limits in
Proposition 2.1). As a consequence, the vector of queueing (workload) processes of the paral-
lel server queues will be correlated. In contrast, in the case of randomly split Poisson processes,
because of the independence property of Poisson thinning/sampling, the queues at the paral-
lel servers are mutually independent and each queue can be analyzed as an M/G/1 queue.
However, our model becomes more challenging to analyze directly. This is in a similar fla-
vor to the open problem recently posed by Mandjes [24] about multivariate M/G/1 queues
with coupled input and parallel service. Our model presents another example of multivari-
ate single-server queues with correlated input, and our results provide heavy-traffic diffusion
approximations for such a system.

For the queueing models without abandonment, the queueing limit process is a multidi-
mensional reflected Brownian motion (RBM) in the non-negative orthant with orthonormal
reflections. In many queueing networks, RBMs arise as the heavy-traffic limits of the queueing
and workload processes; see e.g. the recent surveys [10] and [34]. In the very original article by
Harrison [17], as a diffusion approximation for a pair of single-server queues in series, a two-
dimensional RBM in the non-negative quadrant was introduced, which has a normal reflection
at one axis and a tangential reflection at the other axis. On the other hand, our model with two
queues provides an example of RBMs in the non-negative quadrant with normal reflections
at both axes. A multidimensional RBM limit with orthonormal reflections was derived for a
network of parallel single-server queues with Markov-modulated service speeds in [13]. This
work contributes to the literature of queueing network scaling limits by providing a concrete
example of RBMs in a non-negative orthant with orthonormal reflections.

Although the correlation structure of the split Hawkes processes can be explicitly char-
acterized (as can the Brownian motion without reflection), it is challenging to compute the
covariance functions for the limiting RBM in the parallel server queueing model. Moreover,
one can check that the conditions of Propositions 8 and 9 in [9] (see also [33]) are not satisfied
so that the limit process does not possess a product-form stationary distribution. Fortunately,
the numerical approach developed in [9] to compute the stationary distribution can be used
for the limiting RBM in our model. We implement that algorithm in a two-queue example to
illustrate how the parameters in the Hawkes process and the splitting probabilities as well as
the heavy-traffic scalings affect the correlation between the steady state of the two queues in
the limit (see Section 3.1).

For the queueing models with abandonment, the queueing limit process is a multidi-
mensional reflected Ornstein–Uhlenbeck (OU) diffusion in the non-negative orthant with
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orthonormal reflections. This extends the one-dimensional results in [30]. This result is of
interest in two respects. First, there is a very limited result in the queueing network literature
that gives a multidimensional reflected OU limit. Huang and Zhang [20] study open Jackson
networks with reneging, and obtain a multidimensional reflected OU diffusion limit with a
reflection being characterized via the routeing probability matrix (extending the RBM approx-
imations for open Jackson networks without abandonment in [25]). The reflection is very
complex in that model, but the reflections in the limits of our model are orthonormal, which is
of interest in its own right. It is worth noting that in the studies of dynamic scheduling in mul-
ticlass GI/GI/1+GI queues [1, 21], although the queueing processes are multidimensional, the
Brownian control problem is solved via the so-called workload process as a one-dimensional
controlled OU process with reflection. Second, there have been studies of the stationary dis-
tributions and ergodic properties of reflected OU processes in one dimension; see e.g. [29]
and [35]. However, such results beyond one dimension are wide open. Our limit process pro-
vides a concrete example for which an explicit characterization of the stationary distribution
could potentially be obtained. We leave this as an open problem for future work. (We also refer
the readers to a relevant article [2] for the recurrence properties of multidimensional reflected
diffusions in convex polyhedral cones.) It would also be interesting to explore whether the
numerical scheme in [9] could be further developed for the multidimensional reflected OU
processes such as those arising from our model.

The proof for the model without abandonment uses the continuous mapping approach for
the multidimensional reflection maps (see [31]). This is standard, but the particular scaling
involved in the Hawkes process and its splitting scheme must be taken into account. For the
queueing models with abandonment, we adapt the approach in [30] by comparing with the
model without abandonment. It is therefore also important to first study the model without
abandonment. In the meantime, the comparison approach is non-trivial, since this requires us
to use the martingale representations for the Hawkes process and the randomly split Hawkes
processes [3, 23], as well as some martingale inequalities and properties.

We also discuss two related models in which the arrival processes for the parallel servers
come from a multivariate Hawkes process in Section 5. The limits for the models with and with-
out abandonment are of the same type with orthonormal reflections but the driving Brownian
motions have a different covariance function. Although the split Hawkes process is also a mul-
tivariate Hawkes process, the splitting scheme introduces a particular structure together with
only one self-exciting function. On the other hand, a general multivariate Hawkes process has
a matrix of self-exciting functions. This is yet another example of the open problems posed in
[24], and also complements the parallel server queueing model with correlated services due to
Markov modulation in [13]. The limits for these models will also be of interest in their own
right.

1.1. Organization of the paper

In Section 2 we discuss random splitting of Hawkes processes and review the FCLT results.
In Section 3 we present the parallel single-server queueing model with split Hawkes arrival
processes and the FCLT on the joint queueing and workload processes. A numerical example is
provided in Section 3.1 to illustrate the stationary distribution of the limiting queueing process
in a model with two queues. In Section 4 we discuss the model with abandonment and state
the corresponding FCLT. In Section 5 we consider the parallel server queueing model with a
general multivariate Hawkes process and state the corresponding scaling limits. The proofs for
these models are given in Section 6 and the Appendix.
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1.2. Notation

All random variables and processes are defined in a common complete probability space
(�,F , {Ft}t≥0, P). Throughout the paper, N denotes the set of natural numbers. R

d(Rd+)
denotes the space of d-dimensional real (non-negative) vectors; we write R(R+) when d = 1.
Let Dd =D

d(R+,Rd) denote the space of Rd-valued càdlàg functions on R+. (D, J1) denotes
the space D equipped with Skorokhod J1 topology (see [4]), which is complete and separa-
ble. Dd denotes the space of Rd-valued càdlàg functions endowed with the weak Skorokhod
J1 topology [32], for which we write (Dd, J1). For an integrable function f : R→R, its L1

norm is denoted by ‖f ‖1. Notations → and ⇒ mean convergence of real numbers and con-
vergence in distribution, respectively. For a vector a, diag(a) denotes the diagonal matrix
with the elements of vector a on the main diagonal. For two vectors a = (ak)k and b = (bk)k,
ab = (akbk)k = diag(a)b denotes their elementwise product. We use e to denote the identity
function e(t) = t for t ∈R+. Additional notation is introduced in the paper whenever necessary.

2. Random splitting of Hawkes processes

A one-dimensional Hawkes process, N = {N(t), t ≥ 0}, is a simple counting process with
conditional intensity

λ(t) = λ0 +
N(t)∑
j=1

H(t − τj) = λ0 +
∫ t

0
H(t − s) dN(s), (2.1)

where λ0 > 0 is a constant, called the baseline intensity, H : R+ →R+ is the self-exciting
function, and τj denotes the jth event time of N.

We consider the randomly split Hawkes processes Nk = {Nk(t), t ≥ 0}, k = 1, . . . , d, defined
as follows:

Nk(t) =
∑
j≥1

1(ξj = k, τj ≤ t),

where {ξj, j ≥ 1} is a sequence of i.i.d. random variables, independent of N, with the
distribution

P(ξj = k) = pk ∈ (0, 1) and
d∑

k=1

pk = 1.

It is shown in [23] that the splitting Hawkes process (Nk)k is a multivariate Hawkes process
with conditional intensity

λk(t) = pkλ(t) = pkλ0 +
d∑

k′=1

∫ t

0
(pkH(t − s)) dNk′ (s). (2.2)

Notice that the split processes Nk are not independent.
We consider a sequence of Hawkes processes indexed by n, that is, N(n) is a Hawkes process

for the nth system with intensity process λ(n)(·) whose baseline intensity in (2.1) is λ(n)
0 while

the self-exciting function H stays the same. The splitting variables are denoted by {ξ (n)
j , j ≥ 1}

with distribution (p(n)
k )k.
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Define the LLN and CLT-scaled processes for the splitting
(
N(n)

k

)
k by

N̄(n)
k (t) = 1

n
N(n)

k (nt) and N̂(n)
k (t) = √

n
(
N̄(n)

k (t) −E
[
N̄(n)

k (t)
])
, (2.3)

respectively. It is easy to see (see e.g. [3]) that

E
[
N̄(n)

k (t)
]= λ

(n)
0 p(n)

k

∫ t

0
(1 + ϕ ∗ e(ns)) ds, (2.4)

where ϕ =∑
j≥1 H∗j is the renewal function of H,

f ∗ g(x) =
∫ x

0
f (y)g(x − y) dy

denotes the convolution of f and g on R+, and e is the identity function.
The following FCLT for the splitting processes

(
N(n)

k

)
k is proved in [23].

Proposition 2.1. Suppose that

λ
(n)
0 → λ0 and

(
p(n)

k

)→ (pk)k as n → ∞ and ‖H‖1 =
∫ ∞

0
H(t) dt ∈ (0, 1). (2.5)

We have (
N̂(n)

k

)
k ⇒ (N̂k)k in (Dd, J1) as n → ∞,

where (N̂k)k is a d-dimensional Brownian motion with mean zero and covariance matrix

cov(N̂k(t), N̂k′ (s)) = (t ∧ s) ·
(
λ0pk(δkk′ − pk′ )

1 − ‖H‖1
+ λ0pkpk′

(1 − ‖H‖1)3

)
,

where δkk′ = 1 if k = k′ and δkk′ = 0 if k = k′.
The process N̂k admits the representations

N̂k = λ
1/2
0

(1 − ‖H‖1)1/2

√
pkWk + pk

λ
1/2
0 ‖H‖1

(1 − ‖H‖1)3/2
W

= λ
1/2
0

(1 − ‖H‖1)1/2
Ŝk + pk

λ
1/2
0

(1 − ‖H‖1)3/2
W, (2.6)

where (Wk)k is a standard d-dimensional Brownian motion, W =∑d
k=1

√
pkWk, and Ŝk =√

pkWk − pkW.

The condition ‖H‖1 ∈ (0, 1) is referred to as the stability condition in the literature
of Hawkes processes, under which a stationary version of Hawkes process exists and
ϕ ∗ e(t) → ‖H‖1/(1 − ‖H‖1) as t → ∞. The first representation in (2.6) is a direct consequence
of [3, Theorem 2] for the vector-valued Hawkes process

(
N(n)

k

)
k characterized by (2.2), while

the second representation follows from [32, Chapter 9.5], where Ŝ is also a d-dimensional
Brownian motion, independent of W, with covariance function

cov(Ŝk(t), Ŝk′ (s)) = pk(δkk′ − pk′ )(t ∧ s).

It is necessary that
∑

k Ŝk = 0.
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In our study of parallel server queues with a split Hawkes process as arrivals, we will
also need the following alternative diffusion-scaled process by replacing the centering term
E
[
N̄(n)

k (t)
]

in (2.3) with a linear function:

Ň(n)
k (t) : eq

√
n

(
N̄(n)

k (t) − λ
(n)
0 p(n)

k t

1 − ‖H‖1

)
, t ≥ 0. (2.7)

The proof of the proposition is given in the Appendix.

Proposition 2.2. Under the conditions in Proposition 2.1, if, in addition,

t1/2
∫ ∞

t
H(s) ds → 0 as t → ∞, (2.8)

then (
Ň(n)

k

)
k ⇒ (N̂k)k in (Dd, J1) as n → ∞, (2.9)

where (N̂k)k is the same limit as given in Proposition 2.1.

3. Parallel single-server queues with split Hawkes arrival processes

In this model, there are d parallel servers and each server has its own queue. Arrivals in
each queue come from the randomly split Hawkes process and are served in the FCFS dis-
cipline. Let {N(t) : t ≥ 0} be the Hawkes process, arriving in the system, and let (Nk)k be the
splitting Hawkes arrival processes with the splitting mechanism as described in Section 2.
Recall the baseline rate λ0, splitting probability (pk)k, and self-exciting function H. For every
k = 1, 2, . . . , d, let {ηj,k}j represent the service times of customers in the kth queue. We assume
that {ηj,k}j are i.i.d. with finite mean mk and variance σ 2

k , and are independent of the Hawkes
arrival process and the random splitting process. Denote the service rate of the kth queue by
μk := 1/mk, and write μ= (μk)k.

We now give a definition of the model. For every k = 1, . . . , d, let

Vk(m) =
m∑

j=1

ηj,k

be the partial sum with the i.i.d. service times, and let Uk(t) := sup{m ≥ 0 : Vk(m) ≤ t} be its
right-continuous inverse. Then Uk(t) is a renewal process representing the number of jobs
that the server k can potentially complete by time t. Let Z = (Zk)k be the workload processes,
and let Q = (Qk)k be the queue length processes, with Q(0) = (Qk(0))k being the number of
initial jobs in each queue. Under our assumptions, the processes N and (V , U) are independent,
and we further assume that Q(0) is independent of the new arrivals N = (Nk)k and the service
processes. Then we have the following flow-balance equations for the dynamics at each queue:
for k = 1, . . . , d,

Zk(t) = Vk(Qk(0) + Nk(t)) − Bk(t),

Qk(t) = Qk(0) + Nk(t) − Uk(Bk(t)),
(3.1)

where

Bk(t) =
∫ t

0
1(Qk(s)> 0) ds =

∫ t

0
1(Zk(s)> 0) ds
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is the busy-time process, and its paired idle-time process is given by

Ik(t) = t − Bk(t) =
∫ t

0
1(Qk(s) = 0) ds =

∫ t

0
1(Zk(s) = 0) ds.

The processes (Qk, Zk)k take values in the non-negative orthant R2d+ , and can be characterized
by the following version of reflection maps (see [32, Chapter 14.2]).

Definition 3.1. For any x ∈D
d and any reflection matrix, i.e. a matrix with Qij ≥ 0 and

∑
i Qij ≤

1 such that (Q)n → 0 as n → ∞, let the feasible regulator set be


Q(x) ≡ {
w ∈D

d↑ : x + (I− Q)w ≥ 0
}
,

where I is the identity matrix and D
d↑ is the subset of functions in D

d that are non-decreasing
and non-negative in each coordinate. Then the reflection mapping is defined as

(z, y) := (φQ, ψQ)(x) : Dd →D
2d,

where y is called the regulator component, given by

y := ψQ(x) := inf
Q(x) = inf{w : w ∈
Q(x)},
that is, for all i and t,

yi(t) := inf{wi(t) ∈R : w ∈
Q(x)},
and where z is called the content component, given by

z = φQ(x) = x + (I− Q)y.

In the definition above, the matrix I− Q is the direction of reflection (see [9, 18]), that
is, whenever the boundary face {z ∈R

d+ : zj = 0} is hit for some j, the process wj increases
and causes an instantaneous displacement of z in the direction given by colj(I− Q), the jth
column of (I− Q); y =ψQ is the minimal element in 
Q such that z ≥ 0. Moreover, the
complementarity property holds ([32, Theorem 14.2.3]), that is,∫ ∞

0
zi dyi = 0 for all i,

which also characterizes the regulator uniquely. It is proved in [32, Theorems 14.2.5 and
14.2.7] that ψQ is well-defined and Lipschitz under both the uniform norm and the Skorokhod
J1 topology.

In particular, if the reflection matrix Q= 0, then the angle of reflection is 0 (see [19]), and
the reflection direction is orthogonal to the boundary, which is the case in our paper. Thus the
reflection is also referred to as orthonormal. Letting (φ, ψ) ≡ (φ0, ψ0) denote the operator in
this case, and recalling that e(t) ≡ t is the identity function on R+, we can rewrite the processes
in (3.1) in terms of Definition 3.1 as follows:

(Z, I) = (φ, ψ)(V ◦ (Q(0) + N) − e), (3.2)

and the queue length process can be rewritten similarly.
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We consider a sequence of such queueing systems in heavy traffic and indexed by the
parameter n with n → ∞. The traffic intensity for the kth queue is given by

ρ
(n)
k = λ

(n)
0 p(n)

k

(1 − ‖H‖1)μ(n)
k

, k = 1, . . . , d. (3.3)

Define the following scaled processes:

V̄ (n)(t) = 1

n
V (n)([nt]), Ū(n)(t) = 1

n
U(n)(nt), B̄(n)(t) = 1

n
B(n)(nt),

V̂ (n)(t) = √
n
(
V̄ (n)(t) − tm(n)), Û(n)(t) = √

n
(
Ū(n)(t) − tμ(n)),

(3.4)

and

Q̂(n)(t) = 1√
n

Q(n)(nt), Ẑ(n)(t) = 1√
n

Z(n)(nt), t ≥ 0.

We assume the following conditions on the service processes.

Assumption 3.1. Assume that the service times {ηj,k}j for k = 1, 2, . . . , d, satisfy

m(n)
k =E

[
η

(n)
1,k

]→ mk =:μ−1
k and σ

(n)
k =

√
var
(
η

(n)
1,k

) → σk as n → ∞, (3.5)

and letting F(n)
k be the cumulative distribution function (CDF) of η(n)

1,k, we have for every ε > 0∫
y>

√
nε

y2 dF(n)
k (y) → 0 as n → ∞. (3.6)

The traffic intensity at each queue satisfies the following: for k = 1, . . . , d,
√

n
(
1 − ρ

(n)
k

)→ ρ̂k > 0 as n → ∞. (3.7)

Observe that by the definition in (3.3), under (3.7), we have

λ0pkmk = λ0pk

μk
= 1 − ‖H‖1 for each k = 1, 2, . . . , d. (3.8)

Remark 3.1. Condition (3.6) is known as Lindeberg’s condition for the triangular array
{η(n)

j,k }j,k (see [5, Theorem 27.2]), under which one can show that as n → ∞,

sup
j≤n

1√
n
η

(n)
j,k ⇒ 0,

and the processes in (3.4) satisfies(
V̄ (n), Ū(n))→ (μ−1, μ)e u.o.c. in probability,(

V̂ (n), Û(n))⇒ (V̂, Û) in (D2d, J1),
(3.9)

where u.o.c. is short for ‘uniformly on every compact set on R+’, V̂ is a d-dimensional
Brownian motion with mean zero and covariance matrix

cov(V̂k(t), V̂k′ (s)) = (t ∧ s)σ 2
k δkk′,

and Ûk(t) = −μkV̂k(μkt) for t ≥ 0.
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Remark 3.2. In addition to (3.5), if we assume
√

n
(
λ0 − λ

(n)
0

)→ λ̂0,
√

n
(
μk −μ

(n)
k

)→ μ̂k,
√

n
(
pk − p(n)

k

)→ p̂k

for some λ̂0, μ̂k, p̂k ∈R, as n → ∞, where pk is given in (2.5), then (3.7) holds with

ρ̂k = λ̂0

λ0
+ p̂k

pk
− μ̂k

μk
.

The process limits remain the same.

We have the following FCLT for the diffusion-scaled processes
(
Q̂(n), Ẑ(n)

)
.

Theorem 3.1. Suppose that Assumption 3.1 and the conditions in (2.5) and (2.8) hold, and that
Q̂(n)(0) ⇒ Q̂(0) ≥ 0. Then(

Q̂(n), Ẑ(n))⇒ (Q̂, Ẑ) in (D2d, J1) as n → ∞, (3.10)

with the limit

Q̂ = φ(Q̂(0) + Ŵ − θ̂e) and Ẑ = mQ̂ = (mkQ̂k)k,

where

θ̂ =μρ̂ = (μkρ̂k)k

with ρ̂k in (3.7), and Ŵ is a d-dimensional Brownian motion with covariance function

cov(Ŵk(t), Ŵk′(s)) = (t ∧ s) · R̂kk′,

R̂kk′ := λ0pkpk′
(1 − ‖H‖1)3

− λ0pkpk′
1 − ‖H‖1

+μk
(
1 +μ2

kσ
2
k

)
δkk′

=μk

(
pk′

(1 − ‖H‖1)2
− pk′ + (

1 +μ2
kσ

2
k

)
δkk′

)
.

(3.11)

3.1. The stationary distribution of Q̂

Observe that Q̂ in Theorem 3.1 is a reflected Brownian motion on the orthant Rd+ with drift
vector θ̂ , covariance matrix R̂, and reflection matrix I. Since θ̂k > 0 for every k = 1, 2, . . . , d,
there exists a unique stationary distribution of Q̂.

Recall that a probability measure π on R
d+ is called a stationary distribution for the reflected

Brownian motion Q̂ if, for every bounded Borel function f on R
d+ and every t> 0,∫

R
d+
Ex[f (Q̂(t))]π (dx) =

∫
R

d+
f (x)π (dx).

It is shown in [18] and [33] that the stationary distribution for a reflected Brownian motion in
the orthant is equivalent to Lebesgue measure on R

d+, and the occupation measures on faces
are absolutely continuous with respect to the (d − 1)-dimensional Lebesgue measure νk(·) on
the face Fk := {z ∈R

d+ : zk = 0}, that is,

π (dx) = q0(x) dx and Eπ

[∫ t

0
1A(Q̂(s)) dŶk(s)

]
= 1

2
t
∫

A
qk(y)νk(dy) for all A ∈ B(Fk).
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TABLE 1. A numerical example to illustrate the stationary distribution of the limiting queueing process
in a model with two queues.

p1 E[Q̂1(∞)] E[Q̂2(∞)] Corr-of-Q̂ E[Q̂1(∞)] E[Q̂2(∞)] Corr-of-Q̂ Corr-of-Ŵ

0.1 1.87415 2.99150 0.05862 0.56224 1.19660 0.06673 0.15541
0.3 2.49320 2.27381 0.10852 0.74796 0.90952 0.12338 0.23608
0.5 3.38435 1.69218 0.12530 1.01531 0.67687 0.14123 0.25628
0.7 4.54762 1.24660 0.12126 1.36429 0.49864 0.13438 0.23608
0.9 5.98299 0.93707 0.08832 1.79490 0.37483 0.08906 0.15541

(ρ̂1, ρ̂2) = (0.3, 0, 6) (ρ̂1, ρ̂2) = (1, 1.5)

Furthermore, (q0; q1, . . . , qd) in this paper jointly satisfy the basic adjoint relationship (BAR):

∫
R

d+

(
1

2

∑
i,j

R̂ij
∂2f (x)

∂xi∂xj
−
∑

k

θ̂k
∂f (x)

∂xk

)
q0(x) dx + 1

2

∑
k

∫
Fk

∂f

∂xk
(x)qk(x)νk(dx) = 0

for all f ∈ C2
b(Rd+). It can be checked that the coefficients for Q̂ do not satisfy the conditions of

Propositions 8 and 9 in [9] (see also [33]) which means the stationary density cannot be a prod-
uct function. The numerical approach developed in [9] to compute the stationary distribution
is applicable to our model.

Noticing that the marginal distribution Q̂k(∞) for each k is exponentially distributed from
the one-dimensional reflected Brownian motion results, we readily obtain

E[Q̂k(∞)] = R̂kk

2θ̂k
and var(Q̂k(∞)) =

(
R̂kk

2θ̂k

)2

.

We apply the numerical algorithm in [9] to a model with two queues and compute some
characteristics of the stationary distribution. Similar to [9], we compute the mean of the queue-
ing limit and the correlation coefficients of (Ŵ1, Ŵ2) and (Q̂1(∞), Q̂2(∞)), and examine the
effect of the splitting probability parameter pk. We fix λ0 = 1, σ1 = σ2 = 1, ‖H‖1 = 0.3, and
change the values of p1. Observe that by equation (3.8), the value of μk changes accordingly
as pk changes. We also consider two scenarios of (ρ̂1, ρ̂2), taking values (0.3, 0.6) and (1, 1.5).
Notice that the correlation of (Ŵ1, Ŵ2) from (3.11) is independent of the choice of (ρ̂1, ρ̂2) by
definition. Table 1 shows how the splitting probability p1 and the parameters (ρ̂1, ρ̂2) affect the
correlation of (Q̂1(∞), Q̂2(∞)).

4. Parallel single-server queues with split Hawkes arrival processes and abandonment

In this section we consider the parallel single-server queues as described in the previous
section but with an additional feature of abandonment, that is, each customer joining the queue
has a patience time and will leave the queue if the patience time runs out before entering
service. The arrival and service processes are modeled in the same way as the previous section.
Patience times are assumed to be independent of the arrival and service processes as well
as the splitting process. Let {ϑj,k,p}j∈Z represent the patience times for every customers with
CDF Gk, k = 1, . . . , d. The dependence on k may be interpreted as the impact of each queue
upon patience, since their services may have different distributions. Of course, one may also
consider the homogeneous scenario with patience times having the same distribution in all the
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queues. In this model, variables and processes will be indexed with an additional subscript p
to distinguish from the model in the previous section whenever necessary.

To give a rigorous definition of the model, we adapt the definition from [30] and introduce
the offered workload process

Z̃k,p(t) =�k,p(Qk(0)) +
∑
j≥1

ηj,k1(τj,k ≤ t, Z̃k,p(τj,k − )<ϑj,k,p) − Bk,p(t) (4.1)

for t> 0, where {τj,k : j ≥ 1} are the arrival times of the split Hawkes process Nk(t),

�k,p(j) =�k,p(j − 1) + η−j,k1(�k,p(j − 1)<ϑ−j,k,p) for j ≥ 1,

with �k,p(0) = 0 representing the waiting time for the (j + 1)th customers initially in the kth
queue. Note that Z̃k,p(0) =�k,p(Qk(0)). The cumulative busy-time process is defined by

Bk,p(t) =
∫ t

0
1(Z̃k,p(s)> 0) ds. (4.2)

Different from the offered workload process, the observed workload process is defined by

Zk,p(t) = Z̃k,p(t) +
∑
j≥1

η−j,k1(j ≤ Qk(0), �k,p(j − 1) ≥ ϑ−j,k,p > t)

+
∑
j≥1

ηj,k1(Z̃k,p(τj,k − ) ≥ ϑj,k,p > t − τj,k ≥ 0), (4.3)

which retrospectively counts both the workload from customers that eventually receive service,
Z̃k,p, and from those that are currently in a queue but eventually renege, 1(· ≥ ϑj,k,p > ·), in
contrast to the prospective definition for Zk in (3.1).

Similarly, we define the observed queue length process as follows:

Qk,p(t) =
Qk(0)∑
j=1

(
1(�k,p(j − 1)<ϑ−j,k,p, t<�k,p(j)) + 1(�k,p(j − 1) ≥ ϑ−j,k,p > t)

)

+
Nk(t)∑
j=1

(
1(Z̃k,p(τj,k − )<ϑj,k,p, t< Z̃k,p(τj,k)) + 1(Z̃k,p(τj,k − ) ≥ ϑj,k,p > t − τj,k)

)
,

which counts the number of customers currently in the queue. Observe that the busy-time
process in (4.2) also satisfies

Bk,p(t) =
∫ t

0
1(Zk,p(s)> 0) ds =

∫ t

0
1(Z̃k,p(s)> 0) ds =

∫ t

0
1(Qk,p(s)> 0) ds

and the idle-time process is given by

Ik,p(t) := t − Bk,p(t) =
∫ t

0
1(Qk,p(s) = 0) ds =

∫ t

0
1(Z̃k,p(s) = 0) ds.

We also need the following definition generalizing the multidimensional reflection mapping
in Definition 3.1, which is adapted from Appendix A.1 in [30].
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Definition 4.1. Let � be a d × d matrix of real entries and let Q be a reflection matrix in
Definition 3.1. Then, for each x ∈D

d with x(0) ≥ 0, let (z, y) ∈D
2d be a unique pair satisfying

(i) z(t) = x(t) − ∫ t
0 �z(s) ds + (I− Q)y(t) ≥ 0 for all t ≥ 0,

(ii) y(0) = 0, y ∈D
d↑ and

∫∞
0 zk(t) dyk(t) = 0 for every k.

Furthermore, let u be the unique solution to the integral equation

u(t) +
∫ t

0
�u(s) ds = x(t). (4.4)

Define the mapping M� : Dd →D
d by M�(x) = u. Then

(z, y) = (φQ, ψQ)(M�(x)),

where φQ and ψQ are the content and reflection operators, respectively, in Definition 3.1.
By [30, Lemma 3], M� is Lipschitz-continuous with respect to uniform topology on every

compact set. One can find from the integral equation (4.4) that

u(t) =M�(x)(t)

= x(0) +
∫ t

0
e�(s−t)x(ds)

= x(t) − �

∫ t

0
e�(s−t)x(s) ds

= x(t) −
∑
j≥0

�j+1 ( − 1)j

j!
∫ t

0
(t − s)jx(s) ds.

In our model, � = diag(γ ) is a diagonal matrix with γ = (γk)k ∈R
d on the diagonal, and we

have

uk(t) = xk(t) − γk

∫ t

0
eγk(s−t)xk(s) ds

for each coordinate process. In this case, we simply write u =Mγ (x). If x(t) = x0 + at + σB(t)
in Definition 4.1, where B is a d-dimensional standard Brownian motion, a ∈R

d and σ ∈R
d×d,

then u =Mγ (x) is the unique strong solution to the stochastic differential equation

du(t) = (a − γ u(t)) dt + σ dBt = −γ u(t) dt + (a dt + σ dBt), u(0) = x0.

This is well-defined and called an Ornstein–Uhlenbeck (OU) process. Moreover,
z = φ(Mγ (x)) is the regulated (reflected) OU process. Recall that φ = φ0 with the matrix
Q≡ 0.

As in the previous section, let
(
Q(n)

p , Z(n)
p
)= (

Q(n)
k,p, Z(n)

k,p

)
k be the associated observed queue

length and workload processes for the nth queueing system. We are interested in the diffusion-
scaled observed processes in the heavy-traffic regime, and define

Q̂(n)
k,p(t) := 1√

n
Q(n)

k,p(nt) and ˆ̃Z(n)
k,p(t) := 1√

n
Z̃(n)

k,p(nt).

We make the following assumption on G(n)
k for the variables ϑ (n)

j,k,p.

Assumption 4.1. Assume that G(n)
k is continuous, and for some γk > 0,

Ĝ(n)
k (t) := √

nG(n)
k (

√
nt) → γkt as n → ∞,

where the convergence holds uniformly on compacts (u.o.c.) over R+.
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Note that in the case ϑ (n)
j,k,p := n × ϑj,k,p, that is, G(n)

k (t) = Gk(t/n) for some common CDF
Gk, the assumption above is equivalent to Gk being differentiable at 0 with γk = G′

k(0). This is
the so-called critical case studied in [30].

Theorem 4.1. Suppose that Assumptions 3.1–4.1 and the conditions in (2.5) and (2.8) hold,
and that Q̂(n)(0) ⇒ Q̂(0) ≥ 0. Then(

Q̂(n)
p , Ẑ(n)

p

)⇒ (Q̂p, Ẑp) in (D2d, J1) as n → ∞,

with the limit

Q̂p = φ(Mγ (Q̂(0) + Ŵ − θ̂e)) and Ẑp =μ−1Q̂p,

where θ̂ and Ŵ are as given in Theorem 3.1.

Here Q̂p is a d-dimensional reflected OU process with initial value Q̂(0). Although the limit
in Theorem 4.1 formally reduces to that in Theorem 3.1 if γ = 0 in Assumption 4.1, it is worth
mentioning that the proof of Theorem 4.1 relies on Theorem 3.1, and in the case γ > 0,

(Zp, Ip) = (φ, ψ)(Mγ (V ◦ (Q(0) + N) − e)),

in contrast to (Z, I) in (3.2).

5. A parallel server model with multivariate Hawkes arrivals

As noted in Section 2, a splitting Hawkes process is a multivariate Hawkes process with a
particular conditional intensity process given by (2.2). In this section we present the limits for
a parallel server model with a multivariate Hawkes arrival process, defined as a simple point
process with conditional intensity process given by

λi(t) = λi,0 +
d∑

j=1

∫ t

0
Hij(t − s) dNj(s), i = 1, . . . , d, t ≥ 0,

where λ0 = (λi,0)i is the baseline intensity vector, and H = (Hij)ij is the kernel matrix function
with Hij : R+ →R+. The non-explosion criterion in [3] is given by

∫ t
0 Hij(s) ds<∞, for all

t> 0, under which the point process is well-defined. Given the multivariate Hawkes process as
arrivals and the service process as defined in Section 3 in the parallel single-server queues, the
queue length process and workload process can be defined in the same way.

We consider a sequence of such queueing systems in heavy traffic with index n, where the
baseline intensity is λ(n) and the kernel function is H.

Assumption 5.1. Suppose the following conditions hold:

(i) λ(n)
0 → λ0 as n → ∞,

(ii)
∫∞

0 Hij(t) dt<∞ and the spectral radius of the matrix ‖H‖1 = (∫∞
0 Hij(t) dt

)
ij is less

than 1,

(iii) limt→∞
√

t
∫∞

t Hij(s) ds = 0 for every i and j.

We note in particular that the notation differs from Section 3: λ0 is a vector and H is a
matrix.
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Under Assumption 5.1, it is shown (see [3, Theorem 2] and also Proposition 2.2) that

Ň(n)(t) = √
n

(
1

n
N(n)(nt) − (I− ‖H‖1)−1λ

(n)
0 t

)
⇒ N̂(t) (5.1)

in (Dd, J1), where N̂ is a d-dimensional Brownian motion with covariance function

cov(N̂i(t), N̂j(s)) = (t ∧ s) · entij
(
(I− ‖H‖1)−1 · diag((I− ‖H‖1)−1λ0) · (I− ‖H‖�

1 )−1)
for t, s ≥ 0, where the superscript � denotes the transpose of a matrix, comparing it with
Proposition 2.1 Note that in this model setup, the kernel matrix H is assumed to be inde-
pendent of n. The traffic intensity for the kth queue in the nth system is given by (compare with
(3.3))

ρ
(n)
k = entk

(
(I− ‖H‖1)−1λ

(n)
0

)/
μ

(n)
k .

The heavy-traffic condition will then imply that

(I− ‖H‖1)−1λ0 =μ.

Under Assumptions 3.1 and 5.1 together with the new traffic intensity above, and Q̂(n)(0) ⇒
Q̂(0) ≥ 0, we obtain (

Q̂(n), Ẑ(n))⇒ (Q̂, Ẑ) in (D2d, J1) as n → ∞,

with the limit
Q̂ = φ(Q̂(0) + Ŵ − θ̂e) and Ẑ =μ−1Q̂ = (

μ−1
k Q̂k

)
k,

where

θ̂ =μρ̂ = (μkρ̂k)k,

and Ŵ is a d-dimensional Brownian motion with the following covariance function: for
t, s ≥ 0,

cov(Ŵ(t), Ŵ(s)) = (t ∧ s) · R̂kk′ ,

(R̂kk′ )kk′ = (I− ‖H‖1)−1 · diag(μ) · (I− ‖H‖�
1

)−1 + diag
(
μ3σ 2). (5.2)

For the parallel server queueing model with abandonment as described in Section 4, suppose
the arrival process is also a multivariate Hawkes process as described above. Let Q(n)

p and Z(n)
p

be the queue length process and the workload process for the model, respectively, and suppose
that Assumptions 3.1, 4.1, and 5.1 hold, and that Q̂(n)(0) ⇒ Q̂(0) ≥ 0; then(

Q̂(n)
p , Ẑ(n)

p

)⇒ (
Q̂p, Ẑp

)
in (D2d, J1) as n → ∞, (5.3)

with the limit

Q̂p = φ(Mγ (Q̂(0) + Ŵ − θ̂e)) and Ẑp =μ−1Q̂p,

where Ŵ is as given in (5.2).
We remark that the proofs for both models follow similar arguments by adapting those with

a split Hawkes process, which we omit for brevity. However, we note that the split Hawkes
processes as arrivals to the parallel server queues have a particular structure due to the splitting
mechanism, while the multivariate Hawkes process has a matrix kernel H = (Hij) (independent
of n). It is important to highlight that the limit processes in both parallel server queueing models
with a split Hawkes arrival process and a general multivariate Hawkes process are essentially
of the same nature (with orthonormal reflections), except that the driving Brownian motions
have different covariance functions (comparing (3.11) and (5.2)).
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6. Proofs

6.1. Proof of Theorem 3.1

The proof follows from some modification of the arguments for the heavy-traffic conver-
gence in single-server queues; see e.g. [7, Chapter 6]. We highlight the differences here for the
parallel single-server queueing model.

Recall the diffusion-scaled processes Q̂(n)
k and Ẑ(n)

k for the nth system from (3.1):

Ẑ(n)
k (t) = 1√

n
Z(n)

k (nt) = √
n
(
V̄ (n)

k

(
Q̄(n)

k (0) + N̄(n)
k (t)

)− B̄(n)
k (t)

)
,

Q̂(n)
k (t) = 1√

n
Q(n)

k (nt) = √
n
(
Q̄(n)

k (0) + N̄(n)
k (t) − Ū(n)

k

(
B̄(n)

k (t)
))
,

(6.1)

where

Q̄(n)
k (0) = 1

n
Q(n)

k (0)

and N̄(n)
k is the process in (2.3). We will apply the FCLT established for the split Hawkes pro-

cesses and renewal process, Proposition 2.2 and Remark 3.1 respectively, and the continuous
mapping approach to the multidimensional reflection mapping; see e.g. [7, Theorems 6.1 and
7.2] and [32, Chapter 14.2]. The following lemma is a modification of the so-called random
change of time result from [4, page 151], which is also called the continuity of composition
in [32, Theorem 13.2.2]. In this version, each sub-counting process has a different time scal-
ing, and all the limit processes are assumed to have continuous sample paths. The conditions
are slightly different from those in [32, Chapter 14.2]. Recall that Cd↑ =C

d ∩D
d↑, where C

d

denotes the space of Rd-valued continuous functions.

Lemma 6.1. Let
(
x(n), χ (n)

)= (
x(n)

k , χ
(n)
k

)
k ∈D

d ×D
d↑ and (x, χ ) = (xk, χk)k ∈C

d ×C
d↑. If

(
x(n), χ (n))→ (x, χ ) in (D2d, J1) as n → ∞,

then

x(n) ◦ χ (n) = (
x(n)

k ◦ χ (n)
k

)
k → (xk ◦ χk)k = x ◦ χ u.o.c. as n → ∞.

Proof of Theorem 3.1. We have from (6.1), for every k = 1, 2, . . . , d,

Q̂(n)
k (t) = √

nQ̄(n)
k (0) +μ

(n)
k

√
n

(
λ

(n)
0 p(n)

k

(1 − ‖H‖1)μ(n)
k

− 1

)
t

+ √
n

(
N̄(n)

k (t) − λ
(n)
0 p(n)

k t

1 − ‖H‖1

)
− √

n
(
Ū(n)

k (s) −μ
(n)
k s
)∣∣

s=B̄(n)
k (t)

+μ
(n)
k

√
n
(
t − B̄(n)

k (t)
)

= Q̂(n)
k (0) − θ̂

(n)
k t + Ň(n)

k (t) − Û(n)
k ◦ B̄(n)

k (t) +μ
(n)
k Î(n)

k (t),
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where

θ̂
(n)
k =μ

(n)
k · √n

(
1 − ρ

(n)
k

)
and Î(n)

k (t) = √
n
(
t − B̄(n)

k (t)
)
,

ρ
(n)
k is defined in (3.3), and Ň(n)

k (t) is defined in (2.7). Observe that what differs from a single-

server queue is that the Ň(n)
k (t) are correlated Hawkes processes, which introduces dependence

among the different queueing processes.
By the definition of Ẑ(n) in (6.1) and

(
V̂ (n), Û(n)

)
in (3.4), we also obtain

Ẑ(n) − m(n)Q̂(n) = V̂ (n) ◦ (Q̄(n)(0) + N̄(n))+ m(n)Û(n) ◦ B̄(n). (6.2)

We now consider the convergence of various components in these representations.
Under Assumption 3.1 and the conditions in Proposition 2.2 for Hawkes processes,

from (2.9) for Ň(n), (3.9) for (V̂ (n), Û(n)) and their independences, we have the joint weak
convergence (

Ň(n), V̂ (n), Û(n))⇒ (N̂, V̂, Û) in (D3d, J1) as n → ∞,

where N̂ is the Brownian motion in Proposition 2.1, (V̂, Û) is the Brownian motion in (3.9)
and independent of N̂.

Moreover, it is easy to see that

(
Q̄(n)(0), N̄(n), B̄(n))→

(
0,

λ0(pk)k

1 − ‖H‖1
e, e

)
= (0, μe, e) u.o.c., (6.3)

in probability as n → ∞, where the identity (3.8) is used in the equality, and abusing notation,
e is a vector of identity functions.

Thus, applying the continuous mapping theorem and the composition mapping
(Lemma 6.1), we obtain the joint convergence(

Ň(n)
k , V̂ (n)

k

(
Q̄(n)

k (0) + N̄(n)
k

)
, Û(n)

k

(
B̄(n)

k

))
k ⇒ (

N̂k, V̂k(μk · ), Ûk
)

k (6.4)

in (D3d, J1) as n → ∞.
Now, applying the continuous mapping theorem to the multi-dimensional reflection map-

ping in Definition 3.1 and using the convergence results in (6.3) and (6.4), together with the
fact Ûk(t) = −μkV̂k(μkt) from (3.9), we obtain the joint convergence of

(
Q̂(n), Ẑ(n)

)
in (3.10).

Finally, since N̂ and Û are independent, it is easy to check that Ŵ = N̂ − Û is a Brownian
motion with the covariance function given in (3.11). This completes the proof. �

6.2. Proof of Theorem 4.1

We adapt the proof idea in [30] and highlight the main differences in the proof. For the
system indexed by n, recall that the diffusion-scaled processes are defined by

Q̂(n)
k,p(t) = 1√

n
Q(n)

k,p(nt), Ẑ(n)
k,p(t) = 1√

n
Z(n)

k,p(nt), ˆ̃Z(n)
k,p(t) = 1√

n
Z̃(n)

k,p(nt),

and

Î(n)
k,p(t) = √

n
(
t − B̄(n)

k,p(t)
)
.

Theorem 4.1 is proved following the procedure from [30], where we start from the analysis
of the offered workload process in (4.1). Specifically, the proof proceeds in the following steps.

https://doi.org/10.1017/jpr.2023.50 Published online by Cambridge University Press

https://doi.org/10.1017/jpr.2023.50


506 B. LI AND G. D. PANG

Step 1. The weak convergence of the diffusion-scaled process
( ˆ̃Z(n)

p , Î(n)
p
)

in Theorem 6.1, by
relating to

(
Ẑ(n), Î(n)

)
in the corresponding model without abandonment.

Step 2. The following asymptotic equivalence properties: for every T > 0 and k, as n → ∞,
we have

sup
t≤T

∣∣Ẑ(n)
k,p(t) − ˆ̃Z(n)

k,p(t)
∣∣⇒ 0 and sup

t≤T

∣∣ ˆ̃Z(n)
k,p(t) − m(n)

k Q̂(n)
k,p(t)

∣∣⇒ 0.

They follow the same procedure as [30], so their proofs are given in the Appendix for
completeness.

Step 3. Completing the proof: given the convergence results in the two steps, the joint
convergence in Theorem 4.1 follows immediately.

Therefore we focus only on the proof of the following theorem.

Theorem 6.1. Under the assumptions of Theorem 4.1,( ˆ̃Z(n)
p , Î(n)

p

)⇒ (
Ẑp, Îp

)
in (D2d, J1) as n → ∞, (6.5)

with the limit (
Ẑp, Îp

)
:= (φ0, ψ0)Mγ (Ẑ + Î) = m (φ0, ψ0)Mγ (Q̂(0) + Ŵ − θ̂e)

where Ŵ and θ̂ are as given in Theorem 3.1.

The proof of Theorem 6.1 uses the following two lemmas. In the proof we need
Theorem 3.1, and it helps to rewrite Z(n)

k (t) in (3.1) in the corresponding queueing model
without abandonment as

Z(n)
k (t) = Z(n)

k (0) +
∑
j≥1

η
(n)
j,k 1

(
τ

(n)
j,k ≤ t

)− B(n)
k (t),

with

Z(n)
k (0) =

∑
j≥1

η
(n)
−j,k1

(
j ≤ Q(n)

k (0)
)
.

The diffusion-scaled process Ẑ(n) is defined in the same way. The corresponding convergence
results for

(
Q̂(n), Ẑ(n)

)
in Theorem 3.1 will be used.

Define

M̂(n)
k,p,1(t) = 1√

n
M(n)

k,p,1([nt]) and M̂(n)
k,p,2(t) = 1√

n
M(n)

k,p,2([nt])

with

M(n)
k,p,1(m) =

m∑
j=1

(
η

(n)
j,k − m(n)

k

)
1
(
ϑ

(n)
j,k,p ≤ u

)∣∣
u=Z̃(n)

k,p(τ (n)
j,k −)

,

M(n)
k,p,2(m) =

m∑
j=1

(
1
(
ϑ

(n)
j,k,p ≤ u

)− G(n)
k (u)

)∣∣
u=Z̃(n)

k,p(τ (n)
j,k −)

.
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Lemma 6.2. For every T > 0 and every k,

sup
t≤T

∣∣M̂(n)
k,p,1(t)

∣∣⇒ 0 and sup
t≤T

∣∣M̂(n)
k,p,2(t)

∣∣⇒ 0 as n → ∞. (6.6)

Proof. It is easy to see that
{
M(n)

k,p,1(m)
}

m≥1 is an
{
F(n)

k,p,m

}
m≥1-adapted square-integrable

martingale, where for m ≥ 1

F(n)
k,p,m = Z̃(n)

k,p(0) ∨ σ{η(n)
j,k , ϑ

(n)
j,k,p, τ

(n)
j,k

}
1≤j≤m ∨ σ{τ (n)

m+1,k

}
.

Applying Doob’s maximal inequality [27, Theorem VII.3.3], we have

E

[
sup
t≤T

(
M̂(n)

k,p,1(t)
)2]≤ 4E

[(
M̂(n)

k,p,1(T)
)2]

= 4

n
var
(
η

(n)
k

) [nT]∑
j=1

E
[
G(n)

k

(
Z̃(n)

k,p

(
τ

(n)
j,,k−

))]

≤ 4var
(
η

(n)
k

) [nT]

n

(
1√
n

Ĝ(n)
k (K0) + P

(
sup

N̄(n)
k (t)≤T

ˆ̃Z(n)
k,p(t) ≥ K0

))

for every T and K0. Together with Proposition 2.2 for N̄(n)
k , the fact that

0 ≤ ˆ̃Z(n)
k,p(t) ≤ Ẑ(n)

k,p(t) ≤ Ẑ(n)
k (t) for all t ≥ 0 (6.7)

and Theorem 3.1 is established for Ẑ(n)
k , we can establish the weak convergence result:

supt≤T

∣∣M̂(n)
k,p,1(t)

∣∣⇒ 0 as n → ∞. A similar procedure can be used to prove the convergence

for M̂(n)
k,p,2. �

Recall the following martingale representations associated with Hawkes processes [3, 23]:

X(n)(t) := N(n)(t) −
∫ t

0
λ(n)(s) ds and X(n)

k (t) := N(n)
k (t) −

∫ t

0
λ

(n)
k (s) ds (6.8)

are martingales adapted to the filtrations generated by N(n) and N(n)
k , respectively. Denote

X̄(n)
k (t) := 1

n
Xn

k (nt) = N̄(n)
k (t) −

∫ t

0
λ̄

(n)
k (s) ds and X̄(n)(t) = 1

n
X(n)(nt).

Lemma 6.3. For every T > 0 and every k,

sup
t≤T

∣∣∣∣
∫ t

0
Ĝ(n)

k

( ˆ̃Z(n)
k,p(s − )

)(
dN̄(n)

k (s) −E
[
λ̄

(n)
k (s)

]
ds
)∣∣∣∣⇒ 0 as n → ∞.

Proof. Using the martingales in (6.8), the integral in the lemma can be split into two mar-
tingale integrals and a third component with bounded variation, and we show that each term
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converges to 0 uniformly on [0, T]. Specifically, we have∫ t

0
Ĝ(n)

k

( ˆ̃Z(n)
k,p(s − )

)(
dN̄(n)

k (s) −E
[
λ̄

(n)
k (s)

]
ds
)

=
∫ t

0
Ĝ(n)

k

( ˆ̃Z(n)
k,p(s − )

)(
dX̄(n)

k (s) + p(n)
k

(
λ̄(n)(s) −E

[
λ̄(n)(s)

])
ds
)

=
∫ t

0
Ĝ(n)

k

( ˆ̃Z(n)
k,p(s − )

)
dX̄(n)

k (s) + p(n)
k

∫ t

0
dX̄(n)(r)

(
n
∫ t

r
Ĝ(n)

k

( ˆ̃Z(n)
k,p(s − )

)
ϕ(n(s − r)) ds

)

=
∫ t

0
Ĝ(n)

k

( ˆ̃Z(n)
k,p(s − )

)(
dX̄(n)

k (s) + p(n)
k ‖ϕ‖1 dX̄(n)(s)

)
+ p(n)

k

∫ t

0
dX̄(n)(s)

(
n
∫ t

s
Ĝ(n)

k

( ˆ̃Z(n)
k,p(r − )

)
ϕ(n(r − s)) dr − Ĝ(n)

k

( ˆ̃Z(n)
k,p(s − )

)‖ϕ‖1

)
,

(6.9)

where we make use of (2.2) and the following identity from [3]:

λ(n)(t) −E
[
λ(n)(t)

]= ∫ t

0
ϕ(t − s) dX(n)(s),

and recall that ϕ =∑
j≥1 H∗j is the renewal function of H.

Since X(n)
k , X(n) are martingales with quadratic variation N(n)

k and N(n), respectively, we have
from Doob’s maximal inequality that

E

[
sup

t∈[0,T]

(∫ t

0
Ĝ(n)

k

( ˆ̃Z(n)
k,p(s − )

)
dX̄(n)

k (s)

)2]

≤ 4E

[(∫ T

0
Ĝ(n)

k

( ˆ̃Z(n)
k,p(s − )

)
dX̄(n)

k (s)

)2]
= 4

n
E

[∫ T

0

(
Ĝ(n)

k

( ˆ̃Z(n)
k,p(s − )

))2
λ̄

(n)
k (s) ds

]

≤ 4

n

(
Ĝ(n)

k (K0)
)2
E

[∫ T

0
λ̄

(n)
k (s) ds

]
+ 4E

[∫ T

0
λ̄

(n)
k (s) ds; sup

s≤T

ˆ̃Z(n)
k,p(s)>K0

]

for every K0 > 0, where Ĝ(n)
k (z) ≤ √

n by definition. Given (6.7), we have

sup
t≤T

∣∣∣∣
∫ t

0
Ĝ(n)

k

( ˆ̃Z(n)
k,p(s − )

)
dX̄(n)

k (s)

∣∣∣∣⇒ 0 as n → ∞.

One can prove the uniform convergence of the second term in (6.9) similarly.
For the last integral in (6.9), notice that nϕ(n(s − r)) ds degenerates to a Dirac measure at r

as n → ∞ and X̄(n) has bounded variation on [0, T]. For arbitrary δn > 0, if t − s> δn, we have

n
∫ t

s
Ĝ(n)

k

( ˆ̃Z(n)
k,p(r − )

)
ϕ(n(r − s)) dr − Ĝ(n)

k

( ˆ̃Z(n)
k,p(s − )

)‖ϕ‖1

≤ n
∫ s+δn

s

∣∣Ĝ(n)
k

( ˆ̃Z(n)
k,p(r − )

)− Ĝ(n)
k

( ˆ̃Z(n)
k,p(s − )

)∣∣ϕ(n(r − s)) dr

+ 2 sup
u≤T

Ĝ(n)
k

( ˆ̃Z(n)
k,p(u)

) ∫ ∞

s+δn

nϕ(n(r − s)) dr

≤ sup
0<v<u≤T

u−v≤δn

∣∣Ĝ(n)
k

( ˆ̃Z(n)
k,p(u)

)− Ĝ(n)
k,p

( ˆ̃Z(n)
k,p(v)

)∣∣ · ‖ϕ‖1 + 2 sup
u≤T

Ĝ(n)
k

( ˆ̃Z(n)
k,p(u)

) ∫ ∞

nδn

ϕ(u) du.
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On the other hand, if t − s< δn, we have

n
∫ t

s
Ĝ(n)

k

( ˆ̃Z(n)
k,p(r − )

)
ϕ(n(r − s)) dr − Ĝ(n)

k

( ˆ̃Z(n)
k,p(s − )

)‖ϕ‖1 ≤ sup
u≤T

Ĝ(n)
k

( ˆ̃Z(n)
k,p(u)

) · ‖ϕ‖1.

Plugging these into the last integral in (6.9), we obtain the following bound:

sup
0<v<u≤T

u−v≤δn

∣∣Ĝ(n)
k

( ˆ̃Z(n)
k,p(u)

)− Ĝ(n)
k

( ˆ̃Z(n)
k,p(v)

)∣∣ · ‖ϕ‖1 ·
∫ T

0

(
N̄(n)(ds) + λ̄(n)(ds)

)

+ 2
∫ ∞

nδn

ϕ(u) · sup
u≤T

Ĝ(n)
k

( ˆ̃Z(n)
k,p(u)

) ·
∫ T

0

(
N̄(n)(ds) + λ̄(n)(ds)

)

+ sup
u≤T

Ĝ(n)
k

( ˆ̃Z(n)
k,p(u)

) · ‖ϕ‖1 · sup
0<v<u≤T

u−v≤δn

(∣∣N̄(n)(u) − N̄(n)(v)
∣∣+ ∫ u

v
λ̄(n)(s) ds

)
.

We next need the following result. For every T > 0 and δn → 0 with
√

nδn → 0, we have for
every k

sup
0<s<t<T

t−s≤δn

∣∣ ˆ̃Z(n)
k,p(t) − ˆ̃Z(n)

k,p(s)
∣∣⇒ 0 as n → ∞. (6.10)

It follows from their definitions that

∣∣ ˆ̃Z(n)
k,p(t) − ˆ̃Z(n)

k,p(s)
∣∣≤ ∣∣Ẑ(n)

k (t) − Ẑ(n)
k (s)

∣∣+ 2
√

nδn

for every t> s> 0 with t − s ≤ δn. Therefore the convergence of Ẑ(n)
k in Theorem 3.1 and the

fact that Ẑ(n)
k ∈C can be applied to show the convergence property in (6.10).

Now we continue with the last integral in (6.9), taking δn = n−2/3 and then
√

nδn → 0,
nδn → ∞, by (6.10); we prove the uniform convergence of the last piece and finish the proof.

Now we are ready to prove Theorem 6.1 by making use of Lemmas 6.2 and 6.3.

Proof of Theorem 6.1. We claim that as n → ∞,

(
Ẑ(n)

k (t) − Î(n)
k (t)

)−
(

ˆ̃Z(n)
k,p(t) + γk

∫ t

0

ˆ̃Z(n)
k,p(s) ds − Î(n)

k,p(t)

)
⇒ 0 u.o.c. (6.11)

for every k. The claim can also be rephrased as

ˆ̃Z(n)
p (t) + diag(γ )

∫ t

0

ˆ̃Z(n)
p (s) ds = (

Ẑ(n)(t) − Î(n)(t) + ε̂(n)
p (t)

)+ Î(n)
p (t), (6.12)

where Î(n)
p is the regulator of ˆ̃Z(n)

p satisfying the conditions of Definition 4.1 with the reflection

matrix Q≡ 0, and ε̂(n)
p is the error term which converges weakly to 0 u.o.c. In other words,

( ˆ̃Z(n)
p , Î(n)

p

)= (φ0, ψ0)
(Mγ

(
Ẑ(n) − Î(n) + ε̂(n)

p

))
.
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We have shown in Section 6.1 that Ẑ(n) − Î(n) ⇒ m(Q̂(0) − θ̂e+ W). By Theorem 3.1 we obtain
joint convergence in (6.5).

To obtain (6.11), denote

M̂(n)
k,p,0 := 1√

n

∑
j≥1

η
(n)
−j,k1

(
j ≤ Q(n)

k (0), ϑ (n)
−j,k,p ≤�(n)

k,p( j − 1)
)
.

A simple calculation gives

LHS of (6.11) = M̂(n)
k,p,0 + 1√

n

N(n)
k (nt)∑
j=1

η
(n)
j,k 1

(
ϑ

(n)
j,k,p ≤ Z̃(n)

k,p

(
τ

(n)
j,k −))− γk

∫ t

0

ˆ̃Z(n)
k,p(s) ds

= M̂(n)
k,p,0 + M̂(n)

k,p,1

(
N̄(n)

k (t)
)+ M̂(n)

k,p,2

(
N̄(n)

k (t)
)

+ m(n)
k

∫ t

0
Ĝ(n)

k

( ˆ̃Z(n)
k,p(s − )

)(
dN̄(n)

k (s) −E
[
λ̄

(n)
k (s)

]
ds
)

− λ
(n)
0 m(n)

k p(n)
k

∫ t

0
Ĝ(n)

k

( ˆ̃Z(n)
k,p(s)

)(∫ ∞

ns
ϕ(u) du

)
ds

+
∫ t

0

(
ρ

(n)
k Ĝ(n)

k (u) − γku
)∣∣

u=ˆ̃Z(n)
k,p(s)

ds, (6.13)

where λ̄(n)
k (t) = λ

(n)
k (nt) and we use the expression of E

[
λ̄

(n)
k (t)

]
in (2.4). It is thus sufficient to

show that all terms on the right-hand side of (6.13) converge weakly to 0 u.o.c.
For the term M̂(n)

k,p,0, since �(n)
k,p(j) ≤ Z(n)

k (0) for all j ≤ Q(n)
k (0), we have

E
[
M̂(n)

k,p,0; Ẑ(n)
k (0) ≤ K0

∣∣Q(n)
k (0)

]≤ Q̄(n)
k (0)m(n)

k Ĝ(n)
k (K0) (6.14)

for every K0 > 0. The Markov inequality can be applied to show that M̂(n)
k,p,0 ⇒ 0 as n → ∞.

Now, given Theorem 3.1 for Ẑ(n)
k and (6.7), the desired convergences of the last two

terms in (6.13) can be checked directly. Further, applying Lemma 6.2, Lemma 6.3, and
Proposition 2.1, we can prove the remaining terms and finish the proof. �

Appendix A. Additional proofs

A.1 Proofs for the asymptotic equivalence properties

This section is dedicated to the proofs of the asymptotic equivalence properties in Step 2
of the proof of Theorem 4.1. The arguments adapt those in [30] with slight modifications to
illustrate the role of the split Hawkes processes. We provide the details for completeness.

Lemma A.1. For every T > 0, we have for every k

sup
t≤T

∣∣Ẑ(n)
k,p(t) − ˆ̃Z(n)

k,p(t)
∣∣⇒ 0 as n → ∞.
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Proof. Considering the difference between Ẑ(n)
k,p and ˆ̃Z(n)

k,p, we show that the associated
additional terms in (4.3) converge weakly to 0 u.o.c. For every t> 0, observe that

1√
n

∑
j≥1

η
(n)
−j,k1

(
j ≤ Q(n)

k (0), �(n)
k,p(j − 1) ≥ ϑ (n)

−j,k,p > nt
)≤ M̂(n)

k,p,0.

Thus, using (6.14), we can show that the first term on the initial quantities converges to zero.
On the other hand, for every T,K0 > 0, on the set

{
supt≤T Ẑ(n)

k (t) ≤ K0
}

we have for every
t< T ,

1√
n

∑
j≥1

η
(n)
j,k 1

(
Z̃(n)

k,p

(
τ

(n)
j,k −)≥ ϑ (n)

j,k,p > nt − τ
(n)
j,k ≥ 0

)

≤ 1√
n

∑
j≥1

η
(n)
j,k 1

(
ϑ

(n)
j,k,p ≤ Z̃(n)

k,p

(
τ

(n)
j,k −))1(nt ≥ τ (n)

j,k > nt − √
nK0

)

≤ ((M̂(n)
k,p,1(u) − M̂(n)

k,p,1(v)
)+ m(n)

k

(
M̂(n)

k,p,2(u) − M̂(n)
k,p,2(v)

)
+ m(n)

k Ĝ(n)
k (K0)(u − v)

)∣∣
u=N̄(n)

k (t),v=N̄(n)
k (t−K0/

√
n)

.

Lemma 6.2 together with Proposition 2.1 proves the convergence. �

Lemma A.2. For every T > 0 and every k,

sup
t≤T

∣∣ ˆ̃Z(n)
k,p(t) − m(n)

k Q̂(n)
k,p(t)

∣∣⇒ 0 as n → ∞.

Proof. Let ς (n)
k,p(t) be the right-continuous increasing version of the arrival time of the cus-

tomer in service at time t if the server is busy and ς (n)
k,p(t) = t if the server is idle. By the

same argument as in [30], it can be shown that
(
t − ς̄

(n)
k (t)

)⇒ 0 for the nth system, where

ς̄
(n)
k,p(t) = n−1ς

(n)
k,p(nt).

On the set
{
ς

(n)
k,p(t)> 0

}
,

Z̃(n)
k,p(t) − m(n)

k Q(n)
k,p(t)

=
∑
j≥1

(
η

(n)
j,k − m(n)

k

)
1
(
ς

(n)
k,p(t)< τ (n)

j,k ≤ t
)

+
∑
j≥1

(
Z̃(n)

k,p

(
τ

(n)
j,k

)+ τ
(n)
j,k − t − m(n)

k

)
1
(
ς

(n)
k,p(t) = τ

(n)
j,k ≤ t

)

−
∑
j≥1

(
η

(n)
j,k − m(n)

k

)
1
(
ς

(n)
k,p(t)< τ (n)

j,k ≤ t, ϑ (n)
j,k,p ≤ Z̃(n)

k,p

(
τ

(n)
j,k −))

− m(n)
k

∑
j≥1

1
(
ς

(n)
k,p(t)< τ (n)

j,k ≤ t, ϑ (n)
j,k,p ≤ Z̃(n)

k,p

(
τ

(n)
j,k −), t< τ (n)

j,k + ϑ
(n)
j,k,p

)
,
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where the last term is the number of customers currently in a queue and eventually abandoning
the system without receiving service, which is less than∑

j≥1

1
(
ϑ

(n)
j,k,p ≤ Z̃(n)

k,p

(
τ

(n)
j,k −), ς (n)

k,p(t)< τ (n)
j,k ≤ t

)

=
∫ t

ς
(n)
k,p(t)

(
M(n)

k,p,1(ds) + G(n)
k

(
Z̃(n)

k,p(s − )
)

dN(n)
k (s)

)
.

We thus have for the nth system, for t ≤ T ,∣∣ ˆ̃Z(n)
k,p(t) − m(n)

k Q̂(n)
k,p(t)

∣∣
≤ ∣∣V̂ (n)

k (t) − V̂ (n)
k

(
ς̄

(n)
k,p(t)

)∣∣+ m(n)
k

(
N̄(n)

k (t) − N̄(n)
k

(
ς̄

(n)
k,p(t)

))
sup

z≤sups≤T
ˆ̃Z(n)

k,p(s)

Ĝ(n)
k (z)

+ 3√
n

m(n)
k + sup

j≤nN̄(n)
k (T)

1√
n
η

(n)
j,k + 2 sup

s≤N̄(n)
k (T)

∣∣M̂(n)
k,p,1(s)

∣∣
+ 2m(n)

k sup
s≤N̄(n)

k (T)

∣∣M̂(n)
k,p,2(t)

∣∣,
where V̂ (n)

k is the process in (3.4). Given Lemma 6.2 and the fact that V̂ (n)
k and N̄(n)

k both have
continuous limits, the lemma is proved. �

A.2 Proof of Proposition 2.2

Proof. For every k ≥ 1, given (2.4) and the fact ‖ϕ‖1 + 1 = 1/(1 − ‖H‖1), it is sufficient to
show that

√
n

(
t

1 − ‖H‖1
−
∫ t

0

(
1 +

∫ nu

0
ϕ(v) dv

)
du

)
= √

n
∫ t

0

∫ ∞

nu
ϕ(v) dv du → 0. (A.1)

For every ε ∈ (0, (1 − ‖H‖1)/2), denote

Hε(t) := H(t) + ε(1 + t)−3/2 for all t> 0

and let ϕε be the associated renewal function, so ‖Hε‖1 = ‖H‖1 + 2ε ∈ (0, 1). Moreover, given
(2.8),

Hε(t) ≥ H(t), ϕε(t) ≥ ϕ(t) and t1/2
∫ ∞

t
Hε(s) ds → 2ε as t → ∞.

Thus we have from Karamata’s Tauberian theorem (see [6, Theorem 1.7.1]) that

1

z

(‖Hε‖1 − Ĥε(z)
)=

∫ ∞

0
e−zt

(∫ ∞

t
Hε(s) ds

)
dt ∼ 2�

(
1

2

)
εz−1/2 as z → 0+,

where

Ĥε(z) :=
∫ ∞

0
e−ztHε(t) dt

https://doi.org/10.1017/jpr.2023.50 Published online by Cambridge University Press

https://doi.org/10.1017/jpr.2023.50


Parallel single-server queues with randomly split Hawkes arrival processes 513

denotes the Laplace transform of Hε. It also follows that∫ ∞

0
e−zt

(∫ ∞

t
ϕε(s) ds

)
dt

= 1

z
(‖ϕε‖1 − ϕ̂ε(z))

= 1

z

(
1

1 − ‖Hε‖1
− 1

1 − Ĥε(z)

)
= 1

z

‖Hε‖1 − Ĥε(z)

(1 − ‖Hε‖1)(1 − Ĥε(z))
∼ 2�(1/2)ε

(1 − ‖Hε‖1)2
z−1/2

as z → 0+. Then monotone density theory (see [6, Theorem 1.7.2]) can be applied to show
that

t1/2
∫ ∞

t
ϕε(s) ds → 2ε

(1 − ‖Hε‖1)2
.

Therefore, for every δ > 0, applying the uniform convergence theorem (see [6, Theorem
1.5.1]),

lim
t→∞ sup

u∈[δ,1]

∣∣∣∣t1/2
∫ ∞

ut
ϕε(s) ds − 2εu−1/2

(1 − ‖Hε‖1)2

∣∣∣∣= 0 and sup
t>0

t1/2
∫ ∞

t
ϕε(s) ds<∞,

which gives

lim
n→∞

∫ 1

δ

(
n1/2

∫ ∞

nu
ϕε(v) dv

)
du =

∫ 1

δ

2εu−1/2 du

(1 − ‖Hε‖1)2
= 2ε(1 − √

δ)

(1 − ‖H‖1 − 2ε)2
,

∫ δ

0
u−1/2

(
(nu)1/2

∫ ∞

nu
ϕε(v) dv

)
du ≤ √

δ× sup
t>0

t1/2
∫ ∞

t
ϕε(s) ds.

Passing δ→ 0 and making use of the fact ϕ ≤ ϕε proves the limit in (A.1). �
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