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#### Abstract

We consider the problem of minimizing the energy of $N$ points repelling each other on curves in $\mathbb{R}^{d}$ with the potential $|x-y|^{-s}, s \geq 1$, where $|\cdot|$ is the Euclidean norm. For a sufficiently smooth, simple, closed, regular curve, we find the next order term in the asymptotics of the minimal $s$-energy. On our way, we also prove that at least for $s \geq 2$, the minimal pairwise distance in optimal configurations asymptotically equals $L / N, N \rightarrow \infty$, where $L$ is the length of the curve.


## 1 Introduction

The energy minimizing problem we consider in this paper originates from Thomson's problem of finding the positions of $N$ classical electrons on the sphere corresponding to the ground state (the absolute minimum of the potential energy). In mathematical literature, this problem has also been considered for different classes of compact sets in $d$-dimensional space (curves, manifolds, rectifiable sets, and self-similar sets) and for different potentials.

In this paper we further study this problem for smooth curves. Let $\Gamma \subset \mathbb{R}^{d}, d \in \mathbb{N}$, be a rectifiable curve (closed or non-closed), and let $\omega_{N}=\left\{x_{1}, \ldots, x_{N}\right\} \subset \Gamma$ be a collection of points (we will always assume that points $x_{i}, i=1, \ldots, N$, are placed on $\Gamma$ in such an order that the index $i$ grows or decreases as we move along the curve). Denote by

$$
E_{s}\left(\omega_{N}\right)=\sum_{1 \leq i \neq j \leq N} \frac{1}{\left|x_{i}-x_{j}\right|^{s}}, \quad s>0
$$

the Riesz s-energy of the configuration $\omega_{N}$ and by

$$
\begin{equation*}
\mathcal{E}_{s}(\Gamma, N)=\min _{\substack{\omega_{N} \subset \Gamma \\ \# \omega_{N}=N}} E_{s}\left(\omega_{N}\right) \tag{1.1}
\end{equation*}
$$

the minimal $N$-point Riesz s-energy of the curve $\Gamma$ (here $\# X$ is the cardinality of the set $X$ and $|\cdot|$ is the Euclidean norm in $\left.\mathbb{R}^{d}\right)$.

The exact solution to this problem is known for the circle (see Thomson [35]). Finding the exact solution to problem (1.1) in the general case is difficult, so we will study only the asymptotic behavior of optimal configurations and of quantity (1.1) as $N$ gets large.

The minimal energy problem has different asymptotic behavior on rectifiable curves when $0<s<1$ and when $s \geq 1$ due to the fact that only for $0<s<1$

[^0]there exists a Radon probability measure on $\Gamma$ with finite continuous $s$-energy. Thus, methods of potential theory cannot be applied to rectifiable curves in the case $s \geq 1$, and different techniques must be used.

We are interested in the case $s \geq 1$ and build our present work upon the results of [29], where the main term in the asymptotic representation of $\mathcal{E}_{s}(\Gamma, N)$ as $N \rightarrow \infty$, as well as the limit distribution of optimal configurations are obtained for rectifiable arcs and their finite unions. Paper [5] extends these results to the case of an arbitrary rectifiable curve for $s>1$. We study the behavior of the next order term of the minimal s-energy on $\Gamma$ when $\Gamma$ is a sufficiently smooth closed arc and obtain more information on the asymptotic behavior of the minimal energy configurations.

## 2 Review of Known Results

In higher dimensions, when $0<s<\operatorname{dim} A$ (where $\operatorname{dim} A$ is the Hausdorff dimension of a compact set $\left.A \subset \mathbb{R}^{d}\right)$, the main term of $\mathcal{E}_{s}(A, N)$ and the limiting distribution of minimal energy configurations as $N \rightarrow \infty$ are known for any compact set $A \subset \mathbb{R}^{d}$ (cf. [34] for the case of logarithmic energy on the plane and cf. [28, Ch. II, § 3, no. 12] for the general case). When $s \geq \operatorname{dim} A$, the main term in the asymptotics of the minimal $s$-energy and the weak-star limit distribution of optimal configurations are known in the following cases: on the sphere $S^{d-1}$ in $\mathbb{R}^{d}, s=d-1, d \in \mathbb{N}$ (cf. [16, 26]), on $m$-rectifiable manifolds in $\mathbb{R}^{d}, m \leq d, s \geq m$ (cf. [18, 19]), and on $m$-rectifiable sets in $\mathbb{R}^{d}, m \leq d, s>m$ (cf. [5]).

The problem of minimizing the logarithmic energy

$$
\begin{equation*}
\sum_{1 \leq i \neq j \leq N} \ln \frac{1}{\left|x_{i}-x_{j}\right|} \tag{2.1}
\end{equation*}
$$

over all $N$-point collections $\left\{x_{1}, \ldots, x_{N}\right\}$ on $\Gamma$ is often referred to as the case $s=0$ of the minimal Riesz energy problem. The next order term of the minimal energy in this case is called the self-energy of a curve.

The symmetry breaking phenomenon for the configurations minimizing energy (2.1) on certain planar curves was studied in [4]. Papers [24] and [25] estimate the difference between the potential of the equilibrium distribution on closed smooth Jordan arcs on the plane and the potential of the minimum Riesz energy configurations for $s=0$. The complete asymptotic expansion for the minimal Riesz $s$-energy of $N$ equally spaced points on the circle in terms of powers of $N$ was found in [9] and, for the Riemannian circle, in [8].

The next order term of the minimal logarithmic energy is known on the sphere in $\mathbb{R}^{d}, d \geq 3$ (see [7] for the case $d>3$ and for references to results, which imply the case $d=3$ ). The order of the next order term of $\varepsilon_{s}\left(S^{d-1}, N\right)$ was obtained in [6] for $0<s<d-1$. The order of the next order term in the asymptotics of bestpacking distance on the sphere $S^{2}$ in $\mathbb{R}^{3}$ was found in [17]. However, obtaining the exact constants in the two latter cases is still an open problem.

We remark here that exact optimal configurations on the sphere in $\mathbb{R}^{d}, d \geq 3$, are known only for certain partial cases (cf. [2, 3, 11, 13, 21, 22, 36]). The support of the
limiting distribution of minimal energy configurations on sets of revolution in $\mathbb{R}^{3}$ was studied in [10,20].

## 3 Auxiliary Notation and Definitions

We say that a curve $\Gamma$ is a $C^{n} \operatorname{arc}(n=1,2$ or 3 ) if it is a simple and regular (tangent vector is non-zero at every point) rectifiable curve of positive length that admits an $n$ times continuously differentiable parametrization.

Assume that $\Gamma$ is a closed $C^{3}$ arc or a non-closed $C^{2}$ arc. Denote by $L(x, y)$ the length of the part of $\Gamma$ between points $x, y \in \Gamma$, if $\Gamma$ is non-closed, and let $L(x, y)$ be the length of the shorter $\operatorname{arc}$ of $\Gamma$, connecting points $x$ and $y$, if $\Gamma$ is closed. Denote

$$
g_{s}(x, y):=\frac{1}{|x-y|^{s}}-\frac{1}{L(x, y)^{s}},
$$

and let $\lambda_{\Gamma}$ be the probability measure obtained by normalizing the arc length measure supported on $\Gamma$. Define

$$
\Phi_{s}(\Gamma):=\int_{\Gamma} \int_{\Gamma} g_{s}(x, y) d \lambda_{\Gamma} d \lambda_{\Gamma}
$$

It is not difficult to see that for closed $C^{3}$ arcs $\Gamma$, this integral is convergent when $s<3$. The integral $\Phi_{s}(\Gamma)$ considered for closed curves in $\mathbb{R}^{3}$ is known as the knot energy and has been used in [30-32] to study the knots of a curve. It was also studied in [1,15】 (see also references therein). Denote by $\kappa(x)$ the curvature of $\Gamma$ at a given point $x \in \Gamma$, i.e., $\kappa(x)$ is the absolute value of the second derivative of the radius vector of $\Gamma$ with respect to the natural parameter. Let

$$
\kappa(\Gamma):=\int_{\Gamma} \kappa^{2}(x) d \lambda_{\Gamma}
$$

be the bend energy of $\Gamma$ and let

$$
\gamma:=\lim _{N \rightarrow \infty}\left(\sum_{k=1}^{N} \frac{1}{k}-\ln N\right)
$$

be the Euler-Mascheroni constant.

## 4 Main Results

When $\Gamma$ is a finite union of Jordan arcs whose pairwise intersections have total length zero (in particular, when $\Gamma$ is a closed Jordan arc), the following equalities hold (cf. [29]):

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{\mathcal{E}_{s}(\Gamma, N)}{N^{s+1}}=\frac{2 \zeta(s)}{|\Gamma|^{s}}, \quad s>1 \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{\mathcal{E}_{1}(\Gamma, N)}{N^{2} \ln N}=\frac{2}{|\Gamma|} \tag{4.2}
\end{equation*}
$$

where $|\Gamma|$ stands for the length of the curve $\Gamma$ and

$$
\zeta(s):=\sum_{k=1}^{\infty} \frac{1}{k^{s}}, \quad s>1
$$

is the Riemann zeta-function. We obtain the following result.
Theorem 4.1 Let $\Gamma \subset \mathbb{R}^{d}$, $d \in \mathbb{N}$, be a closed $C^{3}$ arc. Then if $s>3$, we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{\mathcal{E}_{s}(\Gamma, N)-2 \zeta(s)|\Gamma|^{-s} N^{s+1}}{N^{s-1}}=\frac{s \zeta(s-2)}{12|\Gamma|^{s-2}} \kappa(\Gamma) \tag{4.3}
\end{equation*}
$$

and for $s=3$, there holds

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{\mathcal{E}_{3}(\Gamma, N)-2 \zeta(3)|\Gamma|^{-3} N^{4}}{N^{2} \ln N}=\frac{\kappa(\Gamma)}{4|\Gamma|} . \tag{4.4}
\end{equation*}
$$

If $1<s<3$, then

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{\mathcal{E}_{s}(\Gamma, N)-2 \zeta(s)|\Gamma|^{-s} N^{s+1}}{N^{2}}=\Phi_{s}(\Gamma)-\frac{2^{s}}{(s-1)|\Gamma|^{s}}, \tag{4.5}
\end{equation*}
$$

and when $s=1$, it is true that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{\mathcal{E}_{1}(\Gamma, N)-2|\Gamma|^{-1} N^{2} \ln N}{N^{2}}=\Phi_{1}(\Gamma)+\frac{2}{|\Gamma|}(\gamma-\ln 2) . \tag{4.6}
\end{equation*}
$$

Remark 4.2 For $1 \leq s<3$, the next order term of the minimal Riesz energy of a closed $C^{3} \operatorname{arc} \Gamma$ in $\mathbb{R}^{3}$ is related to the behavior of its knots. The results of [15, Theorem 3.3 and Corollary 3.5] imply that for $s=2$, the quantity $\Phi_{s}(\Gamma)|\Gamma|^{2}$ gives an upper bound for the topological crossing number of the knot type of $\Gamma$, hence bounding from above the number of isomorphism classes of knots that can be represented by $\Gamma$. In particular, if the limit (4.5) is less than a certain critical value (which depends on the length), then $\Gamma$ is unknotted.

Remark 4.3 Limit (4.5) for $2 \leq s<3$ and limit (4.6) are positive for any closed $C^{3}$ arc $\Gamma$, except for $s=2$ and $\Gamma$ being a circle. Indeed, it is known that among all closed $C^{3}$ arcs of a given length the integral $\Phi_{s}(\Gamma), 0<s<3$ (and hence the limits (4.5) and (4.6), is uniquely minimized by the circle (cf. [1, 15]). When $\Gamma$ is a circle, the limit (4.5) vanishes for $s=2$, the limit (4.6) is positive, and since the value $\left(\frac{|\Gamma|}{2}\right)^{s} \Phi_{s}(\Gamma)-\frac{1}{s-1}$ is strictly monotone for $s \in(1,3)$, the limit (4.5) is positive for $2<s<3$ for the circle and hence for any $C^{3}-\operatorname{arc} \Gamma$.

Moreover, since $\left(\frac{|\Gamma|}{2}\right)^{s} \Phi_{s}(\Gamma)-\frac{1}{s-1}$ is a monotone and continuous function for $s \in(1,3)$ and tends to $-\infty$ as $s \rightarrow 1^{+}$, there is a unique $s_{0} \in(1,2]$, for which the right-hand side of (4.5) is zero (we have $s_{0}=2$ only when $\Gamma$ is a circle). Thus, the next order term is negative for $1<s<s_{0}$ and positive for $s_{0}<s<3$. For $s=s_{0}$, Theorem 4.1 only implies that the next order term has order less than $N^{2}$.

Separation estimates In order to show relation (4.3) in Theorem 4.1, we will study the asymptotic behavior of the distances between neighboring points in optimal configurations on a closed $C^{3}$ arc $\Gamma$. For a collection $\omega_{N}=\left\{x_{1}, \ldots, x_{N}\right\} \subset \Gamma$, denote $x_{N+1}:=x_{1}$, and let $l_{i}=l_{i}\left(\omega_{N}\right), i=1, \ldots, N$, be the length of the arc of $\Gamma$, which connects points $x_{i}$ and $x_{i+1}$ and contains no other points from $\omega_{N}$. Define

$$
\delta\left(\omega_{N}\right):=\min _{1 \leq i \neq j \leq N}\left|x_{i}-x_{j}\right|
$$

and let

$$
\Delta\left(\omega_{N}\right):=\max _{i=1, \ldots, N} l_{i}\left(\omega_{N}\right)
$$

It is known (cf. [5[29]) that for any rectifiable curve $\Gamma \subset \mathbb{R}^{d}$ of positive length (closed or non-closed) and $s>1$, there is a positive constant $C=C(s, \Gamma)$ such that

$$
\begin{equation*}
\delta\left(\omega_{N}^{*}\right) \geq \frac{C}{N} \tag{4.7}
\end{equation*}
$$

for every $N$ sufficiently large and $s$-energy minimizing $N$-point configuration $\omega_{N}^{*}$ on $\Gamma$. For estimates analogous to 4.7) on the sphere and $m$-dimensional rectifiable sets in $\mathbb{R}^{d}$, see [5, 12, 14, 19, 26, 27] and references therein.

It is also known that for any sequence $\omega_{N}^{*}=\left\{x_{1, N}, \ldots, x_{N, N}\right\}, N \in \mathbb{N}$, of asymptotically $s$-energy minimizing configurations on a rectifiable Jordan $\operatorname{arc} \Gamma$, there holds (cf. [29])

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \sum_{i=1}^{N}\left|l_{i}\left(\omega_{N}^{*}\right)-\frac{|\Gamma|}{N}\right|=0, \quad s>1 \tag{4.8}
\end{equation*}
$$

In the case $s=0$ sharp estimates of the discrepancy between the equilibrium measure and the normalized counting measure supported on minimal energy configurations were obtained in [23, 33] on simple closed curves of smoothness $C^{3, \epsilon}$ on the plane. We obtain the following result.

Proposition 4.4 Let $s \geq 2$ and $\Gamma \subset \mathbb{R}^{d}$, $d \in \mathbb{N}$, be a closed $C^{3}$ arc. If $\left\{\omega_{N}^{*}\right\}_{N=2}^{\infty}$ is a sequence of s-energy minimizing collections on $\Gamma$ such that $\# \omega_{N}^{*}=N, N \geq 2$, then

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \delta\left(\omega_{N}^{*}\right) \cdot N=\lim _{N \rightarrow \infty} \Delta\left(\omega_{N}^{*}\right) \cdot N=|\Gamma| \tag{4.9}
\end{equation*}
$$

For closed $C^{3}$ arcs, relation (4.9) implies that the distance between any two neighboring points in optimal configurations is asymptotically of size $L / N$, which does not follow from a more general relation (4.8).

## 5 Comparison of the Minimal Energy Behavior on Closed and Non-Closed Smooth Arcs

Denote

$$
\rho_{s}(N):= \begin{cases}N^{s}, & s>2 \\ N^{2} \ln N, & s=2 \\ N^{2}, & 1 \leq s<2\end{cases}
$$

and let $L:=|\Gamma|$.

Remark 5.1 Let $\Gamma \subset \mathbb{R}^{d}, d \in \mathbb{N}$, be a non-closed $C^{2}$ arc. If $s \geq 2$, there exist two negative constants $C_{1}, C_{2}$ such that for every $N$ sufficiently large

$$
\begin{equation*}
C_{1} \rho_{s}(N)<\mathcal{E}_{s}(\Gamma, N)-2 \zeta(s) L^{-s} N^{s+1}<C_{2} \rho_{s}(N) \tag{5.1}
\end{equation*}
$$

When $1<s<2$, we have

$$
\begin{equation*}
\mathcal{E}_{s}(\Gamma, N)-2 \zeta(s) L^{-s} N^{s+1}=O\left(N^{2}\right) \tag{5.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{E}_{1}(\Gamma, N)-2 L^{-1} N^{2} \ln N=O\left(N^{2}\right) \tag{5.3}
\end{equation*}
$$

By Theorem 4.1 on closed $C^{3}$ arcs, the next order term is non-negative at least for $s \geq 2$, while for non-closed $C^{2}$ arcs it is negative. Hence, turning a smooth nonclosed $C^{3}$-arc into a closed $C^{3}$-arc of the same length increases its s-energy at least for $s \geq 2$ and $N$ sufficiently large. Moreover, for closed $C^{3} \operatorname{arcs}$, the absolute value of the next order term turns out to have a lower order of growth than for non-closed ones.

Remark 5.2 As we see from (4.1) and (4.2), and from relation

$$
\mathcal{E}_{s}(\Gamma, N) \asymp N^{2}, \quad N \rightarrow \infty, \quad 0<s<1
$$

(cf. [28, Section II.3.12]), the order of the main term of $\mathcal{E}_{s}(\Gamma, N)$ on rectifiable arcs changes as $s$ passes through value 1 . Similar transition for the next order term takes place when $s=3$ for closed $C^{3}$ arcs and when $s=2$ for non-closed $C^{2} \operatorname{arcs}$.

Remark 5.3 For any non-closed $C^{2} \operatorname{arc}$ in $\mathbb{R}^{d}$ of length $L$, we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{\mathcal{E}_{s}(\Gamma, N)-\mathcal{E}_{s}([0, L], N)}{\rho_{s}(N)}=0, \quad s \geq 2 \tag{5.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{\mathcal{E}_{s}(\Gamma, N)-\mathcal{E}_{s}([0, L], N)}{N^{2}}=\Phi_{s}(\Gamma), \quad 1 \leq s<2 \tag{5.5}
\end{equation*}
$$

If one bends a sufficiently smooth non-closed arc $\Gamma$ preserving its length, in view of relations (5.1) and (5.4), the second term in the asymptotics of $\mathcal{E}_{s}(\Gamma, N)$ for $s \geq 2$ will not be affected.

Proposition 5.4 Let $\Gamma$ be a non-closed $C^{2}$ arc in $\mathbb{R}^{d}$ and let $\left\{\bar{\omega}_{N}\right\}_{N \in \mathbb{N}}$ be a sequence of configurations of $N$ equally spaced points on $\Gamma$ with respect to the arc length (we assume that each configuration contains both endpoints of $\Gamma$ ). Then for $s>2$, we have

$$
\limsup _{N \rightarrow \infty} \frac{\mathcal{E}_{s}(\Gamma, N)-E_{s}\left(\bar{\omega}_{N}\right)}{N^{s}}<0
$$

Our proofs imply that the energy of equally spaced configurations on a closed $C^{3}$ $\operatorname{arc} \Gamma$ have the same next order term as $\mathcal{E}_{s}(\Gamma, N), s \geq 1$. According to the above statement, this is not the case when $\Gamma$ is non-closed and $s>2$.

Proofs of Remarks 5.1 and 5.3 and of Proposition 5.4 are given in Appendix A.

## 6 Auxiliary Statements

For an $N$-point collection $\omega_{N}=\left\{x_{1}, \ldots, x_{N}\right\} \subset \Gamma$, we denote

$$
F_{s}\left(\omega_{N}\right):=\sum_{1 \leq i \neq j \leq N} \frac{1}{L\left(x_{i}, x_{j}\right)^{s}} .
$$

Then we can write

$$
G_{s}\left(\omega_{N}\right):=\sum_{1 \leq i \neq j \leq N} g_{s}\left(x_{i}, x_{j}\right)=E_{s}\left(\omega_{N}\right)-F_{s}\left(\omega_{N}\right)
$$

Throughout the remainder of the paper $\bar{\omega}_{N}=\left\{\bar{x}_{1}, \ldots, \bar{x}_{N}\right\}$ will denote a collection of equally spaced points on a simple rectifiable curve $\Gamma \subset \mathbb{R}^{d}$, that is, an $N$-point collection such that $l_{i}\left(\bar{\omega}_{N}\right)=L / N, i=1, \ldots, N$, when $\Gamma$ is closed, and the collection such that $l_{i}\left(\bar{\omega}_{N}\right)=L /(N-1), i=1, \ldots, N-1$, when $\Gamma$ is non-closed. Configuration $\bar{\omega}_{N}$ will be optimal on closed arcs in the following sense.
Lemma 6.1 Let $\Gamma \subset \mathbb{R}^{d}$ be a simple closed rectifiable curve and $s>0$. Then

$$
F_{s}\left(\omega_{N}\right) \geq F_{s}\left(\bar{\omega}_{N}\right)
$$

for every $N$-point configuration $\omega_{N}=\left\{x_{1}, \ldots, x_{N}\right\} \subset \Gamma$.
For a function $\alpha: \Gamma \times \Gamma \rightarrow \mathbb{R}$, we write $\alpha(x, y) \rightrightarrows 0$ as $L(x, y) \rightarrow 0$, if for every $\epsilon>0$, there is $\delta>0$ such that $|\alpha(x, y)|<\epsilon$ whenever $0<L(x, y)<\delta$.
Lemma 6.2 Let $s>0$. If $\Gamma \subset \mathbb{R}^{d}$ be a closed $C^{3}$ arc, then

$$
\begin{equation*}
g_{s}(x, y)=\frac{s \cdot \kappa^{2}(y)}{24} L(x, y)^{2-s}+\alpha(x, y) L(x, y)^{2-s}, \quad x, y \in \Gamma, \quad x \neq y \tag{6.1}
\end{equation*}
$$

where $\alpha(x, y) \rightrightarrows 0$ as $L(x, y) \rightarrow 0$. If $\Gamma$ is a non-closed $C^{2}$ arc, then

$$
\begin{equation*}
g_{s}(x, y)=\gamma(x, y) L(x, y)^{1-s}, \quad x, y \in \Gamma, \quad x \neq y \tag{6.2}
\end{equation*}
$$

where $\gamma(x, y) \rightrightarrows 0$ as $L(x, y) \rightarrow 0$.
Let $\delta_{x}$ be the atomic probability measure in $\mathbb{R}^{d}$ centered at point $x$ and $\omega_{N}:=$ $\left\{x_{1, N}, \ldots, x_{N, N}\right\} \subset \Gamma, N \in \mathbb{N}$, be a sequence of $N$-point sets. Denote by

$$
\nu\left(\omega_{N}\right):=\frac{1}{N} \sum_{k=1}^{N} \delta_{x_{k, N}}
$$

the normalized counting measure supported at points of $\omega_{N}$. We write

$$
\nu\left(\omega_{N}\right) \xrightarrow{*} \lambda_{\Gamma}, \quad N \rightarrow \infty
$$

if for every continuous function $f: \Gamma \rightarrow \mathbb{R}$

$$
\frac{1}{N} \sum_{k=1}^{N} f\left(x_{k, N}\right) \rightarrow \int_{\Gamma} f(x) d \lambda_{\Gamma}, \quad N \rightarrow \infty
$$

Paper [29] establishes the following statement.

Lemma 6.3 Let $s \geq 1$ and $\Gamma=\bigcup_{j=1}^{m} \Gamma_{j}$, where each $\Gamma_{j}$ is a rectifiable Jordan arc, and $|\Gamma|=\sum_{j=1}^{m}\left|\Gamma_{j}\right|$. If $\left\{\omega_{N}^{*}\right\}_{N=2}^{\infty}$ is a sequence of s-energy minimizing configurations on $\Gamma$ such that $\# \omega_{N}^{*}=N, N \geq 2$, then $\nu\left(\omega_{N}^{*}\right) \xrightarrow{*} \lambda_{\Gamma}, N \rightarrow \infty$.

We remark that for $s>1$, this result as well as relations (4.1) and 4.7) were later extended in [5] to finite unions of arbitrary rectifiable curves.

Lemma 6.4 Let $\Gamma \subset \mathbb{R}^{d}$ be a non-closed $C^{2}$ arc and $1 \leq s<2$ or a closed $C^{3}$ arc and $1 \leq s<3$. Assume that $\left\{\omega_{N}\right\}_{N=2}^{\infty}$ is a sequence of $N$-point configurations on $\Gamma$ such that $\nu\left(\omega_{N}\right) \xrightarrow{*} \lambda_{\Gamma}, N \rightarrow \infty$, and when $s>1$, there is a constant $C>0$ such that for $N$ sufficiently large, $\delta\left(\omega_{N}\right) \geq C N^{-1}$. Then

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{G_{s}\left(\omega_{N}\right)}{N^{2}}=\Phi_{s}(\Gamma) \tag{6.3}
\end{equation*}
$$

## 7 Proofs of Auxiliary Statements

Proof of Lemma6.1 For every $i=-N+1, \ldots, 0$, denote $x_{i}:=x_{i+N}$ and let $x_{i}:=$ $x_{i-N}$ for every $i=N+1, \ldots, 2 N$. The notation $l_{i}\left(\omega_{N}\right)$ is extended correspondingly. Let $[t]$ be the floor function of a number $t$. Then

$$
\begin{aligned}
F_{s}\left(\omega_{N}\right)= & \sum_{1 \leq i \neq j \leq N} L\left(x_{i}, x_{j}\right)^{-s}=\sum_{\substack{j=-[(N-1) / 2] \\
j \neq 0}}^{[N / 2]} \sum_{k=1}^{N} L\left(x_{k}, x_{k+j}\right)^{-s} \\
\geq & N \sum_{\substack{j=-[(N-1) / 2] \\
j \neq 0}}^{[N / 2]}\left(\frac{1}{N} \sum_{k=1}^{N} L\left(x_{k}, x_{k+j}\right)\right)^{-s} \\
\geq & N \sum_{j=1}^{[N / 2]}\left(\frac{1}{N} \sum_{k=1}^{N} \sum_{i=1}^{j} l_{k+i-1}\left(\omega_{N}\right)\right)^{-s} \\
& +N \sum_{j=1}^{[(N-1) / 2]}\left(\frac{1}{N} \sum_{k=1}^{N} \sum_{i=1}^{j} l_{k-i}\left(\omega_{N}\right)\right)^{-s} \\
= & \left.N \sum_{j=-[(N-1) / 2]}^{j \neq 0}<\frac{\mid N / 2]}{N}\right)^{-s}=F_{s}\left(\bar{\omega}_{N}\right) .
\end{aligned}
$$

Lemma6.1] is proved.

Proof of Lemma6.2 Let an $L$-periodic function $\varphi: \mathbb{R} \rightarrow \mathbb{R}^{d}$ be the arc length
parametrization for $\Gamma$. Then

$$
\begin{aligned}
\varphi\left(t_{1}\right)-\varphi\left(t_{2}\right)=\left(t_{1}-t_{2}\right) \varphi^{\prime}\left(t_{2}\right)+\frac{\left(t_{1}-t_{2}\right)^{2}}{2} & \varphi^{\prime \prime}\left(t_{2}\right) \\
& +\frac{\left(t_{1}-t_{2}\right)^{3}}{6} \varphi^{\prime \prime \prime}\left(t_{2}\right)+\left(t_{1}-t_{2}\right)^{3} \theta\left(t_{1}, t_{2}\right)
\end{aligned}
$$

where $\theta\left(t_{1}, t_{2}\right) \rightrightarrows 0$ as $\left|t_{1}-t_{2}\right| \rightarrow 0$ in view of uniform continuity of $\varphi^{\prime \prime \prime}$. Since $\left|\varphi^{\prime}\right| \equiv 1$, we get $\frac{\mathrm{d}}{\mathrm{d} t}\left|\varphi^{\prime}\right|^{2}=2\left\langle\varphi^{\prime}, \varphi^{\prime \prime}\right\rangle=0$ and $\left|\varphi^{\prime \prime}\right|^{2}=-\left\langle\varphi^{\prime}, \varphi^{\prime \prime \prime}\right\rangle$. Hence,

$$
\left|\varphi\left(t_{1}\right)-\varphi\left(t_{2}\right)\right|^{2}=\left(t_{1}-t_{2}\right)^{2}-\frac{\left(t_{1}-t_{2}\right)^{4}}{12}\left|\varphi^{\prime \prime}\left(t_{2}\right)\right|^{2}+\left(t_{1}-t_{2}\right)^{4} \beta\left(t_{1}, t_{2}\right)
$$

where $\beta\left(t_{1}, t_{2}\right) \rightrightarrows 0$ as $\left|t_{1}-t_{2}\right| \rightarrow 0$. Then

$$
\left|\varphi\left(t_{1}\right)-\varphi\left(t_{2}\right)\right|^{-s}=\left|t_{1}-t_{2}\right|^{-s}\left[1+\frac{s\left(t_{1}-t_{2}\right)^{2}}{24}\left|\varphi^{\prime \prime}\left(t_{2}\right)\right|^{2}+\left(t_{1}-t_{2}\right)^{2} \gamma\left(t_{1}, t_{2}\right)\right]
$$

where $\gamma\left(t_{1}, t_{2}\right) \rightrightarrows 0$ as $\left|t_{1}-t_{2}\right| \rightarrow 0$, and (6.1) follows. Relation (6.2) is proved analogously.
Proof of Lemma 6.4 Assume that $\Gamma$ is a closed $C^{3}$ arc and choose arbitrary $\epsilon \in$ ( $0, L / 2$ ). Let

$$
U_{\epsilon}=\{(x, y) \in \Gamma \times \Gamma: L(x, y) \geq \epsilon\}
$$

and

$$
V_{\epsilon}=\{(x, y) \in \Gamma \times \Gamma: L(x, y) \leq \epsilon\}
$$

It is not difficult to see that the boundary of $U_{\epsilon}$ relative to $\Gamma \times \Gamma$ has $\lambda_{\Gamma} \times \lambda_{\Gamma^{-}}$ measure zero, function $g_{s}$ is continuous in a neighborhood of $U_{\epsilon}$ relative to $\Gamma \times \Gamma$, and $\nu\left(\omega_{N}\right) \times \nu\left(\omega_{N}\right) \xrightarrow{*} \lambda_{\Gamma} \times \lambda_{\Gamma}, N \rightarrow \infty$. Then since $g_{s}(x, y) \geq 0$, we will obtain

$$
\begin{aligned}
\liminf _{N \rightarrow \infty} \frac{G_{s}\left(\omega_{N}\right)}{N^{2}} & =\liminf _{N \rightarrow \infty} \frac{1}{N^{2}} \sum_{1 \leq i \neq j \leq N} g_{s}\left(x_{i}, x_{j}\right) \geq \lim _{N \rightarrow \infty} \frac{1}{N^{2}} \sum_{L\left(x_{i}, x_{j}\right) \geq \epsilon} g_{s}\left(x_{i}, x_{j}\right) \\
& =\int_{U_{\epsilon}} g_{s}(x, y) d \lambda_{\Gamma} \times \lambda_{\Gamma}
\end{aligned}
$$

Hence, in view of arbitrariness of $\epsilon$, we get

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{G_{s}\left(\omega_{N}\right)}{N^{2}} \geq \Phi_{s}(\Gamma) \tag{7.1}
\end{equation*}
$$

Choose again $\epsilon \in(0, L / 2)$ and let $\delta \in(0, \epsilon)$ be as in the definition of $\alpha(x, y) \rightrightarrows 0$, $L(x, y) \rightarrow 0$ in (6.1). We have

$$
\begin{equation*}
G_{s}\left(\omega_{N}\right)=\sum_{0<L\left(x_{i}, x_{j}\right)<\delta} g_{s}\left(x_{i}, x_{j}\right)+\sum_{L\left(x_{i}, x_{j}\right) \geq \delta} g_{s}\left(x_{i}, x_{j}\right) \tag{7.2}
\end{equation*}
$$

It is not difficult to see that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N^{2}} \sum_{L\left(x_{i}, x_{j}\right) \geq \delta} g_{s}\left(x_{i}, x_{j}\right)=\int_{U_{\delta}} g_{s}(x, y) d \lambda_{\Gamma} \times \lambda_{\Gamma} \leq \Phi_{s}(\Gamma) \tag{7.3}
\end{equation*}
$$

By (6.1), for every $s>0$ there are constants $M_{s}>0$ and $\delta_{s} \in(0, L / 2)$ such that

$$
\begin{equation*}
g_{s}(x, y) \leq M_{s} \cdot L(x, y)^{2-s}, \text { whenever } x, y \in \Gamma, \text { and } 0<L(x, y)<\delta_{s} \tag{7.4}
\end{equation*}
$$

We can assume that $\delta \in\left(0, \delta_{s}\right)$. Using (7.4) and the fact that $\delta<\epsilon$, we have

$$
\begin{equation*}
\sum_{0<L\left(x_{i}, x_{j}\right)<\delta} g_{s}\left(x_{i}, x_{j}\right) \leq M_{s} \sum_{0<L\left(x_{i}, x_{j}\right) \leq \epsilon} L\left(x_{i}, x_{j}\right)^{2-s} . \tag{7.5}
\end{equation*}
$$

For $1 \leq s<2$, we obtain

$$
\begin{align*}
\limsup _{N \rightarrow \infty} \frac{1}{N^{2}} \sum_{0<L\left(x_{i}, x_{j}\right)<\delta} g_{s}\left(x_{i}, x_{j}\right) & \leq M_{s} \limsup _{N \rightarrow \infty} \frac{1}{N^{2}} \sum_{0<L\left(x_{i}, x_{j}\right) \leq \epsilon} L\left(x_{i}, x_{j}\right)^{2-s}  \tag{7.6}\\
& \leq M_{s} \epsilon^{2-s} \limsup _{N \rightarrow \infty} \frac{\#\left(\left(\omega_{N} \times \omega_{N}\right) \cap V_{\epsilon}\right)}{N^{2}} \\
& \leq M_{s} \epsilon^{2-s}=: \mu_{s}(\epsilon)
\end{align*}
$$

It is not difficult to verify that

$$
\begin{equation*}
\sum_{k=1}^{N} k^{a}=\frac{N^{a+1}(1+o(1))}{a+1}, \quad a>-1 \tag{7.7}
\end{equation*}
$$

(in what follows, notations $o(\cdot)$ and $O(\cdot)$ will be used only for $N \rightarrow \infty$ ).
Let $2 \leq s<3$. By assumption, for $N$ sufficiently large, whenever $0<L\left(x_{i}, x_{i+k}\right) \leq$ $\epsilon$ and $k>0$, we have

$$
L\left(x_{i}, x_{i+k}\right)=\sum_{j=1}^{k} L\left(x_{i+j-1}, x_{i+j}\right) \geq k \delta\left(\omega_{N}\right) \geq k C N^{-1}
$$

Then from (7.5) and (7.7) we obtain

$$
\begin{align*}
\sum_{0<L\left(x_{i}, x_{j}\right)<\delta} g_{s}\left(x_{i}, x_{j}\right) & \leq 2 M_{s} \sum_{i=1}^{N} \sum_{\substack{j=1 \\
0<L\left(x_{i}, x_{i+j}\right) \leq \epsilon}}^{[N / 2]} L\left(x_{i}, x_{i+j}\right)^{2-s}  \tag{7.8}\\
& \leq \frac{2 M_{s} N^{s-1}}{C^{s-2}} \sum_{k=1}^{[\epsilon N / C]} k^{2-s}=\frac{2 M_{s} \epsilon^{3-s} N^{2}(1+o(1))}{C(3-s)} \\
& =: \mu_{s}(\epsilon) N^{2}(1+o(1))
\end{align*}
$$

Thus for any $1 \leq s<3$, from (7.6) and (7.8) we obtain

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{N^{2}} \sum_{0<L\left(x_{i}, x_{j}\right)<\delta} g_{s}\left(x_{i}, x_{j}\right) \leq \mu_{s}(\epsilon) \tag{7.9}
\end{equation*}
$$

where $\mu_{s}(\epsilon) \rightarrow 0, \epsilon \rightarrow 0$. Combining (7.2), (7.3), and (7.9) we will have

$$
\limsup _{N \rightarrow \infty} \frac{G_{s}\left(\omega_{N}\right)}{N^{2}} \leq \mu_{s}(\epsilon)+\Phi_{s}(\Gamma)
$$

Letting $\epsilon \rightarrow 0$ and taking into account (7.1), we get (6.3).
In order to obtain (6.3) for a non-closed $C^{2}$ arc $\Gamma$, we use (6.2). If $s=1$, we repeat the argument for closed $C^{3} \operatorname{arcs}$ and $1 \leq s<2$. If $1<s<2$, we repeat the argument for closed $C^{3}$ arcs and $2 \leq s<3$.

## 8 Proofs of the Results on Closed Smooth Arcs

Let $\Gamma \subset \mathbb{R}^{d}$ be a closed $C^{3}$ arc. Recall that $\bar{\omega}_{N}=\left\{\bar{x}_{1}, \ldots, \bar{x}_{N}\right\}$ denotes a collection of $N$ equally spaced points on $\Gamma$ and $\omega_{N}^{*}$ is the s-energy minimizing $N$-point collection on $\Gamma$. To prove Theorem 4.1 we compare the minimal energy of $\Gamma$ to the minimal energy with respect to the arc length distance of the circle of length $|\Gamma|$. For $s \geq 1$, we have

$$
\mathcal{E}_{s}(\Gamma, N)-F_{s}\left(\bar{\omega}_{N}\right) \leq E_{s}\left(\bar{\omega}_{N}\right)-F_{s}\left(\bar{\omega}_{N}\right)=G_{s}\left(\bar{\omega}_{N}\right)
$$

and by Lemma6.1,

$$
\mathcal{E}_{s}(\Gamma, N)-F_{s}\left(\bar{\omega}_{N}\right)=E_{s}\left(\omega_{N}^{*}\right)-F_{s}\left(\bar{\omega}_{N}\right) \geq E_{s}\left(\omega_{N}^{*}\right)-F_{s}\left(\omega_{N}^{*}\right)=G_{s}\left(\omega_{N}^{*}\right)
$$

Thus,

$$
\begin{equation*}
G_{s}\left(\omega_{N}^{*}\right) \leq \mathcal{E}_{s}(\Gamma, N)-F_{s}\left(\bar{\omega}_{N}\right) \leq G_{s}\left(\bar{\omega}_{N}\right) \tag{8.1}
\end{equation*}
$$

For convenience, let

$$
\sigma(s)= \begin{cases}\zeta(s), & s>1 \\ 1, & s=1\end{cases}
$$

Lemma 8.1 For any closed $C^{3} \operatorname{arc} \Gamma \subset \mathbb{R}^{d}$, we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{\mathcal{E}_{s}(\Gamma, N)-F_{s}\left(\bar{\omega}_{N}\right)}{N^{2}}=\Phi_{s}(\Gamma), \quad 1 \leq s<3 \tag{8.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{\mathcal{E}_{s}(\Gamma, N)-F_{s}\left(\bar{\omega}_{N}\right)}{\rho_{s-1}(N)}=\frac{s \sigma(s-2) \kappa(\Gamma)}{12 L^{s-2}}, \quad s \geq 3 \tag{8.3}
\end{equation*}
$$

Proof Let $1 \leq s<3$. By Lemma 6.3, $\nu\left(\omega_{N}^{*}\right) \xrightarrow{*} \lambda_{\Gamma}, N \rightarrow \infty$, and, clearly, $\nu\left(\bar{\omega}_{N}\right) \xrightarrow{*}$ $\lambda_{\Gamma}, N \rightarrow \infty$. Sequence $\left\{\bar{\omega}_{N}\right\}_{N=2}^{\infty}$ and, in view of relation (4.7), sequence $\left\{\omega_{N}^{*}\right\}_{N=2}^{\infty}$ both satisfy the assumptions of Lemma6.4 Hence,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{G_{s}\left(\omega_{N}^{*}\right)}{N^{2}}=\lim _{N \rightarrow \infty} \frac{G_{s}\left(\bar{\omega}_{N}\right)}{N^{2}}=\Phi_{s}(\Gamma) \tag{8.4}
\end{equation*}
$$

Then using (8.1) we get relation (8.2).
Upper estimate in (8.3) Choose again any $\epsilon>0$ and let $\delta \in(0, \epsilon)$ be chosen from the definiton of $\alpha(x, y) \rightrightarrows 0, L(x, y) \rightarrow 0$ in Lemma6.2. Then

$$
G_{s}\left(\bar{\omega}_{N}\right)=\sum_{0<L\left(\bar{x}_{i}, \bar{x}_{j}\right)<\delta} g_{s}\left(\bar{x}_{i}, \bar{x}_{j}\right)+\sum_{L\left(\bar{x}_{i}, \bar{x}_{j}\right) \geq \delta} g_{s}\left(\bar{x}_{i}, \bar{x}_{j}\right) .
$$

Function $g_{s}(x, y)$ is bounded as a continuous function on a compact set $U_{\delta}$. Then

$$
\begin{equation*}
\sum_{L\left(\bar{x}_{i}, \bar{x}_{j}\right) \geq \delta} g_{s}\left(\bar{x}_{i}, \bar{x}_{j}\right)=O\left(N^{2}\right) . \tag{8.5}
\end{equation*}
$$

Taking into account Lemma6.2 and representation

$$
\sum_{k=1}^{[\delta N / L]} k^{-s}= \begin{cases}\zeta(s)(1+o(1)), & s>1 \\ \ln N(1+o(1)), & s=1\end{cases}
$$

we have

$$
\begin{align*}
\sum_{0<L\left(\bar{x}_{i}, \bar{x}_{j}\right)<\delta} g_{s}\left(\bar{x}_{i}, \bar{x}_{j}\right) & \leq \sum_{0<L\left(\bar{x}_{i}, \bar{x}_{j}\right)<\delta}\left(\epsilon+\frac{s}{24} \kappa^{2}\left(\bar{x}_{j}\right)\right) L\left(\bar{x}_{i}, \bar{x}_{j}\right)^{2-s}  \tag{8.6}\\
& \leq 2 \sum_{j=1}^{N}\left(\epsilon+\frac{s}{24} \kappa^{2}\left(\bar{x}_{j}\right)\right) \sum_{i=1}^{[\delta N / L]}\left(\frac{i L}{N}\right)^{2-s} \\
& =\frac{2 N^{s-1}}{L^{s-2}} \int_{\Gamma}\left(\epsilon+\frac{s}{24} \kappa^{2}(x)\right) d \lambda_{\Gamma} \cdot(1+o(1)) \sum_{i=1}^{[\delta N / L]} i^{2-s} \\
& =\frac{2 \sigma(s-2)}{L^{s-2}} \int_{\Gamma}\left(\epsilon+\frac{s \kappa^{2}(x)}{24}\right) d \lambda_{\Gamma} \cdot \rho_{s-1}(N)(1+o(1))
\end{align*}
$$

Letting $N \rightarrow \infty$, from (8.5) and (8.6) we have

$$
\limsup _{N \rightarrow \infty} \frac{G_{s}\left(\bar{\omega}_{N}\right)}{\rho_{s-1}(N)} \leq \frac{2 \sigma(s-2)}{L^{s-2}} \int_{\Gamma}\left(\epsilon+\frac{s \kappa^{2}(x)}{24}\right) d \lambda_{\Gamma}
$$

Letting $\epsilon \rightarrow 0$, we finally have

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{G_{s}\left(\bar{\omega}_{N}\right)}{\rho_{s-1}(N)} \leq \frac{s \sigma(s-2) \kappa(\Gamma)}{12 L^{s-2}} \tag{8.7}
\end{equation*}
$$

We next use this inequality to obtain Proposition 4.4, which in turn is used to prove the lower estimate in (8.3).

Proof of Proposition 4.4 Let $s \geq 2$ and $\left\{\omega_{N}^{*}\right\}_{N=2}^{\infty}$ be a sequence of $s$-energy minimizing configurations on $\Gamma$, where $\omega_{N}^{*}=\left\{x_{1, N}, \ldots, x_{N, N}\right\}, N \geq 2$. Recall that in our notation $x_{i-N, N}=x_{i, N}, x_{i+N, N}=x_{i, N}, i=1, \ldots, N$, and $l_{i}\left(\omega_{N}^{*}\right)$ is the length of the arc of $\Gamma$ connecting points $x_{i, N}$ and $x_{i+1, N}$, which contains no other points from $\omega_{N}^{*}$. Let $\left\{\left(x_{j_{N}, N}, x_{j_{N}+1, N}\right)\right\}_{N=2}^{\infty}$ be any sequence of pairs of neighboring points from $\omega_{N}^{*}$. Denote $C_{N}:=l_{j_{N}}\left(\omega_{N}^{*}\right) \cdot N$. We want to show that $\lim _{N \rightarrow \infty} C_{N}=L$. Let $\mathcal{N} \subset \mathbb{N} \backslash\{1\}$ be any infinite set such that the limit $a:=\lim _{\mathcal{N} \ni N \rightarrow \infty} C_{N}$ exists as a finite number or equals infinity. For every $N \in \mathcal{N}$, we have

$$
\begin{aligned}
\mathcal{E}_{s}(\Gamma, N)= & E_{s}\left(\omega_{N}^{*}\right)=\sum_{k=-[(N-1) / 2]}^{[N / 2]} \sum_{i=1}^{N} L\left(x_{i}, x_{i+k}\right)^{-s}+G_{s}\left(\omega_{N}^{*}\right) \\
\geq & \sum_{k=1}^{[(N-1) / 2]} \sum_{i=1}^{N}\left(\sum_{j=0}^{k-1} l_{i-k+j}\left(\omega_{N}^{*}\right)\right)^{-s}+\sum_{k=2}^{[N / 2]} \sum_{i=1}^{N}\left(\sum_{j=0}^{k-1} l_{i+j}\left(\omega_{N}^{*}\right)\right)^{-s} \\
& +\left(l_{j_{N}}\left(\omega_{N}^{*}\right)\right)^{-s}+\sum_{i=1, i \neq j_{N}}^{N}\left(l_{i}\left(\omega_{N}^{*}\right)\right)^{-s}+G_{s}\left(\omega_{N}^{*}\right) .
\end{aligned}
$$

Then using convexity of the function $y(t)=t^{-s}, s>0$, we have

$$
\begin{aligned}
& \mathcal{E}_{s}(\Gamma, N)-G_{s}\left(\omega_{N}^{*}\right) \\
& \geq \sum_{k=1}^{[(N-1) / 2]} N^{s+1}\left(\sum_{i=1}^{N} \sum_{j=0}^{k-1} l_{i-k+j}\left(\omega_{N}^{*}\right)\right)^{-s}+\sum_{k=2}^{[N / 2]} N^{s+1}\left(\sum_{i=1}^{N} \sum_{j=0}^{k-1} l_{i+j}\left(\omega_{N}^{*}\right)\right)^{-s} \\
& +N^{s} C_{N}^{-s}+(N-1)^{s+1}\left(\sum_{\substack{i=1 \\
i \neq j_{N}}}^{N} l_{i}\left(\omega_{N}^{*}\right)\right)^{-s} \\
& \geq N^{s+1} \sum_{\substack{k=-[(N-1) / 2] \\
k \neq 0,1}}^{[N / 2]}(|k| L)^{-s}+N^{s} C_{N}^{-s}+(N-1)^{s+1}\left(L-\frac{C_{N}}{N}\right)^{-s} \\
& =F_{s}\left(\bar{\omega}_{N}\right)-L^{-s} N^{s+1}+N^{s} C_{N}^{-s}+L^{-s} N^{s+1}\left(1-\frac{1}{N}\right)^{s+1}\left(1-\frac{C_{N}}{L N}\right)^{-s} .
\end{aligned}
$$

It is not difficult to see that for $b \geq 1$ and $x \geq-1 / b$ or for $b<0$ and $-1<x \leq$ $-1 / b$, we have

$$
(1+x)^{b} \geq 1+b x \geq 0
$$

Applying this inequality with $b=s+1$ and $b=-s$ and noting that $l_{j_{N}}\left(\omega_{N}^{*}\right)=$ $C_{N} / N \rightarrow 0, N \rightarrow \infty$ (e.g., in view of Lemma 6.3), we can write for $N$ sufficiently
large

$$
\begin{align*}
\mathcal{E}_{s} & (\Gamma, N)-F_{s}\left(\bar{\omega}_{N}\right)-G_{s}\left(\omega_{N}^{*}\right)  \tag{8.8}\\
& =-L^{-s} N^{s+1}+N^{s} C_{N}^{-s}+\frac{N^{s+1}}{L^{s}}\left(1-\frac{s+1}{N}\right)\left(1+\frac{s C_{N}}{L N}\right) \\
& \geq N^{s} C_{N}^{-s}+\frac{s C_{N} N^{s}}{L^{s+1}}-\frac{(s+1) N^{s}}{L^{s}}+o\left(N^{s}\right) .
\end{align*}
$$

On one hand, by (8.1) we have

$$
\begin{aligned}
\tau_{s}(\Gamma) & :=\limsup _{\mathcal{N} \ni N \rightarrow \infty} \frac{\mathcal{E}_{s}(\Gamma, N)-F_{s}\left(\bar{\omega}_{N}\right)-G_{s}\left(\omega_{N}^{*}\right)}{N^{s}} \\
& \leq \limsup _{\mathcal{N} \ni N \rightarrow \infty} \frac{G_{s}\left(\bar{\omega}_{N}\right)-G_{s}\left(\omega_{N}^{*}\right)}{N^{s}}
\end{aligned}
$$

If $s \geq 3$, in view of non-negativity of $G_{s}\left(\omega_{N}^{*}\right)$ and relation (8.7), we have

$$
\begin{equation*}
\tau_{s}(\Gamma) \leq \limsup _{N \rightarrow \infty} \frac{G_{s}\left(\bar{\omega}_{N}\right)}{N^{s}}=\lim _{N \rightarrow \infty} \frac{G_{s}\left(\bar{\omega}_{N}\right)}{\rho_{s-1}(N)} \cdot \frac{\rho_{s-1}(N)}{N^{s}}=0 . \tag{8.9}
\end{equation*}
$$

If $2 \leq s<3$, then from (8.4) we have

$$
\begin{equation*}
\tau_{s}(\Gamma) \leq \lim _{N \rightarrow \infty} \frac{G_{s}\left(\bar{\omega}_{N}\right)-G_{s}\left(\omega_{N}^{*}\right)}{N^{2}} \cdot \frac{N^{2}}{N^{s}}=0 \tag{8.10}
\end{equation*}
$$

On the other hand, from (8.8) we have

$$
0 \geq \tau_{s}(\Gamma) \geq a^{-s}+\frac{s a}{L^{s+1}}-\frac{s+1}{L^{s}}=: f(a)
$$

Function $f(a)$ has a unique global minimum $f(L)=0$ on $[0, \infty]$. Then, in view of (8.9) and (8.10), we can only have $a=L$. In view of the arbitrariness of the subsequence $\left\{C_{N}\right\}_{N \in \mathcal{N}}$ we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} C_{N}=\lim _{N \rightarrow \infty} l_{j_{N}}\left(\omega_{N}^{*}\right) \cdot N=L \tag{8.11}
\end{equation*}
$$

Recall that sequence of indexes $\left\{j_{N}\right\}, 1 \leq j_{N} \leq N$, was chosen arbitrarily. Taking now $\left\{j_{N}\right\}$ so that $l_{j_{N}}\left(\omega_{N}^{*}\right)=\Delta\left(\omega_{N}^{*}\right), N \geq 2$, we get the second equality in (4.9).

It is known that uniformly over $x, y \in \Gamma$

$$
\begin{equation*}
\lim _{|x-y| \rightarrow 0} \frac{|x-y|}{L(x, y)}=1 \tag{8.12}
\end{equation*}
$$

Let now $\left\{j_{N}\right\}$ and another sequence of indexes $\left\{p_{N}\right\}$ be such that $j_{N}<p_{N}$,

$$
\delta\left(\omega_{N}^{*}\right)=\left|x_{j_{N}, N}-x_{p_{N}, N}\right| \quad \text { and } \quad L\left(x_{j_{N}, N}, x_{p_{N}, N}\right)=\sum_{k=j_{N}}^{p_{N}-1} l_{k}\left(\omega_{N}^{*}\right), \quad N \geq 2
$$

( $p_{N}$ can be greater than $N$ ). Then

$$
\frac{\delta\left(\omega_{N}^{*}\right) \cdot N}{L} \leq \frac{N}{L} \min _{i=1, \ldots, N} l_{i}\left(\omega_{N}^{*}\right) \leq 1
$$

Since $\delta\left(\omega_{N}^{*}\right) \leq \Delta\left(\omega_{N}^{*}\right)$ and, by the second equality in (4.9), $\Delta\left(\omega_{N}^{*}\right) \rightarrow 0, N \rightarrow \infty$, we also have $\left|x_{j_{N}, N}-x_{p_{N}, N}\right| \rightarrow 0, N \rightarrow \infty$. In view of (8.11) and (8.12), we get $L\left(x_{j_{N}, N}, x_{p_{N}, N}\right) \geq l_{j_{N}}\left(\omega_{N}^{*}\right)=L N^{-1}(1+o(1))$, and

$$
\frac{\delta\left(\omega_{N}^{*}\right) N}{L} \geq \frac{\delta\left(\omega_{N}^{*}\right)(1+o(1))}{L\left(x_{j_{N}, N}, x_{p_{N}, N}\right)}=\frac{\left|x_{j_{N}, N}-x_{p_{N}, N}\right|}{L\left(x_{j_{N}, N}, x_{p_{N}, N}\right)}(1+o(1))=1+o(1)
$$

Thus,

$$
\delta\left(\omega_{N}^{*}\right)=\frac{L}{N}(1+o(1))
$$

and we get the first equality in (4.9). Proposition4.4 is proved.
Lower estimate in (8.3) Let $\left\{\omega_{N}^{*}\right\}_{N=2}^{\infty}, \omega_{N}^{*}=\left\{x_{1, N}, \ldots, x_{N, N}\right\}, N \geq 2$, be a sequence of $s$-energy minimizing configurations on $\Gamma$.

Choose any $\epsilon>0$ and take $0<h<\min \{\epsilon, L / 4\}$ so that $|\alpha(x, y)| \leq \frac{s \epsilon}{24}$ whenever $0<L(x, y)<h$ in (6.1). Proposition 4.4 implies that $\Delta\left(\omega_{N}^{*}\right)<2 L / N$ for every $N$ sufficiently large. Then, for every $N$ large and $1 \leq k \leq m_{N}:=[h N /(2 L)]$, we have

$$
\begin{equation*}
L\left(x_{i, N}, x_{i+k, N}\right) \leq \sum_{j=0}^{k-1} l_{i+j}\left(\omega_{N}^{*}\right) \leq k \Delta\left(\omega_{N}^{*}\right)<\frac{2 k L}{N} \leq h \tag{8.13}
\end{equation*}
$$

Hence, by Lemma6.2

$$
\begin{aligned}
G_{s}\left(\omega_{N}^{*}\right) & \geq 2 \sum_{k=1}^{m_{N}} \sum_{i=1}^{N} g_{s}\left(x_{i, N}, x_{i+k, N}\right) \\
& \geq \frac{s}{12} \sum_{k=1}^{m_{N}} \sum_{i=1}^{N}\left(\kappa^{2}\left(x_{i, N}\right)-\epsilon\right) L\left(x_{i, N}, x_{i+k, N}\right)^{2-s}
\end{aligned}
$$

For every $N$ large and $1 \leq k \leq m_{N}$, since $\sum_{j=0}^{k-1} l_{i+j}\left(\omega_{N}^{*}\right)<L / 2$, we have

$$
L\left(x_{i, N}, x_{i+k, N}\right)=\sum_{j=0}^{k-1} l_{i+j}\left(\omega_{N}^{*}\right) \geq k \delta\left(\omega_{N}^{*}\right)
$$

and in view of (8.13), Lemma 6.3, and Proposition 4.4 we get

$$
\begin{aligned}
G_{s}\left(\omega_{N}^{*}\right) & \geq \frac{s}{12} \sum_{k=1}^{m_{N}} \sum_{i=1}^{N} \kappa^{2}\left(x_{i, N}\right) \cdot\left(k \Delta\left(\omega_{N}^{*}\right)\right)^{2-s}-\frac{\epsilon s}{12} \sum_{k=1}^{m_{N}} \sum_{i=1}^{N}\left(k \delta\left(\omega_{N}^{*}\right)\right)^{2-s} \\
& =\frac{s N}{12} \kappa(\Gamma)(1+o(1)) \Delta\left(\omega_{N}^{*}\right)^{2-s} \sum_{k=1}^{m_{N}} k^{2-s}-\frac{\epsilon s N}{12} \delta\left(\omega_{N}^{*}\right)^{2-s} \sum_{k=1}^{m_{N}} k^{2-s} \\
& =\frac{s \sigma(s-2)(\kappa(\Gamma)-\epsilon)}{12 L^{s-2}} \rho_{s-1}(N)(1+o(1))
\end{aligned}
$$

Then

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{G_{s}\left(\omega_{N}^{*}\right)}{\rho_{s-1}(N)} \geq \frac{s \sigma(s-2)(\kappa(\Gamma)-\epsilon)}{12 L^{s-2}} \tag{8.14}
\end{equation*}
$$

Letting $\epsilon \rightarrow 0$ in (8.14) and combining it with (8.7) and (8.1), we obtain (8.3). Lemma 8.1 is proved.

## Proof of Theorem 4.1 Using known representation

$$
\begin{equation*}
\sum_{k=1}^{N} \frac{1}{k^{s}}=\zeta(s)-\frac{1}{s-1} \cdot \frac{1}{N^{s-1}}+o\left(\frac{1}{N^{s-1}}\right), \quad s>1 \tag{8.15}
\end{equation*}
$$

one can show that

$$
\begin{align*}
F_{s}\left(\bar{\omega}_{N}\right) & =2 L^{-s} N^{s+1} \sum_{k=1}^{[N / 2]} k^{-s}+O(N)  \tag{8.16}\\
& =2 \zeta(s) L^{-s} N^{s+1}-\frac{2^{s} N^{2}}{(s-1) L^{s}}+o\left(N^{2}\right), \quad s>1
\end{align*}
$$

Taking into account equality

$$
\begin{equation*}
\sum_{k=1}^{N} \frac{1}{k}=\ln N+\gamma+o(1) \tag{8.17}
\end{equation*}
$$

where $\gamma$ is the Euler-Mascheroni constant, one can also derive that

$$
\begin{equation*}
F_{1}\left(\bar{\omega}_{N}\right)=2 L^{-1} N^{2} \ln N+2 L^{-1}(\gamma-\ln 2) N^{2}+o\left(N^{2}\right) . \tag{8.18}
\end{equation*}
$$

If $1<s<3$, applying relation (8.2) and representation (8.16), we get (4.5). When $s=1$, taking into account relation (8.2) with $s=1$ and equality (8.18) we have (4.6). If $s \geq 3$, taking into account representation (8.16), relation (8.3), and the definition of the function $\sigma(s)$, we get (4.3) and (4.4). Theorem 4.1 is proved.

## A Appendix

Using (8.15) and 8.17), it is not difficult to verify the following statement.
Lemma A. 1 Let $\bar{\omega}_{N}=\left\{0, \frac{L}{N-1}, \ldots, \frac{(N-2) L}{N-1}, L\right\} \subset[0, L]$. Then

$$
\begin{aligned}
& E_{s}\left(\bar{\omega}_{N}\right)=2 \zeta(s) L^{-s} N^{s+1}-2(\zeta(s-1)+s \zeta(s)) L^{-s} N^{s}+o\left(N^{s}\right), \quad s>2, \\
& E_{2}\left(\bar{\omega}_{N}\right)=2 \zeta(2) L^{-2} N^{3}-2 L^{-2} N^{2} \ln N+O\left(N^{2}\right), \\
& E_{s}\left(\bar{\omega}_{N}\right)=2 \zeta(s) L^{-s} N^{s+1}-\frac{2 L^{-s} N^{2}}{(s-1)(2-s)}+o\left(N^{2}\right), \quad 1<s<2,
\end{aligned}
$$

and

$$
E_{1}\left(\bar{\omega}_{N}\right)=2 L^{-1} N^{2} \ln N+2(\gamma-1) L^{-1} N^{2}+o\left(N^{2}\right) .
$$

Proof of Remark 5.3 For $s \geq 1$, denote by $\omega_{N}^{*}:=\left\{x_{1}, \ldots, x_{N}\right\}$ an $s$-energy minimizing configuration on $\Gamma$ and let $\omega_{N}^{* *}:=\left\{t_{1}, \ldots, t_{N}\right\}$ be an $s$-energy minimizing collection on $[0, L]$, where $L=|\Gamma|$. Denote also by $\omega_{N}^{\prime}:=\left\{y_{1}, \ldots, y_{N}\right\}$ such a configuration on $\Gamma$ that $L\left(y_{i}, y_{j}\right)=\left|t_{i}-t_{j}\right|, 1 \leq i \neq j \leq N$, and let $\omega_{N}^{\prime \prime}:=\left\{u_{1}, \ldots, u_{N}\right\}$ be a configuration on $[0, L]$ such that $\left|u_{i}-u_{j}\right|=L\left(x_{i}, x_{j}\right), 1 \leq i \neq j \leq N$. Then

$$
\begin{align*}
\mathcal{E}_{s}(\Gamma, N)-\mathcal{E}_{s}([0, L], N) & \leq E_{s}\left(\omega_{N}^{\prime}\right)-E_{s}\left(\omega_{N}^{* *}\right)  \tag{A.1}\\
& =\sum_{1 \leq i \neq j \leq N}\left(\frac{1}{\left|y_{i}-y_{j}\right|^{s}}-\frac{1}{\left|t_{i}-t_{j}\right|^{s}}\right) \\
& =\sum_{1 \leq i \neq j \leq N} g_{s}\left(y_{i}, y_{j}\right)
\end{align*}
$$

and

$$
\begin{equation*}
\mathcal{E}_{s}(\Gamma, N)-\mathcal{E}_{s}([0, L], N) \geq E_{s}\left(\omega_{N}^{*}\right)-E_{s}\left(\omega_{N}^{\prime \prime}\right)=\sum_{1 \leq i \neq j \leq N} g_{s}\left(x_{i}, x_{j}\right) \geq 0 \tag{A.2}
\end{equation*}
$$

Applying Lemma 6.3 to the curve $\Gamma$ and interval $[0, L]$, we get that for $s \geq 1$, $\nu\left(\omega_{N}^{*}\right) \xrightarrow{*} \lambda_{\Gamma}$ and $\nu\left(\omega_{N}^{* *}\right) \xrightarrow{*} d t / L$ as $N \rightarrow \infty$. Then $\nu\left(\omega_{N}^{\prime}\right) \xrightarrow{*} \lambda_{\Gamma}, N \rightarrow \infty$. By (4.7), for $s>1$ and $N$ sufficiently large, we have $\delta\left(\omega_{N}^{*}\right) \geq c_{1} / N$ and $\delta\left(\omega_{N}^{* *}\right) \geq c_{2} / N$, where positive constants $c_{1}$ and $c_{2}$ are independent of $N$. Taking into account (8.12), we then have $\delta\left(\omega_{N}^{\prime}\right) \geq c_{2} /(2 N)$ for every $N$ large enough. If $1 \leq s<2$, by Lemma 6.4 we get that

$$
\lim _{N \rightarrow \infty} \frac{1}{N^{2}} \sum_{1 \leq i \neq j \leq N} g_{s}\left(x_{i}, x_{j}\right)=\lim _{N \rightarrow \infty} \frac{1}{N^{2}} \sum_{1 \leq i \neq j \leq N} g_{s}\left(y_{i}, y_{j}\right)=\Phi_{s}(\Gamma) .
$$

Hence, relation (5.5) holds.
Let $s \geq 2$, and for any $\epsilon>0$ let $\delta$ be from the definition of the fact that $\gamma(x, y) \rightrightarrows 0, L(x, y) \rightarrow 0$ in Lemma6.2. Then, using Lemma A. 1 and the fact that $\left|t_{i}-t_{j}\right| \geq c_{2}|i-j| / N$, we have

$$
\begin{aligned}
\sum_{1 \leq i \neq j \leq N} g_{s}\left(y_{i}, y_{j}\right) & \leq \epsilon \sum_{0<\left|t_{i}-t_{j}\right|<\delta} \frac{1}{\left|t_{i}-t_{j}\right|^{s-1}}+\sum_{L\left(y_{i}, y_{j}\right) \geq \delta} g_{s}\left(y_{i}, y_{j}\right) \\
& \leq \epsilon \sum_{0<\left|t_{i}-t_{j}\right|<\delta} \frac{N^{s-1}}{c_{2}^{s-1}|i-j|^{s-1}}+O\left(N^{2}\right) \leq \epsilon E_{s-1}\left(\overline{\bar{w}}_{N}\right)+O\left(N^{2}\right) \\
& \leq \epsilon M \rho_{s}(N)+O\left(N^{2}\right)
\end{aligned}
$$

where $\overline{\bar{\omega}}_{N}=\left\{c_{2} / N, \ldots,(N-1) c_{2} / N, c_{2}\right\}$ and $M>0$ is a constant independent of $N$. Then in view of (A.1),

$$
\limsup _{N \rightarrow \infty} \frac{\mathcal{E}_{s}(\Gamma, N)-\mathcal{E}_{s}([0, L], N)}{\rho_{s}(N)} \leq \epsilon M
$$

Letting $\epsilon \rightarrow 0$, and taking into account inequality $\mathcal{E}_{s}(\Gamma, N)-\mathcal{E}_{s}([0, L], N) \geq 0$ (which follows from (A.2)), we will have (5.4).

Proof of Remark 5.1 First, show these relations for the case $\Gamma=[0, L]$. Show the lower estimates. Let $\omega_{N}^{* *}, N \geq 2$, be an $s$-energy minimizing configuration on $[0, L]$ as above. Denote its points by $t_{1, N}, \ldots, t_{N, N}$. Then using convexity of the function $y(t)=t^{-s}$ we get

$$
\begin{aligned}
\mathcal{E}_{s}([0, L], N) & =2 \sum_{k=1}^{N-1} \sum_{i=1}^{N-k} \frac{1}{\left|t_{i, N}-t_{i+k, N}\right|^{s}} \\
& \geq 2 \sum_{k=1}^{N-1}(N-k)^{s+1}\left(\sum_{i=1}^{N-k}\left|t_{i, N}-t_{i+k, N}\right|\right)^{-s} \geq 2 \sum_{k=1}^{N-1} \frac{(N-k)^{s+1}}{(k L)^{s}} .
\end{aligned}
$$

Using the inequality $(1-t)^{s+1} \geq 1-(s+1) t, 0<t<1$, we have

$$
\begin{equation*}
\mathcal{E}_{s}([0, L], N) \geq \frac{2 N^{s+1}}{L^{s}} \sum_{k=1}^{N-1}\left(1-\frac{(s+1) k}{N}\right) \cdot \frac{1}{k^{s}} \tag{A.3}
\end{equation*}
$$

If $s \geq 2$, using (8.15) or (8.17), we will get

$$
\begin{equation*}
\mathcal{E}_{s}([0, L], N)-2 L^{-s} N^{s+1} \zeta(s) \geq-2(s+1) \sigma(s-1) L^{-s} \rho_{s}(N)+o\left(\rho_{s}(N)\right) . \tag{A.4}
\end{equation*}
$$

If $1<s<2$, from (A.3) and (8.15) we have

$$
\begin{equation*}
\mathcal{E}_{s}([0, L], N)-2 L^{-s} N^{s+1} \zeta(s) \geq O\left(N^{2}\right) \tag{A.5}
\end{equation*}
$$

and for $s=1$, using (8.16), we will get

$$
\begin{equation*}
\mathcal{E}_{1}([0, L], N)-2 L^{-1} N^{2} \ln N \geq O\left(N^{2}\right) \tag{A.6}
\end{equation*}
$$

Upper estimates for the quantity $\mathcal{E}_{s}([0, L], N)-2 \sigma(s) L^{-s} \rho_{s+1}(N), s \geq 1$ follow from Lemma A. 1 Combining them with lower estimates A.4-A.6 we get relations (5.1), (5.2), and (5.3) for the segment $[0, L]$. Taking into account relations (5.5) and (5.4), we obtain (5.1), (5.2), and (5.3) for any non-closed $C^{2}$ arc.
Proof of Proposition5.4 First, prove this statement for the segment [0,1]. For any $t \in(0,2)$ consider the following configuration $\omega_{N}^{t}:=\left\{0, \frac{t}{N-1}, \frac{2}{N-1}, \ldots, \frac{N-2}{N-1}, 1\right\}$. When $t=1$ we get the configuration $\bar{\omega}_{N}$ of $N$ equally spaced points on $[0,1]$. Consider the difference

$$
E_{s}\left(\omega_{N}^{t}\right)-E_{s}\left(\omega_{N}^{1}\right)=-2(N-1)^{s}\left(1+\sum_{k=1}^{N-2} \frac{1}{k^{s}}\right)+2(N-1)^{s}\left(\frac{1}{t^{s}}+\sum_{k=2}^{N-1} \frac{1}{(k-t)^{s}}\right)
$$

Let

$$
d(t):=\lim _{N \rightarrow \infty} \frac{E_{s}\left(\omega_{N}^{t}\right)-E_{s}\left(\omega_{N}^{1}\right)}{N^{s}}=2\left(\frac{1}{t^{s}}+\sum_{k=2}^{\infty} \frac{1}{(k-t)^{s}}-1-\zeta(s)\right)
$$

Then it is not difficult to see that $d^{\prime}(1)=2 s(\zeta(s+1)-1)>0$. Hence, there is $t_{0} \in(0,1)$ such that $d\left(t_{0}\right)<d(1)=0$, and we have
(A.7) $\quad \limsup _{N \rightarrow \infty} \frac{\varepsilon_{s}([0,1], N)-E_{s}\left(\omega_{N}^{1}\right)}{N^{s}} \leq \lim _{N \rightarrow \infty} \frac{E_{s}\left(\omega_{N}^{t_{0}}\right)-E_{s}\left(\omega_{N}^{1}\right)}{N^{s}}=d\left(t_{0}\right)<0$.

Now let $\Gamma$ be an arbitrary non-closed $C^{2}$ arc of length $L$. For the collection $\bar{\omega}_{N}$ of $N$ equally spaced points on $\Gamma$, which contains the endpoints of $\Gamma$ and the collection $\Omega_{N}=\{0, L /(N-1), \ldots,(N-2) L /(N-1), L\}$, there holds

$$
\lim _{N \rightarrow \infty} \frac{E_{s}\left(\bar{\omega}_{N}\right)-E_{s}\left(\Omega_{N}\right)}{N^{s}}=0
$$

(this can be verified using for example (6.2)). Relation analogous to (A.7) can be written for a segment of any length $L$ :

$$
\limsup _{N \rightarrow \infty} \frac{\mathcal{E}_{s}([0, L], N)-E_{s}\left(\Omega_{N}\right)}{N^{s}}<0 .
$$

Then taking into account (5.4), we obtain Proposition 5.4
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