
ON A NORMAL FORM OF THE ORTHOGONAL 
TRANSFORMATION II 

Hans Zassenhaus 

£ 3. Indecomposable ma t r ix pa i r s II, In this section we 
continue to study the indecomposable ma t r ix pa i r s adopting the 
same notation as in par t I of this paper . 

LEMMA 2. If the ma t r ix A is regular and if it is symmetr ic 
or an t i - symmet r ic such that 

(3.1) A T = £A (£ =+1) 

and if the ma t r ix pair (X,A) is indecomposable then the c o r r e s 
ponding representat ion space either is indecomposable or it is 
the direct sum of two indecomposable invariant subspaces. 
These a r e operator isomorphic if and only if the minimal poly
nomial m ^ of X is equal to (x- 8 )^where 

(3.2) h*'1 + £ = 0, S = ± 1 ; 

at any ra te there is even a decomposition of the representat ion 
space into the di rect sum of two isotropic indecomposable in
variant subspaces provided the charac ter i s t ic of F is not 2. 

Proof. F r o m (3. 1) it follows that 

(3.3) f(u,v) = £f(v,u) f o r u , v o f M 

so that f i s symmetr ic if € = 1 and f is an t i - symmetr ic if 
£ = - 1 . Since A is regular , it follows that the l inear subspace 

m1 orthogonal to a given r -dimensional subspace m is obtained 
by solving a system of r independent l inear homogeneous equa
t ions, hence dim m' = d - r , dim m + dim m1 = dim M. If m and 
m ! have only 0 in common then M is the direct sum of m and m 1 . 
Since M is orthogonally indecomposable and since m1 i s invariant 
if m is invariant , it follows that for each invariant subspace m 
that is neither 0 nor M, a lso m^-sm1 4 0. 
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There is a decomposition (1.13) of M into the direct sum 
of non-vanishing indecomposable invariant subspaces M j , . . . , 
M r . If r=l then we a r e finished. Let r > 1. Hence M - A M . ' ^ O 

for i= 1 , 2 , . . . , r . The charac te r i s t i c polynomial of the l inear 
t ransformation d. induced by & on M. is equal to i ts minimal 
polynomial, namely to P / ^where P. is an i r reducible polynomial 
with highest coefficient 1 and with degree d.. Hence there is 
prec ise ly one minimal invariant subspace f 0 of M. viz . m. = 
f?C<0^*~1 M£ and therefore m. i s contained in M^1. Let p,± ^ ^u 
f or i= 1, 2 , . . . , r . Since dim m i 1 = d - dim m ^ < d it follow s that 
ffnUjM^) £ 0 for some i > 1. Say f(m^,M2) i 0. Hence by Lemma 
1 one has P 2 = P i * , moreover f(P,{ <f I***"1 u,v) ^ 0 for some u 
o f M i , v of M 2 and f( 4 P J <t )***•! u, <f v) = i(P ^ <S ) H T 1 U,V) 
i 0, hence x P i ( x ) ^ " 1 ^ . 0 ( P ^ ), x £ 0(PX), hence x and P j a re 
mutually p r i m e . Therefore also the polynomials x and Pj** a re 
mutually pr ime and hence the congruence xU = I(Pj_-'tt ) is solvable 
by a polynomial U(x) of FTx] SO that by the argument used in the 
proof of Lemma 1 it follows that 

(3.4) f(u, R ( ^ ) v ) = f( R(U(d* ))u,v) 

for u of M , , v of M-> and for any polynomial R(x) of F£x] . In 
par t icu la r 

f ( u , P 2
H ^ (<f)v) = f ( P 2 ^ 1 (U(r f ) )u f v) 

= f ( p / ^ ( ^ u , v ) = f(Pt ^ (<*V,v) i 0 

for some u o f M p v of M 2 . Hence P^X ( <? )M t 0, f^^^f^L 

If P x t P x * then P 2 t P 2 * and by Lemma 1 both IA1 and M 
a re isot ropic . Moreover m^ , m 2 a r e the only min imal subspaces 
of M^ + M 2 and f(rru, M ) ^ 0, a lso f(Mj_, mJ) i 0 as shown 
above, hence f(m 2 , M,) = ffMp m 2 ) i 0 and therefore (M-, + M2) 
/-\ (Mx + Mz)

} =C .,M=M1 + M 2 . 

If P j = P j * t h e n the polynomials P? and P a r e equal to 
the same polynomial P of degree n. Every minimal invariant 
subspace m 4- 0 of M, + M-, is contained in m^ + m 2 . If m / m , 
then m + m , = m , + m 2 and hence f(m, M,) = f(m + m , , M J = 
f(mx + m 2 , MY) = f (m 2 , Mx) + 0, (M, + M 2 ) ^ (M, + M 2 ) ! = 0, 
M = M + M . 

Any element u of M is contained in an indecomposable 
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invariant component G of M and the intersection G r\Gl does not 
vanish hence we have identically 

(3.5) f(u,P(aT"' < '̂u) = 0 

for u of M and any integer j . It follows that for any two elements 
a, v of M 

O = fdH-v.Ptd^-^tu+v) = f(u,P(d)^rfjv) + f(v,P(6)f*-1dJu) 

and according to (3.4) 

f ^ p ^ / ^ V * ) = f ( P ( ^ 1 f 1 ^ * v , u ) . 

Because of the symmetry of P it follows that 

P(<f'1)= <t~a !>{</) 

0 = f(u. o '>- 1 ) n + - 'P( t f ' )J i " 1 (<r 2 j + n ^ " 1 ) + £ ) v ) , 

o = <f (tx-l)n+ j P^)*"1 ( ^ + n 0 i _ 1 ) +e ). 

P(x) divides x
2 J + ^ - l ) + g ; 

P(x) divides (x2-l)xI1^l"1) 

p P(x) divides X - 1 , 

P(x) = x -S and (3.2). 

If il=l then Lemma 2 is proved already. 

If^L>l then P( <r j'*'* M = M p - m. + m and hence dim 
Mp = 2, dim Mp! = dim M - dim Mp = 2Çu,-I). On the other hand 
it follows from P(S) u = 0 according to (3.4) that f(u, P(<f)v) = 
£(P(<sr~l) u,v) = f( tf"nP(</) u,v) = 0 so that Mp 2 P(<0 M. Since 
dim P(<f )M = 2(ju, - 1) it follows that Mp

f = P(<T)M. 

If p=2 then there is a basis ajj, a i 2 of Mi such that P(a')ail 

=a i 2 * f ( a i l ' ai?) = ° ( i = 1 « 2 )> f ( a i ? > a22^ = °' h e n c e f ( a l l ' a 22^ 
î 0, f(a21 , a ) i 0. If the characteristic of f is not 2 then set 

\ l = a l l - i&*ll> all> 2 * i r a 2 2 ) _ i a22' b12 \ a i 2 l ' /
b 2 1 7 a21 

- 2 Ma21' a 21' f ' a 21' a12' a12' 22 = a 22' s o t h a * ^ 
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direc t sum of the isotropic indecomposable invariant subspaces 
F b n + F b i Z (i = 1,2). 

Apply induction overyu,. L.et/ju> 2. The given indecomposable 
m a t r i x pair induces on M p ^ - ^ / M p a ma t r i x pai r to which the 
inductional assumption can be applied so that P(tf)M will be the 
di rect sum of two isotropic indecomposable invariant subspaces 
L^, L 2 each of dimensionyuu - 1. Since dim L.f = dim M ~ dim L.̂  
= ̂ + 1, but iyz-xPfdOM = L. + P ^ ) ^ 2 L k with i ^ k, it follows 
that there is an element x i of l^1 which does not belong to P(ef*) M. 
Since P(rf)M*s M * it follows that there is an element y. of M 
for which f(x., y.~) ^ 0. The element z i = x. - jf(x.^t y . p fJx.-jXj^ 

belongs to L.- ! ,^u t n o t t ô P((J /)^ s o that f(z. ,z.) vanishes and 
therefore the invariant subspace F Ï / 3 z. = K. generated by z^ is 
an isotropic indecomposable subspace of dimensionju, for which 
P ^ ) ^ belongs to L . ' / ^ P ^ l M and therefore P(^) 2 K. belongs to 
P(d')L£ so that K, and K? in te rsec t in 0 and M = Ki + K^, q . e . d . 

Fo r the following we r e m a r k that every m a t r i x Y satisfying 

( 3 ' 6) ILj mY = Q ( x ) = ** + ° ^ **" l + • ' • + ^ o " 

i s s imi lar to the ma t r ix 

Y Q = 

0 
1 0 

1 . . 

0 -oU..* 
1 -o l^ .» 

Moreover we define the ma t r ix p a i r s 

(3.7) (X(Y,S ), A(Y,£ )) = 

and we observe that the ma t r i x p a i r s (X(Y,£) , A(Y,£ )) and 
( X f T Y T " 1 ^ ) , A f T Y T " 1 ^ ) ) a re equivalent. Now we have 

THEOREM 1. If the charac te r i s t i c of the field of reference 
is not 2 then 

a) any indecomposable m a t r i x pai r with decomposable f i rs t 
constituent and regular second constituent that is ei ther symmet r ic 
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or a n t i - s y m m e t r i c i s equivalent to the m a t r i x pair (3 . 7) where 
the m a t r i x Y sa t i s f i e s (3 .6) such that the polynomial Q(x) = P(x/ 
i s a power of an irreducible polynomial P(x) which i s e i ther 
a s y m m e t r i c or of the form x - S where 6 sa t i s f i e s ( 3 . 2 ) , and 
converse ly ; b) any m a t r i x pair, with indecomposable f i r s t c o n s 
tituent and regular second constituent that i s e i ther s y m m e t r i c 
or a n t i - s y m m e t r i c , i s equivalent to the matr ix pair 

( X f A y = ((X.k).., (A.k)) = ( X . A J Q ) ( i , k = 1 , 2 , . . . , / * ) 

where 

(3 .8 ) X i k = S i k Y p + $ . ) k + 1 Y p ( i . k - 1 . 2 . . . . , / x ) 

AJC)= ( A . , ) , A. , = V C ( i , k = 1 , 2 , . . . , / » ) 

and e i ther 

(3.9)/.= 2^rik = ( -D'C1^) +(-DkC^i) 

or 

(3 . 10) /*.= Z^r- 1, 

y* = (-i>iCiy)+ K-D^^tV)+ < -i>V:M< V+Vf.V) 
such that C i s a regular m a t r i x of d e g r e e n satisfying 

(3.1D c T = ( - i y ^ 1 e c , 

(3 .12) YpCY = C 

and the polynomial P(x) i s i rreduc ib le s y m m e t r i c . 

C o n v e r s e l y , if P(x) i s a s y m m e t r i c i rreduc ib le polynomial 
and if C i s a regular m a t r i x satisfying ( 3 . 1 1 ) , (3 . 12) then by 
m e a n s of ( 3 . 8 ) , (3 .9 ) and (3 .10) a m a t r i x pair ((X., ) , (A., )) i s 
defined with indecomposable f irs t constituent and regular second 
constituent that i s e i ther s y m m e t r i c or a n t i - s y m m e t r i c . 

Proof of a ) . According to the two prev ious l e m m a s there 
i s a decompos i t ion of any representat ion space M into the d irect 
sum of two i so tropic indecomposable invariant subspaces M j , 
M ? of equal d imens ion . Let a 1 f a . , . . . , a be an F - b a s i s of c l 2 m 
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M, . Since dim M^1 = dim M - dim M, = dim M .and M^ is 
contained i n M , 1 it follows that M^! = M^, M^V-N M^ = 0 and 
therefore the equations f ( a i , b , ) = S i k ( i ,k = 1,2, . . . , m) which 
for fixed value of k can be t ransformed into a system of l inear 
equations for the coefficients of b^. with respec t to a basis of M , 
have prec ise ly one solution in M?. Moreover the elements b^ , 
b ? , . . . , b form an F - b a s i s of M ? because any l inear relat ion 
£ * k b k = O ^ p i i e s that 0 = ffa^,, £ A j b ) = ZXK"f (<W.>-<&-iO»"Xt 
Choosing the basis a* , a_, . . . , a , b. , . . . , b of M we 

° I 2 m l m 
obtain the ma t r ix pair 

( E = ± 1) 
Z ' ' \ £ 1 0 

m 
-T where Z = Y on account of (0. 1). 

The res t r ic t ions on P(x) mentioned in Theorem 1 a) follow 
from Lemma 2. Conversely, for any polynomial Q(x) = P(xj with 
highest coefficient 1 a m a t r i x pair satisfying (3 .6) , (3. 7) has a 
second constituent that is regular and either symmetr ic or ant i 
symmet r i c . If P(x) = x - 8 and if (3.2) holds then P(x) divides 
the polynomial x^J for all non-negative in tegers so 
that (3.5) i s identically satisfied for the elements u of a r e p r e 
sentation space M. Therefore for every indecomposable invariant 
component of M the in tersect ion with i ts orthogonal subspace 
does not vanish so that M is orthogonally indecomposable. If 
P(x) is an i r reducible a symmet r i c polynomial with highest 
coefficient 1 then the m a t r i x pai r defined by (3 .6) , (3 . 7) induces 
a decomposition of M into the direct sum of two isotropic inde
composable invariant subspaces that a r e nei ther orthogonal to 
each other nor operator i somorphic . Hence there is no other 
decomposition of M into the direct sum of indecomposable in
variant subspaces and thus M is orthogonally indecomposable. 

Proof of b). We define l inear opera to rs D , D. = D, D^, 
. . . of F[xJ over F by 

(3.13) D.fëcK*1 ' ) * 1 ( { ) * x J ^ 
J j J 

satisfying the rules 

(3.14) D ^ . M 1 ^ 1 ) D h + . 
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(3. 15) Dh
n = (f) ( ( " -W- D 

(3.16) Do =J. 

( h I ) n - l nh 

D l = D = ^ 

_ d n 
n'.D 

n dx' 

(3 . 17) Dh(PQ) =Ei=
h

0 D.(P) Dh_.(Q) 

(3 . 18) Dh(P") = -^- . D« (P) D ^ ( P ) . . . D ^ ( P ) 

Let m be a l inear space , V be a l inear transformat ion of 
m , % be another l inear transformation of m that i s permutable 
withIf jlet.O. be an i somorphic mapping of m onto another l inear 
space 0. m , l e t 

(3 .19) M = Z l ^ 1 0 . m 

be the direct sum of the l inear spaces 0 ,m, let d be the l inear 
transformat ion of M that i s defined by 

(3 .20) tf ( 2 ^ a l O.u.) = I ^ ^ . v u . + ^ 2 ^ . ^ ( u . e m ) 

and let O^+i ®u^-2' ^ e t^ i e ^ n e a r mapping of rn onto the 
z e r o e l ement of M. Then 

(3 .21) <f m ( 9 . a ) = Z™0 e^zhf)-» m ' j u ) 

(3 .22) Q(<0 ( 8 . u ) = I j ? 0 0 . + j ( r i D . Q ( v ) u ) 

If P(v) = 0 then 

(3.23) D.P^-I(V)= s : v ( v ) V ( v ) - - ' V i p ( v ) 

fO if j < / i - 1, 

' ( D P ( V | ) * _ 1 i f j = A L - l 
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(3.24) DjP^v) = 0 if j £ /«--» 

(3. 25) PA"1(o')(8 iu) = X ^ Q 1 ei+j(1T,DjP
M"1(«u)(u)) 

= V i ( T D P M ) A ' 1 ( u ) 

if i > 1, 

I O J T J ' " 1 ( D P ( V ) ) H " 1 ( U ) ) i f i = i , 
r 

(3.26) 

Hence 

(3.27) 

satisfying 

(3.28) 

we find 

(3.29) 

(3.30) 

P»V) = 0. 

for the ma t r i x 

X = U . . Y + S. , X 1 T ) lk p i ,k+l 

T Y p = Y p T 

^ ' M - I ^ 1 

P^(X) = 0. 

\ Î > -K— •»• > ^ * • • • »/« 

D P ( Y p r _ 1 ) 

If P is a separable polynomial then there is a polynomial 
equation A(x)P(x) + B(x)DP(x) = 1 from which it follows that 
DP(Y ) is a regular ma t r i x , hence P ^ " 1 (X) t 0 if T is not 
nilpotent. It follows that 

(3.31) m X = ^ X = P 

if P(x) is i r reducible with highest coefficient 1 and distinct from 
x and if T = Y p . Moreover in this case we have 

(3.32) P^ 1 (X)=^. uS k lY5" 1 (DP(Y p ) )> 1" i ) . 

Hence in the case b) the given indecomposable ma t r i x pa i r is 
equivalent to a ma t r ix pair ((X.jJ, (A., )) satisfying (3.8) . 

lf/UL= 0, 1 then the theorem is c lea r . Apply induction over 
/ i . LetyiU > 1. Let M be a representa t ion space of (X, A). Then 
dim P ( O M = n ( ^ - l ) , dim (P(tf)M)1 = iyuL-nOji-1) = n, (P(</)M)! = 
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P(rf') ML, hence the given pair induces an indecomposable pai r 
with representat ion space P(<s')M/P(<y) M. By inductional 
assumption the given ma t r ix pair is equivalent to a ma t r ix pa i r 
(X, B) = ((X.k), (BiH)) satisfying (3.8) , (3.11), (3.12) and the 
equations B ^ = A-i in the event that 1< i<yU, 1 < k<yu* Moreover 

(3.33) B i k=0 if i=/ju, l ^ k ^ ^ u o r l c i ^ y U , k=/u 

and 

(3.34) B i k = Y p
T ( B i k + B i ) k + 1 + B i + l k + B i + l k + 1 ) Y p 

if l ^ i ^ ^ L , 1^ k^ytLwhere by definition B . ^ ^ = B. , 1 = 0 . 

Hence 

(3.35) * ] * = * ? B ^ Y P a - A 2 , ^ l s V 
s imilar ly B j a A.* . 

The equation (3. 34) suggests considering relat ions of the 
form 

T 
(3. 36) U = Y UY + V 

P P 
T 

where Y V Y p = V. 

It follows 
induction over 
hence for any polynomial Q 

that ^ p " T V =VYPiYp-TU = • Yp+VYp and by 
i it follows that (Yp-nTu^UYpHVf iYp 1 " 1 ) , 

- l . T 
(3.37) Q(Yp ) U = UQ(Yp) + V(DQ(Yp)), 

0 = P(Yp)=P(Y p ' 1)=UP(Y p)+V(DP(Y p))=V(DP(Y p) . 

Since P is separable it follows from P(Y p)=0 that DP(Y p ) 
i s a regular ma t r i x and hence V = 0, 

(3.38) U=Yp UYp 

(3.39) Q{Yp - 1) U = U Q ( Y p ) 

so that (3. 34) splits into 
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(3.40) B i k = Y^ B. kY p 

and 

(3.41) 0 = B i ) k + 1 + B i + l i k + B i + l k + 1 ( l ^ i ^ . I 4 k * ^ . 

Thus we obtain for all pairs i,k that are different from 1,1, the 
relation A-, =B., . In order to make B j , vanish, thus reaching 
full coincidence, we replace the matrix pair (X,(B^)) by the 
equivalent pair (X,TTBT) where T = ( 8 ^ + 8 S kQ(Yp"L)) 
(i,k = 1,2, . . . ,u) and the polynomial Q(x) satisfies the equation 

(3.42) B u + ( - l f Q I Y p " 1 ) 1 C - CQ(Yp
_1) = 0. 

From (3. 11) and (3. 39) we infer 

(3.43) C" Q(Yp
_1) = Q(Yp) C. 

A special case of (3.40) is 

(3.44) B u = Y p
T B u Y p . 

From (3. 12) and (3.44) it follows that 

(3.45) Y ; 1 C _ 1 B U Y P = C - 1 B 1 1 = G 

so that the matrix equation (3.42) is turned into 

(3.46) G = ( - l / * 1 Q(Yp) + Q(Yp" ). 

T 
On the other hand it follows from the equation B = B 

that 

T T T u+1 T 
(3.47) B i i = B n = C G = G C • = ( - l r S G C. 

The only matrices permutable with Yp are the polynomials 
in Yp or, what amounts to the same, the polynomials in Y p " 
so that G = RtYp""1) with R(x) being a certain polynomial. Because 
of (3.47) it satisfies the equation 

U.+1 - I T - 1 
( • i f R(Yp V C = CR(Y p ). 

But from (3. 39) it follows that 
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RfYp1)"1 C = C R ( Y p ) 

so that 

( - l ) * + 1 R ( Y p ) - R ( Y p
r " 1 ) = 0 

and (3 .46) i s so lved by sett ing 

(3 .48) Q(x) = | ( - l ) ^ + 1 R ( x ) , q . e . d . 

Appl icat ions of T h e o r e m 1 wil l be made in the l a s t part of 
this paper . 

(to be continued) 

McGil l Univers i ty 

CORRECTION TO PART I 

P a g e 32 , l ine 16, F o r " o t i k " read " | i k " . 

P a g e 34 , l ine 13, F o r "any x - i n M " read " a n y x in M^ ,r. 

I l l 

https://doi.org/10.4153/CMB-1958-012-7 Published online by Cambridge University Press

https://doi.org/10.4153/CMB-1958-012-7

