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#### Abstract

Let $k \geq 0$ be an integer, $T=(T(t))_{t \in \mathbb{R}}$ a $C_{0}$-group of bounded operators and $A$ the infinitesimal generator of $T$. We prove that if, $$
\|T(t)\|=o\left(t^{k+1}\right) \quad \text { and } \quad \log ^{+}\|T(-t)\|=o\left(t^{1 / 2}\right) \quad(t \rightarrow+\infty),
$$ and if the spectrum of $A$ is equal to $\{\lambda\}$, then $A$ is bounded and $(A-\lambda)^{k+1}=0$. Examples are given to show that these conditions are, essentially, the best possible.
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## 1. Introduction

Let $X$ be a Banach space and let $T: \mathbb{R} \rightarrow L(X)$ be a $C_{0}$-group, that is, $T$ satisfies the following conditions:
(i) $T(0)=I$, where $I$ is the identity operator;
(ii) $T(t+s)=T(t) T(s) \quad(t, s \in \mathbb{R})$;
(iii) For each $x \in \mathbb{R}$, the map $t \rightarrow T(t) x$ is norm-continuous from $\mathbb{R}$ into $X$.

Let $\mathscr{D}$ be the set of all $x \in X$ such that the limit

$$
A x=\lim _{t \rightarrow 0} \frac{T(t) x-x}{t}
$$

exists. Then $\mathscr{D}$ is a linear space dense in $X$ and $A$ is a closed linear operator with domain $\mathscr{D}[11, \mathrm{p} .5] ; A$ is called the infinitesimal generator of $T$.

In this paper we consider the following problem: Under what conditions on $T$ do we have $(A-\lambda)^{k+1}=0$, when the spectrum of $A, \sigma(A)$, is equal to $\{\lambda\}$ and where $k \geq 0$ is a given integer?

We prove that if $T$ satisfies the conditions
(a) $\quad\|T(t)\|=o\left(t^{k+1}\right) \quad(t \rightarrow+\infty)$,
(b) $\quad \log ^{+}\|T(-t)\|=o\left(t^{1 / 2}\right) \quad(t \rightarrow+\infty)$,
and if $\sigma(A)=\{\lambda\}$, then $A$ is bounded and $(A-\lambda)^{k+1}=0$.
We obtain this result by using spectral sythesis arguments in weighted algebras. For $k=0$ we give the equivalence between the above result and the spectral synthesis property for points. We prove that if $\omega$ is a weight on $\mathbb{R}$ then points satisfy the $\omega$-spectral synthesis if and only if for all $C_{0}$-groups $T$ dominated by $\omega$ such that $\sigma(A)=\{\lambda\}$, we have $A=\lambda I$.

For the analogous problem in the discrete case, some results are known. Let $R$ be a bounded and invertible operator on a Banach space with spectrum equal to $\{\lambda\}$. Gelfand proved that if the sequence $\left(R^{n}\right)_{n \in \mathbb{Z}}$ is bounded then $R=\lambda I$ (see [1, 12]). This result is extended in [2] and [14] to contractions $R$ such that

$$
\log ^{+}\left\|R^{-n}\right\|=o\left(n^{\frac{1}{2}}\right) \quad(n \rightarrow+\infty)
$$

More generally, it is proved in [2] that if $\left(b^{\prime}\right)$ and
(c) $\quad\left\|R^{n}\right\|=O\left(n^{k}\right) \quad(n \rightarrow+\infty)$
hold, then $(R-\lambda)^{k+1}=0$. We improve this result by replacing (c) by the condition

$$
\left\|R^{n}\right\|=o\left(n^{k+1}\right) \quad(n \rightarrow+\infty)
$$

Finally, we construct examples to show that (a), (b) and ( $a^{\prime}$ ), ( $b^{\prime}$ ) are, essentially, the best growth conditions for the two results.

## 2. Entire functions of exponential type zero

Let $f$ be an entire function. Then $f$ is said to be of exponential type if there exists a constant $c>0$ such that $|f(z)|=O\left(e^{c|z|}\right)(z \in \mathbb{C})$.

The infimum $\tau$ of all constants $c$ for which the above inequality holds is called the exponential type of $f$. It is easy to see that

$$
\tau=\limsup _{|z| \rightarrow+\infty} \frac{\log |f(z)|}{|z|}
$$

THEOREM 2.1. Let $f$ be an entire function of exponential type zero. If $f$ is bounded on $[0,+\infty)$ and satisfies $\log ^{+}|f(-t)|=o\left(t^{1 / 2}\right)(t \rightarrow+\infty)$, then $f$ is constant.

Proof. Set, for $z \in \mathbb{C} \backslash(-\infty, 0], \log z=\log |z|+i \operatorname{Arg}(z)$, where $\operatorname{Arg}(z)$ is the determination of the argument of $z$ which belongs to $(-\pi,+\pi]$. The function $z \rightarrow z^{1 / 2}=e^{(\log z) / 2}$ is analytic on $\mathbb{C} \backslash(-\infty, 0]$ and continuous on $\mathbb{C} \backslash(-\infty, 0)$. Denote by $\mathbb{C}_{+}$the right-hand half plane $\{z \in \mathbb{C}: \operatorname{Re} z>0\}$. Let $\epsilon>0$ and set

$$
g_{\epsilon}(z)=e^{-\epsilon z^{1 / 2}} f(i z) \quad\left(z \in \overline{\mathbb{C}}_{+}\right)
$$

Then $g_{\epsilon}$ is analytic on $\mathbb{C}_{+}$and continuous on $\overline{\mathbb{C}}_{+}$. We have

$$
\left|g_{\epsilon}(z)\right|=e^{-\epsilon \operatorname{Re}\left(z^{1 / 2}\right)}|f(i z)|=e^{-\epsilon|z|^{1 / 2} \cos \left(\frac{1}{2} \operatorname{Arg} z\right)}|f(i z)| .
$$

For $z \in \mathbb{C}_{+}, \cos \left(\frac{1}{2} \operatorname{Arg} z\right) \geq 0$ and so $\left|g_{\epsilon}(z)\right| \leq|f(i z)|$. Since $f$ is of exponential type zero, we have for an arbitrary $a>0$,

$$
\left|g_{\epsilon}(z)\right|=O\left(e^{a|z|}\right) \quad(|z| \rightarrow+\infty, \operatorname{Re} z \geq 0)
$$

Moreover, we obtain for $t \in \mathbb{R},\left|g_{\epsilon}(i t)\right|=e^{-\epsilon(t \mid / 2)^{1 / 2}}|f(-t)|$. The hypothesis on $f$ implies that there exists a constant $m_{\epsilon}>0$ such that $|f(t)| \leq m_{\epsilon} e^{\epsilon(|t| / 2)^{1 / 2}}(t \in \mathbb{R})$. Thus $g_{\epsilon}$ is bounded by $m_{\epsilon}$ on the imaginary axis. It follows from [4, Theorem 1.4.3] that $g_{\epsilon}$ is bounded by $m_{\epsilon}$ on $\overline{\mathbb{C}}_{+}$. We have

$$
|f(i z)|=\left|e^{\epsilon z^{1 / 2}} g_{\epsilon}(z)\right|=e^{\epsilon|z|^{1 / 2} \cos \left(\frac{1}{2} \operatorname{Arg} z\right)}\left|g_{\epsilon}(z)\right| \leq m_{\epsilon} e^{\epsilon|z|^{1 / 2}}
$$

So

$$
\limsup _{|z| \rightarrow+\infty, \operatorname{Re} z \geq 0} \frac{\log |f(i z)|}{|i z|^{1 / 2}}=0
$$

Applying the same method to the function $f(-z)$, we obtain

$$
\limsup _{|z| \rightarrow+\infty, \operatorname{Re} z \leq 0} \frac{\log |f(i z)|}{|i z|^{1 / 2}}=0
$$

Finally, the function $f$ is of growth $(1 / 2,0)$ in the sense of [4, Chapter 2] and bounded on $[0,+\infty)$. Hence $f$ is constant by [4, Theorem 3.1.5].

COROLLARY 2.2. Let $k \geq 0$ be an integer and let $f$ be an entire function of exponential type zero. If $f$ satisfies the two following conditions,
(i) $f(t)=o\left(t^{k+1}\right) \quad(t \rightarrow+\infty)$,
(ii) $\log ^{+}|f(t)|=o\left(t^{\frac{1}{2}}\right) \quad(t \rightarrow+\infty)$,
then $f$ is a polynomial of degree $\leq k$.
Proof. Consider the function

$$
g(z)=\frac{1}{z^{k+1}}\left(f(z)-\sum_{i=0}^{k} \frac{f^{(i)}(0)}{i!} z^{i}\right)
$$

It is easily verified that $g$ satisfies the hypothesis of Theorem 1.1 and thus $g$ is constant. It follows from the definition of $g$ that $f$ is a polynomial of degree $\leq k+1$, and from condition (i) that $f$ is polynomial of degree $\leq k$.

## 3. Spectral synthesis in weighted algebras

Let $\omega$ be a continuous function on $\mathbb{R}$ such that $\omega(t) \geq 1$ and $\omega(t+s) \leq$ $\omega(t) \omega(s)(t, s \in \mathbb{R})$. The function $\omega$ is called a weight.

Denote by $M_{\omega}(\mathbb{R})$ the space of all complex-valued measures $\mu$ on $\mathbb{R}$ such that

$$
\|\mu\|_{\omega}=\int_{-\infty}^{+\infty} \omega(t) d|\mu|(t)<+\infty
$$

where $|\mu|$ is the total variation of $\mu$. Let $\mu, v \in M_{\omega}(\mathbb{R})$. By the Riesz representation theorem there exists a unique measure, denoted $\mu \star \nu$ and called the convolution product of $\mu$ and $\nu$, such that

$$
\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f(s+t) d \mu(s) d v(t)=\int_{-\infty}^{+\infty} f(s) d(\mu \star v)(s)
$$

for all continuous functions $f$ on $\mathbb{R}$ which vanish at infinity. We have $\mu \star v \in M_{\omega}(\mathbb{R})$ and $\|\mu \star \nu\|_{\omega} \leq\|\mu\|_{\omega}\|\nu\|_{\omega}$.

The space $M_{\omega}(\mathbb{R})$ with convolution product and norm $\|\cdot\|_{\omega}$ is a unital Banach algebra (see [9, Sec. 4.16]). If we denote by $\delta_{\imath}$ the Dirac measure concentrated at $\{t\}$, then $\delta_{0}$ is the unit of $M_{\omega}(\mathbb{R})$ and $\left\|\delta_{t}\right\|_{\omega}=\omega(t)(t \in \mathbb{R})$.

Set $L_{\omega}(\mathbb{R})$ to be the space of all measurable functions $f$ such that

$$
\|f\|_{\omega}=\int_{-\infty}^{+\infty}|f(t)| \omega(t) d t<+\infty .
$$

The space $L_{\omega}(\mathbb{R})$ is naturally identifiable with a closed ideal of $M_{\omega}(\mathbb{R})$. The convolution product of $f, g \in L_{\omega}(\mathbb{R})$ is defined almost everywhere in the formula

$$
(f \star g)(s)=\int_{-\infty}^{+\infty} f(t) g(s-t) d t
$$

The dual of $L_{\omega}(\mathbb{R})$, denoted by $L_{\omega^{-1}}^{\infty}(\mathbb{R})$, is the set of all measurable functions $g$ such that $\operatorname{esssup}_{t \in \mathbb{R}}|g(t)| / \omega(-t)<+\infty$, and the duality is implemented by the formula

$$
\langle f, g\rangle=\int_{-\infty}^{+\infty} f(t) g(-t) d t \quad\left(f \in L_{\omega}(\mathbb{R}), g \in L_{\omega^{-1}}^{\infty}(\mathbb{R})\right)
$$

We say the weight $\omega$ is regular if

$$
\int_{-\infty}^{+\infty} \frac{\log \omega(t)}{1+t^{2}} d t<+\infty
$$

It is well-known that the algebra $L_{\omega}(\mathbb{R})$ is regular in the sense of $[10, \mathrm{pp} .221,226]$ if and only if the weight $\omega$ is regular [10, p. 118].

For $\mu \in M_{\omega}(\mathbb{R})$ we denote by $\hat{\mu}$ the Fourier transformation of $\mu$, so that

$$
\hat{\mu}(x)=\int_{-\infty}^{+\infty} e^{-i x t} d \mu(t) \quad(x \in \mathbb{R}) .
$$

If $I$ is a closed ideal of $L_{\omega}(\mathbb{R})$, the hull of $I$ is the set $h(I)=\{x \in \mathbb{R}: \hat{f}(x)=0(f \in$ I) \}.

Let $E$ be a closed subset of $\mathbb{R}$. We set $I_{\omega}(E)=\left\{f \in L_{\omega}(\mathbb{R}): \hat{f}_{\mid E}=0\right\}$, and we denote by $J_{\omega}(E)$ the closure, with respect to the norm $\|\cdot\|_{\omega}$, of the set $\left\{f \in L_{\omega}(\mathbb{R})\right.$ : $\hat{f}=0$ on some neighbourhood of $E\}$. It is easily seen that $I_{\omega}(E)$ and $J_{\omega}(E)$ are closed ideals of $L_{\omega}(\mathbb{R})$. If the weight $\omega$ is regular then $h\left(I_{\omega}(E)\right)=h\left(J_{\omega}(E)\right)=E$ and $J_{\omega}(E) \subseteq I \subseteq I_{\omega}(E)$ for all closed ideals $I$ of $L_{\omega}(\mathbb{R})$ such that $h(I)=E[10, \mathrm{p}$. 224].

Definition 3.1. Let $\omega$ be a regular weight and let $E$ be a closed subset of $\mathbb{R}$. Then
(i) E satisfies $\omega$-synthesis if $J_{\omega}(E)=I_{\omega}(E)$;
(ii) $f$ satisfies $\omega$-synthesis for $E$ if $f \in J_{\omega}(E)$.

Thus $E$ satisfies the $\omega$-synthesis when there exists exactly one closed ideal in $L_{\omega}(\mathbb{R})$ with hull $E$.

In [13] it is proved that closed countable subsets of $\mathbb{R}$ satisfy the $\omega$-synthesis for all weights $\omega$ such that

$$
\begin{cases}\omega(t)=1 & (t \geq 0)  \tag{1}\\ \log \omega(-t)=o\left(t^{\frac{1}{2}}\right) & (t \rightarrow+\infty)\end{cases}
$$

Theorem 3.2. Let $x \in \mathbb{R}$, let $k \geq 0$ be an integer and let $\omega$ be a weight such that:
(i) $\omega(t)=o\left(t^{k+1}\right) \quad(t \rightarrow+\infty)$;
(ii) $\log \omega(-t)=o\left(t^{\frac{1}{2}}\right) \quad(t \rightarrow+\infty)$;
(iii) $\lim \inf _{|t| \rightarrow+\infty} \omega(t) /\left(1+|t|^{k}\right)>0$.

Then a function $f \in L_{\omega}(\mathbb{R})$ satisfies $\omega$-synthesis for $\{x\}$ if and only if $\hat{f}^{(i)}(x)=0$ for $i=0,1, \ldots, k$.

Proof. By using the transformation $f(t) \rightarrow e^{i x t} f(t)$ we can suppose that $x=0$. Assume that $f$ satisfies the $\omega$-synthesis for $\{0\}$. Let $\left(f_{n}\right)_{n \geq 0}$ be a sequence in $L_{\omega}(\mathbb{R})$ such that for each integer $n, \hat{f}_{n}$ vanishes on a neighborhood of $\{0\}$ and $\left\|f_{n}-f\right\|_{\omega} \rightarrow 0$ as $n \rightarrow+\infty$. Condition (iii) ensures the existence of the first $k$ derivatives for all

Fourier transforms of elements of $L_{\omega}(\mathbb{R})$, and we have for $i=0, \ldots, k \hat{f}_{n}^{(i)}(0)=0$, $\hat{f}_{n}^{(i)}(0) \rightarrow \hat{f}^{(i)}(0)$ as $n \rightarrow+\infty$, and so $\hat{f}^{(i)}(0)=0$.

Conversely, let $\pi$ be the canonical surjection from $L_{\omega}(\mathbb{R})$ onto $L_{\omega}(\mathbb{R}) / J_{\omega}(\{0\})$. There exists $p \in L_{\omega}(\mathbb{R})$ such that $\pi(p)$ is the unit of the quotient algebra $L_{\omega}(\mathbb{R}) / J_{\omega}\{(0)\}$ (see [13, Proposition 1.2]).

For all $t \in \mathbb{R}$ set $\pi\left(\delta_{t}\right)=\pi\left(p \star \delta_{t}\right) ;\left(\pi\left(\delta_{t}\right)\right)_{t \in \mathbb{R}}$ is a norm-continuous $C_{0}$-group, and so there exists $u=\lim _{t \rightarrow+\infty}\left(\pi\left(\delta_{t}\right)-\pi\left(\delta_{0}\right)\right) / t$ such that $\pi\left(\delta_{t}\right)=e^{t u}(t \in \mathbb{R})$ [9, Theorem 9.4.2].

The weight $\omega$ is regular and so $h\left(J_{\omega}(\{0\})\right)=\{0\}$. Thus the set of characters of the algebra $L_{\omega}(\mathbb{R}) / J_{\omega}(\{0\})$ is equal to $\left\{\chi_{0}\right\}$, where $\chi_{0}(\pi(f))=\hat{f}(0),\left(f \in L_{\omega}(\mathbb{R})\right)$. Hence the spectrum of $u$ equals $\left\{\chi_{0}(u)\right\}=\{0\}$ and so $\lim _{n \rightarrow+\infty}\left\|u^{n}\right\|^{1 / n}=0$. Hence, for each $\epsilon>0$, there exists a constant $m_{\epsilon}>0$ such that $\left\|u^{n}\right\| \leq m_{\epsilon} \epsilon^{n}(n \geq 0)$.

Set $\varphi(z)=e^{z u}(z \in \mathbb{C})$. Then,

$$
\|\varphi(z)\| \leq \sum_{n=0}^{+\infty} \frac{\left\|u^{n}\right\||z|^{n}}{n!} \leq m_{\epsilon} \sum_{n=0}^{+\infty} \frac{\epsilon^{n}|z|^{n}}{n!}=m_{\epsilon} e^{\epsilon|z|},
$$

and so $\varphi(z)$ is a vector-valued entire function of exponential type zero. Moreover $\varphi(t)=\pi\left(\delta_{t}\right)(t \in \mathbb{R})$, and so

$$
\|\varphi(t)\|=\left\|\pi\left(\delta_{t}\right)\right\|=\left\|\pi\left(p \star \delta_{t}\right)\right\| \leq\|p\|_{\omega} \omega(t)
$$

It follows from the Hahn-Banach theorem and from Corollary 2.2 that $\varphi(z)$ is a polynomial of degree $\leq k$. Let $a_{0}, \ldots, a_{k} \in L_{\omega}(\mathbb{R}) / J_{\omega}(\{0\})$ be such that

$$
\varphi(z)=a_{0}+a_{1} z+\cdots+a_{k} z^{k}
$$

Recall that the dual of $L_{\omega}(\mathbb{R}) / J_{\omega}(\{0\})$ can be identified with $J_{\omega}(\{0\})^{\perp}$ by using the isomorphism

$$
\theta: J_{\omega}(\{0\})^{\perp} \rightarrow\left(L_{\omega}(\mathbb{R}) / J_{\omega}(\{0\})\right)^{\star}
$$

defined by $\theta(g)=\tilde{g}$ where $g=\tilde{g} \circ \pi\left(g \in J_{\omega}(\{0\})^{\perp}\right)$. We obtain, for $g \in$ $J_{\omega}(\{0\})^{\perp}, t \in \mathbb{R}$,

$$
\left\langle p \star \delta_{t}, g\right\rangle=\left\langle\pi\left(\delta_{t}\right), \tilde{g}\right\rangle=\sum_{i=0}^{k}\left\langle a_{i}, \tilde{g}\right\rangle t^{i}
$$

Let $f \in L_{\omega}(\mathbb{R})$ be such that $\hat{f}_{n}^{(i)}(0)=0$ for $i=0, \ldots, k$ and let $g \in J_{\omega}(\{0\})^{\perp}$. We
have

$$
\begin{aligned}
\langle f, g\rangle & =\langle f \star p, g\rangle \\
& =\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f(s) p(t-s) g(-t) d t d s \\
& =\int_{-\infty}^{+\infty} f(s) \int_{-\infty}^{+\infty} p(t-s) g(-t) d t d s \\
& =\int_{-\infty}^{+\infty} f(s)\left\langle p \star \delta_{s}, g\right\rangle d s=\int_{-\infty}^{+\infty} f(s)\left(\sum_{j=0}^{k}\left\langle a_{j}, \tilde{g}\right\rangle s^{j}\right) d s \\
& =\sum_{j=0}^{k}\left\langle a_{j}, \tilde{g}\right\rangle \int_{-\infty}^{+\infty} f(s) s^{j} d s=\sum_{j=0}^{k}\left\langle a_{j}, \tilde{g}\right\rangle(-i)^{j} \hat{f}^{(j)}(0)=0
\end{aligned}
$$

So $f \in J_{\omega}(\{0\})$.

REMARK. For $k=0$, Theorem 3.2 shows that points satisfy $\omega$-synthesis for all weights $\omega$ such that

$$
\begin{cases}\omega(t)=o(t) & (t \rightarrow+\infty)  \tag{2}\\ \log \omega(-t)=o\left(t^{\frac{1}{2}}\right) & (t \rightarrow+\infty)\end{cases}
$$

and this improves [8, Theorem 8.1].
Suppose that $\omega$ satisfies $\liminf _{|t| \rightarrow+\infty} \omega(t) /|t|>0$. Set $I=\left\{f \in L_{\omega}(\mathbb{R}): \hat{f}(0)=\right.$ $\left.\hat{f}^{\prime}(0)=0\right\} ; I$ is a closed ideal of $L_{\omega}(\mathbb{R})$ different from $I_{\omega}(\{0\})$ and with $h(I)=\{0\}$. So $\{0\}$ does not satisfy the $\omega$-synthesis.

It follows from this observation that (2) gives, essentially, the best growth conditions on $\omega$ for which points satisfy $\omega$-synthesis.

## 4. $C_{0}$-groups satisfying some growth conditions

Let $T$ be a $C_{0}$-group with a generator $A$ and let $\omega$ be a regular weight such that $\|T(t)\|=O(\omega(t))(|t| \rightarrow+\infty)$. For example, $\omega$ can be the weight $\omega_{T}=$ $(\|T(t)\|)_{t \in \mathbb{R}}$.

For $\mu \in M_{\omega}(\mathbb{R})$, we define

$$
\mu(T)=\int_{-\infty}^{+\infty} T(t) d \mu(t)
$$

(Here the integral is the Bochner integral with respect to the strong operator topology [9, Theorem 3.8.2].) The map $\psi: M_{\omega}(\mathbb{R}) \rightarrow \mathscr{L}(X), \mu \rightarrow \mu(T)$ is a continuous algebra homomorphism satisfying

$$
\|\mu(T)\| \leq \sup _{t \in \mathbb{R}} \frac{\|T(t)\|}{\omega(t)}\|\mu\|_{\omega}
$$

Denote by $\sigma(A)$ the spectrum of $A\left[9\right.$, Definition 2.16.1]. Let $\mathscr{R}(\lambda)=(\lambda-A)^{-1}$ be the resolvent of $A$, so that $\mathscr{R}$ is defined and analytic on $\mathbb{C} \backslash \sigma(A)$.

Since $\omega$ is a weight, the limits $\lim _{t \rightarrow \pm \infty} \log \omega(t) / t$ exist; and since $\omega$ is regular, $\lim _{|t| \rightarrow+\infty} \log \omega(t) /|t|=0$. In particular, $\|T(n)\|^{1 / n} \rightarrow 1$ as $|n| \rightarrow+\infty$, and so $\sigma(T(1)) \subset \Gamma$, where $\Gamma$ denotes the unit circle. By [9, p. 457] we have $e^{\sigma(A)} \subset$ $\sigma(T(1))$. Hence $\operatorname{Re} \lambda=0$ for all $\lambda \in \sigma(A)$, and we have [9, p. 344]

$$
\mathscr{R}(z)= \begin{cases}\int_{0}^{+\infty} T(t) e^{-z t} d t & (\operatorname{Re} z>0) \\ -\int_{-\infty}^{0} T(t) e^{-z t} d t & (\operatorname{Re} z<0)\end{cases}
$$

Lemma 4.1. Let $\mu \in M_{\omega}(\mathbb{R})$. Then

$$
\mu(T) x=\lim _{\epsilon \rightarrow 0+} \int_{-\infty}^{+\infty} \hat{\mu}(t)[\mathscr{R}(\epsilon-i t) x-\mathscr{R}(-\epsilon-i t) x] d t
$$

for all $x$ in the domain of $A^{2}$.
Proof. Let $x \in X$. For $\epsilon>0$ and $t \in \mathbb{R}$, we set $S_{\epsilon}(t)=e^{-\epsilon|t|} T(-t)$ and

$$
g_{\epsilon}(t)=\int_{-\infty}^{+\infty} S_{\epsilon}(t-s) x d \mu(s)
$$

so that $g_{\epsilon}: \mathbb{R} \rightarrow X$ is continuous. Since $\|T(t)\|=O(\omega(t))(|t| \rightarrow+\infty)$, we have $\int_{-\infty}^{+\infty}\left\|S_{\epsilon}(t)\right\| d t<+\infty$. Hence by Fubini's theorem

$$
\begin{aligned}
\int_{-\infty}^{+\infty}\left\|g_{\epsilon}(t)\right\| d t & \leq \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty}\left\|S_{\epsilon}(t-s)\right\|\|x\| d|\mu|(s) d t \\
& \leq\|x\|\|\mu\|_{\omega} \int_{-\infty}^{+\infty}\left\|S_{\epsilon}(t)\right\| d t<+\infty
\end{aligned}
$$

The Fourier transform of $g_{\epsilon}$ is given by the formula

$$
\begin{aligned}
\hat{g}_{\epsilon}(u) & =\int_{-\infty}^{+\infty} e^{-i u t} g_{\epsilon}(t) d t \\
& =\int_{-\infty}^{+\infty} e^{-i u t}\left[\int_{-\infty}^{+\infty} S_{\epsilon}(t-s) x d \mu(s)\right] d t \\
& =\int_{-\infty}^{+\infty}\left[\int_{-\infty}^{+\infty} e^{-i u t} e^{-\epsilon|t-s|} T(s-t) x d t\right] d \mu(s)
\end{aligned}
$$

We have

$$
\begin{aligned}
\int_{-\infty}^{+\infty} e^{-i u t} e^{-\epsilon|s-t|} T(s-t) x d t & =\int_{-\infty}^{+\infty} e^{i u(v-s)} e^{-\epsilon|v|} T(v) x d v \\
& =e^{-i u s}\left[\int_{-\infty}^{0} e^{(i u+\epsilon) v} T(v) x d v+\int_{0}^{+\infty} e^{(i u-\epsilon) v} T(v) x d v\right] \\
& =e^{-i u s}[\mathscr{R}(\epsilon-i u) x-\mathscr{R}(-\epsilon-i u) x]
\end{aligned}
$$

So

$$
\begin{aligned}
\hat{g}_{\epsilon}(u) & =\hat{\mu}(u)(\mathscr{R}(\epsilon-i u) x-\mathscr{R}(-\epsilon-i u) x) \\
& =-2 \epsilon \hat{\mu}(u) \mathscr{R}(\epsilon-i u) \mathscr{R}(-\epsilon-i u) x .
\end{aligned}
$$

Suppose that $x$ is in the domain of $A$. We have for all $\lambda \notin \sigma(A), \mathscr{R}(\lambda)(\lambda-A) x=x$. So $\mathscr{R}(\lambda) x=(x+\mathscr{R}(\lambda) A x) / \lambda$. It follows from the fact that $\lim _{|t| \rightarrow+\infty} \log \omega(t) /|t|=0$ and [11, Remark 5.4], that there exists a constant $M$ such that $\|\mathscr{R}(\lambda)\| \leq M$ for all $\lambda,|\operatorname{Re} \lambda| \geq \epsilon$. Then we obtain

$$
\|\mathscr{R}(\lambda) x\| \leq(\|x\|+M\|A x\|) /|\lambda|, \quad|\operatorname{Re} \lambda| \geq \epsilon .
$$

Suppose now that $x$ is in the domain of $A^{2}$. We deduce from the above inequality that

$$
\begin{aligned}
\|\mathscr{R}(\epsilon-i u) \mathscr{R}(-\epsilon-i u) x\| & \leq \frac{1}{\left(\epsilon^{2}+u^{2}\right)^{1 / 2}}(\|\mathscr{R}(-\epsilon-i u) x\|+M\|\mathscr{R}(-\epsilon-i u) A x\|) \\
& \leq \frac{1}{\left(\epsilon^{2}+u^{2}\right)}\left(\|x\|+2 M\|A x\|+M^{2}\left\|A^{2} x\right\|\right) .
\end{aligned}
$$

This estimate and the fact that $\hat{\mu}$ is a bounded function show that $\hat{g}_{\epsilon}$ is integrable. Since $g_{\epsilon}$ is continuous, we obtain by the inverse Fourier transform, for all $t \in \mathbb{R}$,

$$
\begin{aligned}
g_{\epsilon}(t) & =\frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{i t u} \hat{g}_{\epsilon}(u) d u \\
& =\frac{1}{2 \pi} \int_{-\infty}^{+\infty} \hat{\mu}(s) e^{i s t}(\mathscr{R}(\epsilon-i s) x-\mathscr{R}(-\epsilon-i s) x) d s
\end{aligned}
$$

We have

$$
g_{\epsilon}(0)=\int_{-\infty}^{+\infty} e^{-\epsilon|s|} T(s) x d \mu(s)
$$

which implies that $\mu(T) x=\lim _{\epsilon \rightarrow 0} g_{\epsilon}(0)$, and this proves the lemma.

The following result is certainly known but we have not been able to find a precise reference.

TheOrem 4.2. Let $T$ be a $C_{0}$-group with a generator $A$ and let $\omega$ be a regular weight such that $\|T(t)\|=O(\omega(t))(|t| \rightarrow+\infty)$. Let

$$
\varphi: L_{\omega}(\mathbb{R}) \rightarrow L(X), \quad f \rightarrow f(T)=\int_{-\infty}^{+\infty} f(t) T(t) d t
$$

Then $\operatorname{ker} \varphi$ is a closed ideal of $L_{\omega}(\mathbb{R})$ and $h(\operatorname{ker} \varphi)=i \sigma(A)$.
PROOF. Note that $\varphi$ is the restriction of $\psi$ to $L_{\omega}(\mathbb{R})$ and $\operatorname{so} \varphi$ is a continuous algebra homomorphism. So $\operatorname{ker} \varphi$ is a closed ideal of $L_{\omega}(\mathbb{R})$.

Set $\mathscr{A}=L_{\omega}(\mathbb{R})+\mathbb{C} \delta_{0} ; \operatorname{ker} \varphi$ is also a closed ideal of $\mathscr{A}$. The set of characters of $\mathscr{A}$ can be identified with the set $\left\{\chi_{x}: x \in \mathbb{R}\right\} \cup\left\{\chi_{\infty}\right\}$ where $\chi_{x}(\mu)=\hat{\mu}(x)$ and $\chi_{\infty}(\mu)=\lim _{|x| \rightarrow \infty} \hat{\mu}(x)(\mu \in \mathscr{A})$. So, the set of characters of $\mathscr{A} / \operatorname{ker} \varphi$ can be indentified with the set $\left\{\chi_{x}: x \in h(\operatorname{ker} \varphi)\right\} \cup\left\{\chi_{\infty}\right\}$. Since $\operatorname{ker} \varphi \subset \operatorname{ker} \psi \cap \mathscr{A}$ there exists a homomorphism $\tilde{\psi}: \mathscr{A} / \operatorname{ker} \varphi \rightarrow L(X)$ such that $\tilde{\psi} \circ \pi=\psi$, where $\pi$ is the canonical surjection from $\mathscr{A}$ onto $\mathscr{A} / \operatorname{ker} \varphi$.

Let $v(x)=e^{-x}(x \geq 0)$ and $v(x)=0(x<0)$, so that $v \in L_{\omega}(\mathbb{R})$. The spectrum $\sigma(\pi(v))$ of $\pi(v)$ in $\mathscr{A} / \operatorname{ker} \varphi$ is given by

$$
\sigma(\pi(v))=\left\{(1+i x)^{-1}: x \in h(\operatorname{ker} \varphi)\right\} \cup\{0\}
$$

We have

$$
v(T)=\int_{0}^{+\infty} T(t) e^{-t} d t
$$

and the relation between the Carlemann transform of $T$ and the resolvent of $A$, recalled in the beginning of this paragraph, implies that $v(T)=(I-A)^{-1}$. Since $v(T)=\varphi(v)=\tilde{\psi}(\pi(v))$, we have $\sigma(v(T)) \subset \sigma(\pi(v))$. So if $x \in \sigma(A)$ then $x \neq 1,1 /(1-x) \in \sigma(v(T)) \subset \sigma(\pi(v))$, and $1 /(1-x)=1 /(1+i y)$ with $y \in h(\operatorname{ker} \varphi)$, and so $i x=y \in h(\operatorname{ker} \varphi)$. Thus $i \sigma(A) \subset h(\operatorname{ker} \varphi)$.

For $n \geq 1$, set $e_{n}=n 1_{[0,1 / n]}$, where $1_{[0,1 / n]}$ is the characteristic function of the interval $[0,1 / n]$. We have for all $f \in L_{\omega}(\mathbb{R}),\left\|f \star e_{n}-f\right\|_{\omega} \rightarrow 0$ as $n \rightarrow+\infty$ [13, Proposition 1.1].

Let $I$ be the closure of the set of all functions $f \in L_{\omega}(\mathbb{R})$ such that $\hat{f}$ has compact support; $I$ is a closed ideal of $L_{\omega}(\mathbb{R})$ such that $h(I)=\phi$. Wiener's Tauberian theorem for regular Beurling algebras shows that $I=L_{\omega}(\mathbb{R})$ (see [2] and [5]). It follows that for $n \geq 1$, there exists $k_{n} \in L_{\omega}(\mathbb{R})$ such that the support of $\hat{k}_{n}$ is compact and $\left\|k_{n}-e_{n}\right\|_{\omega}<1 / n$. Thus $\left\|f \star k_{n}-f\right\|_{\omega} \rightarrow 0$ as $n \rightarrow+\infty\left(f \in L_{\omega}(\mathbb{R})\right)$.

Fix now $f \in L_{\omega}(\mathbb{R})$ and let $x$ be in the domain of $A^{2}$, which we denote by $\mathscr{D}\left(A^{2}\right)$. It follows from Lemma 4.1 that

$$
\left(f \star k_{n}\right)(T) x=\frac{1}{2 \pi} \lim _{\epsilon \rightarrow 0^{+}} \int_{-\infty}^{+\infty} \hat{f}(t) \hat{k}_{n}(t)[\mathscr{R}(\epsilon-i t) x-\mathscr{R}(-\epsilon-i t) x] d t
$$

Suppose that $f$ vanishes on a neighbourhood of $i \sigma(A)$. Then it is clear that $\left(f \star k_{n}\right)(T) x=0$. Since $\mathscr{D}\left(A^{2}\right)$ is dense in $X\left[11\right.$, Theorem 2.7] and since $\left(f \star k_{n}\right)(T)$ is a bounded operator, we have $\left(f \star k_{n}\right)(T)=0$. Using the inequality

$$
\left\|f(T)-\left(f \star k_{n}\right)(T)\right\| \leq \sup _{t \in \mathbb{R}} \frac{\|T(t)\|}{\omega(t)}\left\|f \star k_{n}-f\right\|_{\omega}
$$

we see that $f(T)=0$.
The map $\varphi$ is continuous and so $J_{\omega}(i \sigma(A)) \subseteq \operatorname{ker} \varphi$. Thus $h(\operatorname{ker} \varphi) \subseteq h\left(J_{\omega}(i \sigma(A))\right.$. Since the algebra $L_{\omega}(\mathbb{R})$ is regular, $h\left(J_{\omega}(i \sigma(A))\right)=i \sigma(A)$, which concludes the proof of the theorem.

Theorem 4.3. Let $k \geq 0$ be an integer and let $T$ be a $C_{0}$-group with a generator A. Assume that the following conditions hold:
(i) $\|T(t)\|=o\left(t^{k+1}\right) \quad(t \rightarrow+\infty)$;
(ii) $\log ^{+}\|T(-t)\|=o\left(t^{1 / 2}\right) \quad(t \rightarrow+\infty)$.

If $\sigma(A)=\{\lambda\}$, then $A$ is bounded and $(A-\lambda)^{k+1}=0$.
Proof. We have $\operatorname{Re} \lambda=0$ and multiplying $T(t)$ by $e^{-\lambda t}$ we can assume without loss of generality that $\lambda=0$.

Set $\omega(t)=\max \left(\|T(t)\|,(1+|t|)^{k}\right),(t \in \mathbb{R}) ; \omega$ is a weight satisfying the three conditions of Theorem 3.2 and we have $\|T(t)\|=O(\omega(t))(t \rightarrow+\infty)$.

Let

$$
u(t)= \begin{cases}0 & \text { if }|t| \geq 1 \\ c e^{-1 /\left(1-|t|^{2}\right)} & \text { if }|t|<1\end{cases}
$$

the constant $c$ is chosen such that $\int_{-1}^{1} u(t) d t=1$. The function $u$ is infinitely differentiable and $\operatorname{Supp}(u)=[-1,1]$. Set, for $n \geq 1$, and for $t \in \mathbb{R}, u_{n}(t)=n u(n t)$ and $e_{n}(t)=u_{n}^{(k+1)}(t)$. Clearly, $\operatorname{Supp}\left(e_{n}\right)=[-1 / n, 1 / n]$ and $e_{n} \in L_{\omega}(\mathbb{R})$. We have $\hat{e}_{n}(t)=(i t)^{k+1} \hat{u}_{n}(t)$. Thus $\hat{e}_{n}^{(i)}(0)=0$ for $i=0,1, \ldots, k$ and Theorem 3.2 shows that $e_{n}$ satisfies $\omega$-synthesis for $\{0\}$. It follows from Theorem 4.2 that $h(\operatorname{ker} \varphi)=\{0\}$, so that $e_{n} \in \operatorname{ker} \varphi$. So $e_{n}(T)=0$.

Let $x$ be in the domain of $A^{k+1}$. The map $h_{x}: \mathbb{R} \rightarrow X, t \mapsto T(t) x$ is $(k+1)$-times continuously differentiable and $h_{x}^{(k+1)}(t)=T(t) A^{k+1} x[9$, Theorem 11.5.3].

We have

$$
e_{n}(T) x=\int_{-\infty}^{+\infty} e_{n}(t) h_{x}(t) d t
$$

applying integration by parts $(k+1)$-times we obtain

$$
e_{n}(T)=(-1)^{k+1} \int_{-\infty}^{+\infty} u_{n}(t) h_{x}^{(k+1)}(t) d t
$$

So

$$
\begin{aligned}
\left\|e_{n}(T) x-(-1)^{k+1} A^{k+1} x\right\| & =\left\|\int_{-\infty}^{+\infty} u_{n}(t)\left(T(t) A^{k+1} x-A^{k+1} x\right) d t\right\| \\
& =\left\|\int_{-\infty}^{+\infty} \frac{1}{n} u_{n}\left(\frac{t}{n}\right)\left(T\left(\frac{t}{n}\right) A^{k+1} x-A^{k+1} x\right) d t\right\| \\
& =\left\|\int_{-1}^{1} u(t)\left(T\left(\frac{t}{n}\right) A^{k+1} x-A^{k+1} x\right) d t\right\| \\
& \left.\leq \sup _{-1 \leq t \leq 1} \| T\left(\frac{t}{n}\right) A^{k+1} x-A^{k+1} x\right) \|
\end{aligned}
$$

Since the map $t \mapsto T(t) A^{k+1} x$ is continuous, the latter quantity converges to 0 as $n \rightarrow+\infty$. Thus $e_{n}(T) x \rightarrow(-1)^{k+1} A^{k+1} x$ as $n \rightarrow+\infty$. Since $e_{n}(T)=0$, we obtain $A^{k+1} x=0$. Hence $A^{k+1}=0$. It follows from [9, p. 56] that $A$ is bounded.

We will make precise the relation between Theorem 3.2 and Theorem 4.3 in the case $k=0$. We will say that a regular weight $\omega$ satisfies property $(P)$ if :
(P) For all $C_{0}$-groups $T$ with $\sigma(A)=\{0\}$ and $\|T(t)\|=O(\omega(t))(|t| \rightarrow+\infty)$, we have $A=0$.

Theorem 4.4. Let $\omega$ be a regular weight. Then $\omega$ satisfies property $(P)$ if and only if points satisfy $\omega$-synthesis.

Proof. We will use the notations introduced in the proof of Theorem 3.2. Suppose that $\omega$ satisfies property $(\mathrm{P})$. The $C_{0}$-group $\left(\pi\left(\delta_{t}\right)\right)_{t \in \mathbb{R}} \subseteq L_{\omega}(\mathbb{R}) / J_{\omega}(\{0\})$ is such that $\sigma(u)=0$ and $\left\|\pi\left(\delta_{t}\right)\right\| \leq\|p\|_{\omega} \omega(t)(t \in \mathbb{R})$. Hence $u=0$ and $\pi\left(\delta_{t}\right)=\pi\left(\delta_{0}\right)(t \in \mathbb{R})$.

Let $f \in I_{\omega}(\{0\})$ and let $g \in J_{\omega}(\{0\})^{\perp}$. Then

$$
\begin{aligned}
\langle f, g\rangle & =\langle f \star p, g\rangle=\int_{-\infty}^{+\infty} f(s)\left\langle p \star \delta_{s}, g\right\rangle d s \\
& =\int_{-\infty}^{+\infty} f(s)\left\langle\pi\left(\delta_{s}\right), \tilde{g}\right\rangle d s=\langle\pi(p), \tilde{g}\rangle \hat{f}(0)=0
\end{aligned}
$$

Thus $g \in I_{\omega}(\{0\})^{\perp}$. It follows that $I_{\omega}(\{0\})=J_{\omega}(\{0\})$.
Conversely, suppose that $\{0\}$ satisfies $\omega$-synthesis and let $T$ be such that $\sigma(A)=\{0\}$ and $\|T(t)\|=O(\omega(t))(|t| \rightarrow+\infty)$.

Consider the function $\varphi: L_{\omega}(\mathbb{R}) \rightarrow \mathscr{L}(X), f \mapsto f(T)$. By Theorem 4.2, $h(\operatorname{ker} \varphi)=\{0\}$. Since $\{0\}$ satisfies $\omega$-synthesis, $\operatorname{ker} \varphi=I_{\omega}(\{0\})$. For each integer $n \geq 1$ let $e_{n}$ be the function defined in the proof of Theorem 4.3 for $k=0$. We have $e_{n}(T) x \rightarrow-A x$ for all $x$ in the domain of $A$. Since $\hat{e}_{n}(0)=0, e_{n}(T)=0$. Hence $A=0$.

## 5. The discrete case

We now give a result, analogous to Theorem 4.3 as announced in the introduction.
THEOREM 5.1. Let $k \geq 0$ be an integer and let $R$ be a bounded operator on a Banach space with spectrum equal to $\{\lambda\}$ and such that
(i) $\left\|R^{n}\right\|=o\left(n^{k+1}\right)(n \rightarrow+\infty)$;
(ii) $\log ^{+}\left\|R^{-n}\right\|=o\left(n^{1 / 2}\right)(n \rightarrow+\infty)$.

Then $(R-\lambda)^{k+1}=0$.
Proof. We have $|\lambda|=1$ and we can assume without loss of generality that $\lambda=1$. Let

$$
A=\log R=\sum_{n \geq 1} \frac{(-1)^{n-1}}{n}(R-I)^{n}
$$

(This series is convergent since $\lim _{n \rightarrow+\infty}\left\|(R-I)^{n}\right\|{ }^{1 / n}=0$.) Set $T(t)=e^{t A}(t \in \mathbb{R})$. It is well-known and easy to check that $\sigma(A)=\{0\}$ and $T(n)=R^{n}(n \in \mathbb{Z})$.

For all $t \in \mathbb{R}$ there exists $n \in \mathbb{Z}$ such that $|t-n|<1$ and $|n| \leq|t|$. We have

$$
\|T(t)\| \leq\|T(t-n)\|\|T(n)\| \leq \sup _{-1 \leq s \leq 1}\|T(s)\|\|T(n)\| \leq e^{\|A\|}\|T(n)\|
$$

Since $|n| \leq|t|$, we see that the group $T$ satisfies conditions (i) and (ii) of Theorem 4.3. Hence $A^{k+1}=0$. We have

$$
A^{k+1}=(R-I)^{k+1}\left(\sum_{n \geq 1} \frac{(-1)^{n-1}}{n}(R-I)^{n-1}\right)^{k+1}
$$

Since the operator $\sum_{n \geq 1}\left((-1)^{n-1} / n\right)(R-I)^{n-1}$ is invertible, we obtain $(R-I)^{k+1}=0$.

REMARK. Let $\omega$ be a weight on $\mathbb{Z}$ and let

$$
A_{\omega}(\Gamma)=\left\{f \in \mathscr{C}(\Gamma): \sum_{n \in \mathbb{Z}}|\hat{f}(n)| \omega(n)<+\infty\right\}
$$

where $\Gamma$ is the unit circle. As in Definition 3.1 we can define the $\omega$-spectral synthesis property for a closed subset of $\Gamma$ [14]. By the same methods we can prove results analogous to Theorems 3.2 and 4.4 in the discrete case. The result analogous to Theorem 4.2 is given in [14].

Finally we give examples to show that conditions (i) and (ii) in Theorem 4.3 and Theorem 5.1 are essentially the best possible.

Example 1. Let $k \geq 0$ be an integer and let $A: \mathbb{C}^{k+2} \rightarrow \mathbb{C}^{k+2}$ be the operator defined by the matrix

$$
\left(\begin{array}{ccccc}
0 & 1 & & & \\
& \cdot & \cdot & 0 & \\
& & \cdot & \cdot & \\
& 0 & & \cdot & 1 \\
& & & & 0
\end{array}\right)
$$

with respect to the canonical basis of $\mathbb{C}^{k+2}$. Define $T(t)=e^{t A}(t \in \mathbb{R})$. A direct calculation gives $\|T(t)\|=O\left(|t|^{k+1}\right)(|t| \rightarrow+\infty)$. But is is clear that $A^{k+1} \neq 0$.

Example 2. Let $H^{2}$ be the Hardy space, let $\theta(z)=e^{(z+1) /(z-1)},(|z|<1)$ and let $\mathscr{H}=H^{2} \ominus \theta H^{2}$. Denote by $P_{\mathscr{H}}$ the orthogonal projection on $\mathscr{H}$ and set $R(f)=P_{\mathscr{H}}(z f)(f \in \mathscr{H})$. Then $R$ is a contraction with spectrum $\{1\}$ such that $\log \left\|R^{-n}\right\|=O\left(n^{1 / 2}\right)(n \rightarrow+\infty)\left[11\right.$, Remark 2.c]. But $(R-I)^{k} \neq 0$ for all integers $k \geq 0$.

If we set

$$
A=\sum_{n \geq 1} \frac{(-1)^{n}}{n}(R-I)^{n},
$$

then $\sigma(A)=\{0\}$ and $A$ is the infinitesimal generator of a norm-continuous group $T$ which satisfies $\|T(t)\|=O(1)(t \rightarrow+\infty), \log ^{+}\|T(-t)\|=O\left(t^{1 / 2}\right)(t \rightarrow+\infty)$ and $A^{k} \neq 0$ for all integers $k \geq 0$ (see the proof of Theorem 5.1).
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