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The expression 'contaminating particles' is used in the broadest sense: microorganisms, virus particles and mutants of a parent organism are examples from microbiology, but other sciences face a problem similar to that dealt with in this paper. According to the case, the 'medium' can be air, a culture medium, a suspension or any other material containing 'foreign' bodies. It is assumed that the contaminating particles are randomly distributed throughout the medium (i.e. that the probability of finding any individual particle in any one unit volume is constant and that the sampling procedure itself does not interfere with this assumption).

Theoretically, the number of particles found in a random sample is an unbiased estimate of the density of the contaminant in the medium; but this is of little practical value, particularly where the sample drawn proves to be free from contaminants. The determination of an upper limit to the estimate of the density is often required and this upper limit is defined by a probability level previously fixed by the investigator. If, for instance, the $5 \%$ upper limit of contamination of a medium is found to be six particles per litre (this is usually called the $5 \%$ fiducial or confidence upper limit) the investigator concludes that the density of contamination is not higher, unless he is the victim of a 1 in 20 mischance of sampling. (Obviously the upper limit caters for sampling fluctuations only and the assumption of random distribution must hold good.)

Four cases emerge and will be treated separately: (A) an uncontaminated sample drawn from an infinitely large medium; (B) an uncontaminated sample drawn from a medium of finite size; (C) a contaminated sample drawn from an infinitely large medium; (D) a contaminated sample drawn from a medium of finite size.
(A) An uncontaminated sample drawn from an infinitely large medium
'Infinitely large' in this context means that the sample volume is negligible compared with the volume of the medium, e.g. samples of sterilized air. The numbers of contaminating particles in the separate units of volume will follow the Poisson distribution and therefore the upper limit $n$ of its expectation is given by

$$
\begin{equation*}
n=-\log _{e} P=\left(-\log _{10} P\right) \times 2 \cdot 3026 \tag{1}
\end{equation*}
$$

where $P$ stands for the selected probability level. This gives for instance $n=3$ for $P=5 \%$ and $n=4.6$ for $P=1 \%$.

It follows that the question 'How large (assuming it will turn out to be sterile)
must the sample volume $v$ be to ensure a density of not more than $n$ contaminants, the risk of error being $P$ ?' is answered by

$$
\begin{equation*}
v=\frac{-\log _{e} P}{n} \tag{2}
\end{equation*}
$$

Examples
To test its efficiency, a sample of $100 \mathrm{ft}^{3}$ of effluent air from an air sterilization plant was examined and no contaminants were found. Using ( 1 ) it can be concluded that not more than three contaminants per $100 \mathrm{ft} .^{3}$ (on average) will in future defy the sterilization operation, where the probability of being misled by the sample is $5 \%$, (assuming, naturally, that the conditions of running the plant remain constant). If the test sample were increased to $10^{4}$ or even $10^{6} \mathrm{ft}^{3}$ and still no contaminants were found, this would only show that the upper limit of density of contamination had fallen to three particles per $10^{4}$ or three particles per $10^{6} \mathrm{ft} .{ }^{3}$ respectively. Obviously $100 \%$ efficiency cannot be proved by mere sampling.

The same logic applies to a wide variety of cases: e.g. drugs intended for humans are tested with guinea-pigs or a number of flights carried out to demonstrate the safety of an aircraft; if 1000 animals have shown no ill effect or if 1000 sorties have been flown without accident, then the $5 \%$ upper limit is three adverse results per 1000 and no increase in sample size will ever support a claim of absolute safety.

If, however, the air sterilization plant (see above) had been improved so that, when tested, it produced an uncontaminated sample of $100 \mathrm{ft}^{3}{ }^{3}$, and if it had formerly returned on average five contaminants per $100 \mathrm{ft} .^{3}$, this would be good evidence for the superiority of the new technique, because the probability of obtaining an uncontaminated sample if the expectation was 5 particles would be small. [Using (1): $P=e^{-5}=0.7 \%$.]

## (B) An uncontaminated sample drawn from a medium of finite size

Let $V$ be the volume of the medium, let $n$ be the maximum acceptable number of contaminating particles per $f$ units of volume, let $P$ be the probability that $n$ is in fact exceeded, let $p$ be the fraction of $V$ to be sampled, let $q$ be equal to $(1-p)$, let $Z$ be equal to $q \log q$, then, provided the sample is found to be uncontaminated,

$$
\begin{equation*}
q^{\mathrm{Vqn} / \mathrm{f}}=P \tag{3}
\end{equation*}
$$

i.e.

$$
\begin{equation*}
q \log q=\frac{f \log P}{V n}=Z \tag{4}
\end{equation*}
$$

This equation was solved with the help of a computer for values of $Z$ from -0.004 $(0.001)$ to -0.15 , which correspond to $p$ values in the range $0.9-59.9 \%$. Table 1 records these pairs of values.

## Examples

(a) How large a sample must be drawn from a culture vessel of 4 l. to state that the rest of the vessel does not contain more than three infective units (of a certain virus) per l., assuming that the sample will be sterile and that the risk of being led into error by the sample is not greater than $5 \%$ ?

Here: $V=4, n=3, P=0.05(\log P=-1 \cdot 3), f=1$. Therefore [using (4)] $Z=1 \times(-1.3) /(4 \times 3)=-0.1083$ and entering Table 1 at this value for $Z$ gives $29.9 \%$.
Answer : $29.9 \%$; that is, $\mathbf{1 . 2}$ l. must be sampled.
Table 1. Percentage of the medium to be sampled

| Z | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $-0.00$ |  |  |  |  | $0 \cdot 9$ | 1.2 | $1 \cdot 4$ | $1 \cdot 6$ | 1.9 | $2 \cdot 1$ |
| 1 | $2 \cdot 3$ | $2 \cdot 6$ | $2 \cdot 8$ | $3 \cdot 0$ | $3 \cdot 3$ | $3 \cdot 5$ | $3 \cdot 8$ | $4 \cdot 0$ | $4 \cdot 2$ | $4 \cdot 5$ |
| 2 | $4 \cdot 7$ | $5 \cdot 0$ | $5 \cdot 2$ | $5 \cdot 4$ | $5 \cdot 7$ | $5 \cdot 9$ | 6.2 | 6.4 | 6.7 | 6.9 |
| 3 | $7 \cdot 2$ | $7 \cdot 4$ | $7 \cdot 7$ | 7.9 | 8.2 | $8 \cdot 4$ | 8.7 | 8.9 | 9.2 | $9 \cdot 4$ |
| 4 | 9.7 | $10 \cdot 0$ | $10 \cdot 2$ | 10.5 | 10.7 | 11.0 | 11.2 | 11.5 | 11.8 | 12.0 |
| -0.05 | $12 \cdot 3$ | $12 \cdot 6$ | 12.8 | 13.1 | $13 \cdot 4$ | 13.6 | 13.9 | 14.2 | 14.5 | 14.7 |
| 6 | 15.0 | $15 \cdot 3$ | $15 \cdot 6$ | $15 \cdot 8$ | 16.1 | 16.4 | 16.7 | 17.0 | 17.2 | 17.5 |
| 7 | $17 \cdot 8$ | 18.1 | 18.4 | 18.7 | 19.0 | 19.3 | 19.5 | 19.8 | $20 \cdot 1$ | $20 \cdot 4$ |
| 8 | 20.7 | 21.0 | 21.3 | 21.6 | $21 \cdot 9$ | $22 \cdot 3$ | $22 \cdot 6$ | 22.9 | 23.2 | 23.5 |
| 9 | $23 \cdot 8$ | $24 \cdot 1$ | 24.5 | $24 \cdot 8$ | $25 \cdot 1$ | $25 \cdot 4$ | $25 \cdot 7$ | 26.1 | 26.4 | 26.7 |
| $-0.10$ | $27 \cdot 1$ | 27.4 | 27.8 | 28.1 | 28.4 | 28.8 | 29.1 | 29.5 | 29.8 | $30 \cdot 2$ |
| 1 | $30 \cdot 6$ | $30 \cdot 9$ | 31.3 | 31.7 | $32 \cdot 0$ | $32 \cdot 4$ | $32 \cdot 8$ | $33 \cdot 2$ | 33.6 | $34 \cdot 0$ |
| 2 | $34 \cdot 4$ | $34 \cdot 8$ | $35 \cdot 2$ | $35 \cdot 6$ | 36.0 | 36.4 | 36.8 | $37 \cdot 3$ | 37.7 | 38.1 |
| 3 | $38 \cdot 6$ | 39.0 | 39.5 | 39.9 | $40 \cdot 4$ | 40.9 | 41.4 | 41.9 | $42 \cdot 4$ | $42 \cdot 9$ |
| 4 | 43.5 | 44.0 | $44 \cdot 5$ | $45 \cdot 1$ | $45 \cdot 7$ | $46 \cdot 3$ | 46.9 | $47 \cdot 6$ | 48.2 | 48.9 |
| -0.15 | 49.6 | $50 \cdot 4$ | 51.2 | 52.0 | 52.9 | 53.9 | 54.9 | 56.2 | 57.6 | 59.5 |

(b) If in the previous example the acceptable upper limit was six infective units per 100 ml . and the vessel contained $30 \mathrm{l} .: V=30, n=6, P=0.05, f=0.1$; then $Z=-0.0007$; this $Z$ value is smaller than the table provides for and a Poisson distribution is a fair approximation, formula (2) supplying the answer. [3/6 unit volumes $=0.5 \times f=0.05 \mathrm{l}$.]
(c) A sample of 0.5 l . from a 4 l . vessel was found to be uncontaminated; $1 \%$ fiducial upper limit to the density in the remaining part of the culture is required. Starting from the sample size which is $12.5 \%$ (and taking as unit volume 100 ml .) Table 1 gives the corresponding $Z$ value of -0.0506 and changing the subject of formula (4):

$$
n=\frac{f \log P}{V Z}=0.1 \times(-2) /[4 \times(-0.0506)]=0.99
$$

Answer: There should not be more than one infective unit per 100 ml . in the vessel unless there has been a one in hundred mischance in sampling.
(d) If in the previous example the question had been to find the probability that the unknown density should not be more than 0.5 per 100 ml . the subject of (4) is again changed:

$$
\log P=\frac{Z n V}{f}=-0.0506 \times 0.5 \times 4 / 0.1=-1.0133=\overline{2} .9867 \text { and } P=0.09699
$$

Answer: The probability of the density exceeding 0.5 infective units per 100 ml . is approx. $9 \cdot 7 \%$.

## (C) A contaminated sample drawn from an infinitely large medium

In most cases the investigator trying to assess the density of contaminants expects only a small number of them and hopes to find none in his sample. If, however, the sample turns out to be contaminated he might want to assign an upper limit to the most probable density determined by $k$, the number of contaminants observed in the sample. The problem is to find the expectation $n$ of a Poisson distribution so that the chance of obtaining a sample containing $k$ or less is equal to the desired probability level or, in mathematical form, the solution for $n$ of the equation

$$
\begin{equation*}
\sum_{k=0}^{k} \frac{e^{-n} k^{n}}{k!}=P \tag{5}
\end{equation*}
$$

This equation can be solved by trial and error (for instance), preferably with the help of a computer. Table 2 may prove useful. (The figures are given to the nearest first place of decimals that would keep $P$ below the quoted value.) Other tables exist giving confidence or fiducial limits for the expectation of the Poisson distribution, e. g. Fisher \& Yates, Statistical Tables, table VIII, 1, and Biometrika Tables, table 40.

Table 2. The probability P that the density in an infinitely large medium will exceed the indicated number, if k particles are found in the sample


A yearly average of 12 cases of a disease used to be reported in a certain country. After measures claiming to be of prophylactic value had been introduced the incidence dropped in the first year to two cases. Is this convincing evidence for the efficacy of these measures? Since it seems reasonable to assume a Poisson distribution, Table 2 is entered at $k=2$ and 12.0 is found to lie between $P=0.1 \%$ and $0.01 \%$, which makes it extremely unlikely that the drop in the number of cases is the result of mere sampling fluctuation. Answer: Yes (naturally provided that any other cause of the decrease in incidence of the disease can be ruled out).
(D) A contaminated sample drawn from a medium of finite size

Let $p$ be the proportion of the medium to be sampled, let $q$ be equal to ( $1-p$ ), let $k$ be the number of contaminating particles observed in the sample, let $N$ be the upper limit of the number of particles in the remaining medium, let $P$ be the probability level defining the upper limit, let $m$ be equal to $(N+k)$, then equating the tail of the appropriate binomial distribution to $P$ :

$$
\begin{equation*}
\sum_{r=0}^{k} q^{m-r} p^{r}=P \tag{6}
\end{equation*}
$$

0
8
80
O
0
0
0
0

为
$\qquad$











and solving for $m$ (by computer) establishes the $N$ values in Table 3 for $P=5 \%$ and $P=1 \%[m$ being the nearest integer not to exceed $P]$.

## Example

Taking the data of example (a) page 534 : If the sample of $29.9 \%$ of the vessel had returned a count of two infective units, Table 3 should have been consulted at $p=30$ and $k=2$, giving $N$ (the $5 \%$ fiducial upper limit of infective units in the remaining $2 \cdot 8$ l. of the culture) as 17 , amounting to an upper limit of density of $\mathbf{6 . 1}$ infective units per litre instead of the density of three which had been fixed before the sample was taken, assuming it would turn out to be uncontaminated.

Table 3 can readily be extended to any value of $P$ and $k$ using the normal as an approximation to the binomial distribution, involving the solution of the following quadratic equation in $m$;

$$
\begin{equation*}
m^{2} p^{2}-m\left(2 p q+t^{2} p q\right)+k^{2}=0 \tag{7}
\end{equation*}
$$

where $t$ stands for the normal equivalent deviate of $P$ (bearing in mind that $P$ refers to a single tail and the numerically greater solution applies).

The authors hope that the present paper, particularly the tables, will prove to be useful in many fields besides microbiology.

## SUMMARY

The theory of assigning an upper limit to the estimate of the degree of contamination of a medium is briefly explained. Tables to save computational labour are presented and their use elucidated by examples.
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