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0. Introduction. Several authors $[\mathbf{2} ; \mathbf{3} ; \mathbf{1 0} ; \mathbf{1 2}]$ have noticed the similarities between the theory of codes and the theory of Euclidean lattices. It is interesting to compare the two theories since they share a common problem, viz. the sphere packing problem. In the theory of codes one would like to find a code over $\mathbf{F}_{p}$, i.e. a subspace of $\mathbf{F}_{p}{ }^{n}$, such that non-intersecting spheres with respect to a given metric, centered at the code vectors, pack $\mathbf{F}_{p}{ }^{n}$ densely. We would like to maximize both the number of spheres and the common radius. There is the same problem concerning lattices in Euclidean space. Leech [9] and Leech and Sloane [10] have produced good Euclidean sphere packings from good codes. The repercussions have reached into the theory of sporadic simple groups $[4 ; 5]$.

Of concern here are the similarities between the theory of theta functions of lattices and the theory of Lee weight enumerators of codes. Broué and Enguehard [3] have exhibited isomorphisms between algebras of Hamming polynomials of self-dual binary codes and algebras of theta functions of unimodular lattices. Mallows, Odlyzko, and Sloane [12] have found upper bounds for minimum Euclidean distances of even, unimodular lattices and minimum Hamming distances of binary, doubly even, self-dual codes. The proofs of the bounds in the two cases are formally the same, and involve theta functions and weight enumerators respectively. Maher [14] has derived a theta function transformation formula for non-linear lattices from the MacWilliams equations for Lee weight enumerators of non-linear codes.

In this paper we shall be considering non-binary as well as binary codes and shall examine the relationships between Lee weight polynomials of codes and theta series of lattices. The theory may be extended to include codes over nonprime fields if we use complex lattices. Sloane [19] has considered the case of codes over $\mathbf{F}_{4}$ where the associated lattices are modules over the Eisenstein integers. In a forthcoming paper we shall apply the results we obtain here to the theory of modular forms. In particular we shall show that one can construct modular forms of weight $n / 2$ for certain congruence subgroups of level $p$ from polynomials of degree $n$ of modified Jacobi theta functions. These polynomials are Lee weight polynomials of self-orthogonal codes of dimension $(n-1) / 2$ in $\mathbf{F}_{p}{ }^{n}$.

[^0]1. Definitions. Throughout this article, $p$ shall denote a prime number, and $\mathbf{F}_{p}$, the field with $p$ elements. A code of ambient dimension $n$ over $\mathbf{F}_{p}$ is a subset of $\mathbf{F}_{p}{ }^{n}$, and a linear ( $n, k$ ) code over $\mathbf{F}_{p}$ is a $k$-dimensional subspace of $\mathbf{F}_{p}{ }^{n}$. The dual $C^{\perp}$ of a linear code $C$ over $\mathbf{F}_{p}{ }^{n}$ is the set of all elements $y$ of $\mathbf{F}_{p}{ }^{n}$ orthogonal to each vector of $C$ under the usual inner product. A code is said to be selforthogonal if $C \subset C^{\perp}$ and self-dual if $C=C^{\perp}$. Let $M_{n}$ denote the group of $n \times n$ monomial matrices with $\pm 1$ as non-zero entries. We let $M_{n}$ act on $\mathbf{F}_{p}{ }^{n}$ in the obvious way and let $\sigma: \mathbf{F}_{p}{ }^{n} \rightarrow \mathbf{F}_{p}{ }^{n} / M_{n}$ be the canonical map of the induced equivalence relation. For $x \in \mathbf{F}_{p}{ }^{n}$ we call $\sigma(x)$ the shape of $x$. This is consistent with J. H. Conway's terminology for lattice vectors. $\sigma(x)=\sigma(y)$ if and only if $x$ can be gotten from $y$ by changing signs and permuting coordinates. For fixed $p$ and $n$ we abbreviate $\mathbf{F}_{p}{ }^{n} / M_{n}$ by $\mathscr{S}$, the group of shapes in $\mathbf{F}_{p}{ }^{n}$.

For $C$ a code over $\mathbf{F}_{p}$, the shape enumerator of $C$ is the formal sum

$$
P_{C}=\sum_{x \in C} \sigma(x)=\sum_{s \in \mathscr{Y}} a_{s} s
$$

where $a_{s}=\operatorname{card}\{x \in C \mid \sigma(x)=s\}$.
For an odd prime $p$, set $\omega=(p-1) / 2$; for $p=2$ set $\omega=1$. Throughout the article an element of $\mathbf{F}_{p}$, $p$ odd, will be represented by an integer of absolute value $\leqq \omega . \mathbf{F}_{2}=\{0,1\}$. We shall view $P_{C}$ as a polynomial in $\omega+1$ variables as follows: for $x \in \mathbf{F}_{p}{ }^{n}$ we can represent $\sigma(x)$ by an $(\omega+1)$-tuple $\left(\sigma_{0}(x)\right.$, $\left.\sigma_{1}(x), \ldots, \sigma_{\omega}(x)\right)$ where $\sigma_{i}(x)$ is the number of occurrences of $\pm i$ in the coordinate places of $x$. Now for a code $C$ we can write $P_{C}$ as

$$
P_{C}\left(X_{0}, X_{1}, \ldots, X_{\omega}\right)=\sum_{x \in C} X_{0}^{\sigma_{0}(x)} X_{1}^{\sigma_{1}(x)} \ldots X_{\omega}{ }_{\omega}{ }_{\omega}(x)
$$

This homogeneous polynomial representing the shape enumerator is known as the Lee weight polynomial of the code $C$. This is somewhat inappropriate, for the Lee weight of a code vector $x=\left(x_{1}, \ldots, x_{n}\right)$ is the integer $\sum_{j=1}^{n}\left|x_{j}\right|$ where $\left|x_{j}\right|$ is the absolute value of the appropriate integer according to our convention above. Note that for $p \geqq 5$ the polynomial enumerates shapes, not weights. When $p=2$ or 3 the polynomial is known as the Hamming weight polynomial.

Often a code vector $x \in \mathbf{F}_{p}{ }^{n}$ will play the role of an integer vector; for example, we define $\|x\|^{2}=\sum_{j=1}^{n} x_{j}{ }^{2}$ where $x_{j}$ is an integer such that $\left|x_{j}\right| \leqq \omega$. Context should eliminate any ambiguity. If $s$ is a shape then we define $\|s\|^{2}=\|x\|^{2}$ where $\sigma(x)=s$.

Let $s \in \mathscr{S}$, and let $x_{s}$ be a representative of $s$. Let $k \in \mathbf{Z}$, and define the integer

$$
\alpha_{s, k}=\operatorname{card}\left\{y \in p \mathbf{Z}^{n} \mid\left\|x_{s}+y\right\|^{2}=k\right\} .
$$

One may easily verify that $\alpha_{s, k}$ is independent of choice of the representative $x_{s}$.

Now consider a function $r: \mathscr{S} \rightarrow \mathbf{C}$. We say that $r$ defines a shape relation on $\mathscr{S}$ if $r(s) \not \equiv 0$ and

$$
\sum_{s \in \mathscr{Y}} r(s) \alpha_{s, k}=0 \quad \text { for all } k=0,1,2,3, \ldots
$$

Shape relations are interesting for two reasons: as we shall see, a shape relation describes the information lost in passing from the shape enumerator to the theta series of a code, and it also defines a relation on a set of modified Jacobi theta series. It shall be convenient to represent $r$ by a polynomial $R$ in $\omega+1$ variables defined by:

$$
R\left(X_{0}, \ldots, X_{\omega}\right)=\sum_{s \in \mathscr{\mathscr { G }}} r(s) X_{s}
$$

where $X_{s}$ is the monomial in $X_{0}, \ldots, X_{\omega}$ defined by the shape $s$ as above.
A lattice in $\mathbf{R}^{n}$ is a free $\mathbf{Z}$-module of rank $n$ in $\mathbf{R}^{n}$. To each $(n, k)$ code $C$ in $\mathbf{F}_{p}{ }^{n}$ we may define a lattice in $\mathbf{R}^{n}$ in any number of ways. From different points of view some lattice constructions are more interesting than others. Here we define lattices $L_{0}(C)$ and $L(C)$ associated with $C$ by $x \in L_{0}(C) \Leftrightarrow x \in \mathbf{Z}^{n}$ and $x \bmod p \in C$, and $L(C)=(1 / \sqrt{p}) L_{0}(C)$. If $C$ is non-linear, then $L(C)$ is not a lattice, but it is a union of translates of lattices which we shall call a nonlinear lattice.

Any (linear) lattice $L$ defines a quadratic form $Q: \mathbf{Z}^{n} \rightarrow \mathbf{R}$ whose matrix $A$ may be defined as follows: let $M$ be a matrix whose rows are a basis of $L$, then $A=M M^{t}, t$ denoting transpose, and $Q(x)=x M M^{t} x^{t}$. If $Q_{0}$ is the form associated with the lattice $L_{0}(C)$, then the image of $Q_{0}$ is contained in $\mathbf{Z}$. If $C$ is self-orthogonal (i.e. the $\mathbf{F}_{p}$ inner product of every vector in $C$ with every vector in $C$ is 0 ), then the image of $Q_{0}$ is contained in $p \mathbf{Z}$; hence the image of the quadratic form associated with $L(C)$, viz. $(1 / p) Q_{0}$, is contained in $\mathbf{Z}$.

The theta series of a lattice $L$ is defined by:

$$
\theta_{L}=\sum_{x \in L} q^{\|x\|^{2}}=\sum_{z \in \mathbf{Z}^{n}} q^{z A z^{t}} .
$$

If the quadratic form for $L$ represents integers only, then

$$
\theta_{L}=\sum_{k=0}^{\infty} b_{k} q^{k} \quad \text { where } b_{k}=\operatorname{card}\left\{x \in L \mid\|x\|^{2}=k\right\}
$$

The theta series for lattices $L(C)$ of self-dual binary and ternary codes have been studied in [3]. If we replace the formal variable $q$ by $\exp (\pi i z)$ where $z$ is in $\mathbf{H}$, the upper half complex plane, then $\theta_{L}(z)$ is a function on $\mathbf{H}$. It is holomorphic there since the series converges absolutely in $z$, as a volume argument shows that the Fourier coefficients $b_{k}$ are of order $n^{k}$ or less.
2. Algebras of Lee polynomials and algebras of theta series. Let $\mathscr{C}$ be a family of codes over $\mathbf{F}_{p}$, and let $\mathscr{P}(\mathscr{C})$ be the graded subalgebra of $\mathbf{C}\left[X_{0}, \ldots, X_{\omega}\right]$ generated by the Lee polynomials of the elements of $\mathscr{C}$. The grading is by homogeneous degree or equivalently, according to the ambient
dimension of the associated codes. Let $\mathscr{T}(\mathscr{C})$ be the graded algebra of holomorphic functions on $\mathbf{H}$ generated by the theta functions $\theta_{L(C)}(z)$ of elements of $\mathscr{C}$. Again the grading is by ambient dimension of the associated codes.

Theorem 1. If $\mathscr{C}$ is any family of codes over $\mathbf{F}_{p}$, then
(i) the function $P_{C} \rightarrow \theta_{L(C)}$ defined on the set of Lee polynomials of elements of $\mathscr{C}$ may be extended to an algebra homomorphism $\Phi_{p}: \mathscr{P}(\mathscr{C}) \rightarrow \mathscr{T}(\mathscr{C})$.
(ii) The kernel of $\Phi_{p}$ is an ideal of shape relations.
(iii) $\Phi_{p}$ is injective if $p=2$ or 3 .

Proof. (i) We introduce a classical Jacobi theta function which in the notation of $[20]$ is:

$$
\theta_{3}(v \mid z)=\sum_{m=-\infty}^{\infty} \exp \left(\pi i m^{2} z+2 \pi i m v\right)
$$

where $v \in \mathbf{C}, z \in \mathbf{H}$. We define for given $p$ and $l \in\{0,1, \ldots, \omega\}$

$$
\varphi_{p, l}(z)=\exp \left(l^{2} \pi i z / p\right) \theta_{3}(l z \mid p z) .
$$

For $s \in \mathscr{S}$, let $x \in s$; then $s$ is identified with $X_{0}{ }_{0}{ }_{0}{ }^{(x)} X_{1}{ }^{\sigma_{1}(x)} \ldots X_{\omega}{ }_{\omega}{ }^{(x)}$. We assign to $s$ a function $t_{s}(z)$ holomorphic on $\mathbf{H}$ by:

$$
t_{s}(z)=\varphi_{p, 0} 0^{\sigma_{0}(x)} \varphi_{p, 1^{\prime}}{ }^{\sigma_{1}(x)} \ldots \varphi_{p, \omega{ }^{\sigma_{\omega}(x)}}
$$

Now let $C$ be a code over $\mathbf{F}_{p}$ and consider the map

$$
\sum_{s \in \mathscr{Y}} a_{s} s \rightarrow \sum_{s \in \mathscr{Y}} a_{s} t_{s}(z)
$$

which is equivalently

$$
P_{C}\left(X_{0}, X_{1}, \ldots, X_{\omega}\right) \rightarrow P_{C}\left(\varphi_{p, 0}, \varphi_{p, 1}, \ldots, \varphi_{p, \omega}\right)
$$

We wish to show that this map is given by $\Phi_{p}$, i.e. that
(1) $P_{C}\left(\varphi_{p, 0}(z), \ldots, \varphi_{p, \omega}(z)\right)=\theta_{L(C)}(z)$.

Recall $x \in L(C) \Leftrightarrow x=(1 / \sqrt{p})(w+y)$, where $w \in C, y \in p \mathbf{Z}^{n}$, so
(2) $\theta_{L(C)}(z)=\sum_{x \in L(C)} \exp \left(\pi i z\|x\|^{2}\right)=\sum_{w \in C} \sum_{y \in p \mathbf{Z}^{n}} \exp \left(\frac{\pi i z}{p}\|w+y\|^{2}\right)$

We notice that the inner sum of (2) is dependent only on the shape of the vector $w$. Hence if $w(s)$ represents a vector of shape $s$, and $w_{i}(s)$ the $i$ th coordinate:

$$
\begin{aligned}
\theta_{L(C)}(z) & =\sum_{s \in \mathscr{Y}} a_{s} \sum_{y \in \mathbf{Z}^{n}} \exp \left(\frac{\pi i z}{p}\|w(s)+y\|^{2}\right) \\
& =\sum_{s \in \mathscr{Y}} a_{s} \sum_{y \in \in \mathbf{Z}^{n}} \prod_{i=1}^{n} \exp \left(\frac{\pi i z}{p}\left(w_{i}(s)+y_{i}\right)^{2}\right) \\
& =\sum_{s \in \mathscr{Y}} a_{s} \prod_{i=1}^{n} \sum_{y \in \in \mathbf{Z}^{n}} \exp \left(\frac{\pi i z}{p}\left(w_{i}(s)+y_{i}\right)^{2}\right) \\
& =\sum_{s \in \mathscr{\mathscr { S }}} a_{s \varphi_{p, 0}}{ }^{\sigma_{0}(w(s))}(z) \varphi_{p, 1}{ }^{\sigma_{1}(w(s))}(z) \ldots \varphi_{p, \omega{ }^{\sigma_{\omega}(z(s))}(z) .} .
\end{aligned}
$$

The last step follows because:

$$
\begin{aligned}
\varphi_{p, l}(z) & =\exp \left(\frac{l^{2} \pi i z}{p}\right) \theta_{3}(l z \mid p z) \\
& =\exp \left(\frac{l^{2} \pi i z}{p}\right) \sum_{m \in p \mathbf{Z}} \exp \left(\frac{\pi i p m^{2}}{p^{2}} z+2 \pi i l m z / p\right) \\
& =\sum_{m \in p \mathbf{Z}} \exp \left(\frac{\pi i z}{p}(m+l)^{2}\right) .
\end{aligned}
$$

Hence the identity (1) follows, and it is clear that the map $P_{C} \rightarrow \theta_{L(C)}$ is linear and multiplicative.

A more direct proof of (i) is possible using the fact that $\theta_{L_{1} \oplus L_{2}}=\theta_{L_{1}} \theta_{L_{2}}$ and $P_{C_{1} \oplus C_{2}}=P_{C_{1}} P_{C_{2}}$. However the identity (1) is of independent interest.
(ii) We wish to show that anything in the kernel of $\Phi_{p}$ defines a shape relation. Let $P \in \mathscr{P}(\mathscr{C})$ be homogeneous. We can identify $P$ with a sum $\sum_{s \in \mathscr{Y}} b_{s} s, b_{s} \in \mathbf{C}$. If $\Phi_{p}(P)=0$, then $\sum_{s \in \mathscr{S}} b_{s} t_{s}(z)=0$. So

$$
\sum_{s \in \mathscr{P}} b_{s} \sum_{y \in p \mathbf{Z}^{n}} \exp \left(\frac{\pi i z}{p}\|y+w(s)\|\right)=0
$$

where $w(s) \in \mathbf{F}_{p}{ }^{n}$ and $\sigma(w(s))=s$. Hence if

$$
\alpha_{s, k}=\operatorname{card}\left\{y \in p \mathbf{Z}^{n} \mid\|w(s)+y\|=k\right\}
$$

we have that:

$$
\begin{aligned}
& \sum_{s} b_{s} \sum_{k=0}^{\infty} \alpha_{s, k} \exp \left(\frac{\pi i z k}{p}\right)=0 \\
& \quad \Rightarrow \sum_{k=0}^{\infty} \sum_{s} b_{s} \alpha_{s, k} \exp \left(\frac{\pi i z k}{p}\right)=0 \\
& \quad \Rightarrow \sum_{s} b_{s} \alpha_{s, k}=0 \text { for all } k
\end{aligned}
$$

by uniqueness of representation of an absolutely convergent Fourier series. So by definition the function $r(s)=b_{s}$ defines a shape relation represented by the polynomial $P$. We shall give examples of shape relations later on. In fact, we will show that if $\mathscr{C}_{5}$ is the family of self-dual codes over $\mathbf{F}_{5}$, then $\operatorname{Ker} \Phi_{5}$ restricted to $\mathscr{C}_{5}$ is a principal ideal generated by a polynomial of degree 6 .
(iii) This part follows from the fact that there are no non-trivial shape relations over $\mathbf{F}_{2}$ or $\mathbf{F}_{3}$, which we now prove. First note that for $p=2$ or 3 , a shape $s$ is uniquely determined by $\|s\|^{2}$. Let $r$ be a nontrivial shape relation on $\mathscr{S}$. Then $\sum_{s \in \mathscr{G}} r(s) \alpha_{s, k}=0$ for all $k \in \mathbf{N}$. Let $s_{0}$ be the unique shape in $\mathscr{S}$ such that $r\left(s_{0}\right) \neq 0$ and $0<\left\|s_{0}\right\|<\|s\|$ for every $s \neq s_{0}$ such that $r(s) \neq 0$. Then

$$
\sum_{s} r(s) \alpha_{s,\left\|s_{0}\right\|^{2}}=0 \Rightarrow r\left(s_{0}\right) \alpha_{s 0,\left\|s_{0}\right\| \|^{2}}=0 .
$$

This is true since if $\|s\|>\left\|s_{0}\right\|^{2}, \quad \alpha_{s,\|s o\| \|^{2}}=0$ because $\alpha_{s,\|s o\| \|^{2}}=$
card $\left\{y \in \mathbf{Z}^{n} \mid\|x+p y\|=\left\|s_{0}\right\|^{2}\right\}$ for any $x \in \mathbf{F}_{p}{ }^{n}$ such that $\sigma(x)=s$, but if $\|p y+x\|^{2}=\left\|s_{0}\right\|^{2}$ then $\sum_{i=1}^{n}\left(\left(p y_{i}\right)^{2}+2 p y_{i} x_{i}\right)<0$. But $\left|x_{i}\right| \leqq 1$, so each term in the sum is $\geqq 0$. However, since $\alpha_{s_{0},\left\|s_{0}\right\| 2} \neq 0$ we must have $r\left(s_{0}\right)=0$ contradicting our choice of $s_{0}$.
3. Applications and examples. Theorem 1 may be used to construct modular forms, including modular forms of half-integral weight. It may also be applied to characterize the algebra of holomorphic modular forms for certain subgroups of the modular group. This application is demonstrated in [14] and will be more thoroughly discussed elsewhere.

We now consider the question of how much information about a code is contained in its Lee polynomial and theta series. We know there exist nonisomorphic codes with identical Hamming polynomials. For example, there are two non-isomorphic binary $(16,8)$ self-dual codes $C_{1}$ and $C_{2}$ with all weights divisible by $4[\mathbf{1 6}]$. By Gleason's theorem [6], $P_{C_{1}}=P_{C_{2}}$. However, there is an algebraic similarity between the codes themselves. Let $M_{1}$ and $M_{2}$ be the matrices of the quadratic forms for the lattices $L\left(C_{1}\right)$ and $L\left(C_{2}\right)$. Then there is a rational matrix $T$ such that $M_{1}=T M_{2} T^{t}$. That is, the two quadratic forms are rationally congruent. We shall see that this is a consequence of the fact that $P_{C_{1}}=P_{C_{2}}$. The two lattices $L\left(C_{1}\right)$ and $L\left(C_{2}\right)$ represent the two isomorphism classes of even unimodular lattices in $\mathbf{R}^{16}$. Their theta series are identical, i.e. the sets of integers represented by their quadratic forms are identical. The result stated above concerning the congruence of the quadratic forms generated by $C_{1}$ and $C_{2}$ follows from

Theorem (Kitaoka [8]). Two even integral quadratic forms with identical theta series are rationally congruent.

Theorem 1 and Kitaoka's theorem together imply:
Theorem 2. If the Lee polynomials of two linear codes over $\mathbf{F}_{p}$ are identical or differ by a shape relation, then their associated quadratic forms are rationally congruent.

Kitoaka's result requires the quadratic forms involved to represent even integers, but we note that for any linear code $C$, the quadratic form associated with $2 \sqrt{p L}(C)=2 L_{0}(C)$ represents even integers. Furthermore, two quadratic forms $Q_{1}$ and $Q_{2}$ represent the same numbers if and only if $2 p Q_{1}$ and $2 p Q_{2}$ represent the same integers and $Q_{1}$ and $Q_{2}$ are rationally congruent if and only if $2 p Q_{1}$ and $2 p Q_{2}$ are.

We wish to give an example involving shape relations, so we shall consider codes over $\mathbf{F}_{5}$, but first we make some observations:
a) If $C$ is a self-dual code over $\mathbf{F}_{p}$, then $L(C)$ is a unimodular integral lattice, i.e. the quadratic form associated with $L(C)$ represents integers and the determinant of a basis of $L(C)$ is 1 . We see that if $C$ is self-orthogonal then $L(C)$ is
integral, and if $C$ is a linear $(n, k)$ code, then one may verify that $\operatorname{det} L(C)=$ $p^{k-n / 2}$. So if $C$ is self-dual, $k=n / 2$ and $\operatorname{det} L(C)=1$. Furthermore, if $C$ is doubly even, i.e. all weights are divisible by 4 , then $L(C)$ is even (often referred to as Type II in the unimodular case), i.e. the quadratic form represents only even integers.
b) The graded $\mathbf{C}$-algebra generated by theta series of all unimodular lattices of even dimension is free on 2 generators of degrees 2 and 8 . The graded $\mathbf{C}$ algebra generated by theta series of all even integral unimodular lattices is free on 2 generators of degrees 8 and 24 . This is well known $[\mathbf{7} ; \mathbf{1 5} ; \mathbf{1 7}]$. The first case follows from the fact that such a theta series is a modular form with character for the subgroup of $\Gamma=S L_{2}(Z)$ generated by $\left[\begin{array}{ll}1 & 2 \\ 0 & 1\end{array}\right]$ and $\left[\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right]$ which we call $\Gamma_{\theta}$. The second case follows because those theta series are modular forms for the full modular group. Unimodular Type II lattices must have dimension a multiple of 8 .

Now let $\mathscr{C}_{p}$ be the family of self-dual linear codes over $\mathbf{F}_{p}$, and $\mathscr{C}_{2, l}$ be the family of self-dual doubly even binary codes. Gleason [6], and MacWilliams, Mallows, and Sloane [11] have studied the algebra $\mathscr{P}\left(\mathscr{C}_{p}\right)$ as a subalgebra of the algebra of invariants of a certain matrix group. For example,
$\mathscr{P}\left(\mathscr{C}_{2}\right)$ is the full algebra of invariants of a 2 -dimensional representation of the dihedral group of order 16 .
$\mathscr{P}\left(\mathscr{C}_{2, l}\right)$ is the algebra of invariants of a unitary group generated by reflections of order 192.
$\mathscr{P}\left(\mathscr{C}_{3}\right)$ is the algebra of invariants of a unitary group of order 48.
$\mathscr{P}\left(\mathscr{C}_{5}\right)$ is the algebra of invariants of a 3-dimensional representation of the icosahedral group of order 120.
$\mathscr{P}\left(\mathscr{C}_{7}\right)$ is a subalgebra of invariants of the 4 -dimensional complex representation of $S L(2,7)$ which has order 336 . See [13a] for more details of this interesting case.

Two elements of $\mathscr{P}\left(\mathscr{C}_{2}\right)$ are the polynomials for the code generated by $(11)$ and the $(8,4)$ extended Hamming code. One may use these polynomials $x^{2}+y^{2}$ and $x^{8}+14 x^{4} y^{4}+y^{8}$, and Theorem 1 to prove:

$$
\begin{equation*}
\mathscr{P}\left(\mathscr{C}_{2}\right) \approx \mathscr{T}\left(\mathscr{C}_{2}\right)=\mathscr{M}\left(\Gamma_{\theta}\right) \tag{2}
\end{equation*}
$$

where this last algebra is the algebra of modular forms for $\Gamma_{\theta}$. This proves part of Gleason's theorem, viz. that $\mathscr{P}\left(\mathscr{C}_{2}\right)$ is freely generated by polynomials of degree 2 and 8 , in particular those given above. The fact that $\mathscr{P}\left(\mathscr{C}_{2, l}\right)$ is freely generated by polynomials of degrees 8 and 24 may be proven using the extended $(8,4)$ Hamming code, the extended $(24,12)$ Golay code, Theorem 1 and the second case of observation b) above.

We also have by Theorem 1 and observation b), the following result.

Theorem 3. $\Phi_{p}$ maps $\mathscr{P}\left(\mathscr{C}_{p}\right)$ homomorphically into $\mathscr{M}\left(\Gamma_{\theta}\right)$.
$\Phi_{p}$ is injective for $p=2$ or 3 , but has a kernel for $p \geqq 5$. We study the map $\Phi_{5}$ restricted to $\mathscr{P}\left(\mathscr{C}_{5}\right)$ :

Theorem 4. The image $\mathscr{T}\left(\mathscr{C}_{5}\right)$ of the algebra $\mathscr{P}\left(\mathscr{C}_{5}\right)$ under the map $\Phi_{5}$ is free on 2 generators of degree 2 and 10 . The kernel of $\Phi_{5}$ restricted to $\mathscr{P}\left(\mathscr{C}_{5}\right)$ is a principal ideal of shape relations generated by a polynomial of degree 6 , viz. $x^{4} y z-x^{2} y^{2} z^{2}+2 y^{3} z^{3}-x z^{5}-x y^{5}$.

Proof. MacWilliams, Mallows, and Sloane [19] have proven that $\mathscr{P}\left(\mathscr{C}_{5}\right)$ is freely generated by the polynomials of 3 codes:

$$
\begin{aligned}
& F_{2}=\mathbf{F}_{5} \text { span of }\left[\begin{array}{ll}
1 & 2
\end{array}\right] \\
& F_{6}=\mathbf{F}_{5} \text { span of }\left[\begin{array}{rrrrrr}
1 & 0 & 0 & 1 & -2 & -2 \\
0 & 1 & 0 & -2 & 1 & -2 \\
0 & 0 & 1 & -2 & -2 & 1
\end{array}\right] \\
& F_{10}=\mathbf{F}_{5} \text { span of }\left[\begin{array}{rrrrrrrrrr}
1 & 1 & 2 & 2 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 2 & 2 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 2 & -2 \\
1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 \\
2 & -1 & 2 & 0 & -1 & -2 & 0 & 1 & 0 & 0
\end{array}\right]
\end{aligned}
$$

Now $\Phi_{5} \mathscr{P}\left(\mathscr{C}_{5}\right) \subseteq \mathscr{M}\left(\Gamma_{\theta}\right)$, and the dimension of the homogeneous space of degree $n$ of $\mathscr{M}\left(\Gamma_{\theta}\right)$ is $[n / 8]+1$. Hence the polynomials $P_{F_{6}}$ and $P_{F_{2}}{ }^{3}$ have the same image under $\Phi_{\overline{5}}$, and in fact this image is $\theta\left(\mathbf{Z}^{6}\right) . P_{F_{2}}=x^{2}+4 y z$ and $P_{F_{6}}=x^{6}+60 x^{2} y^{2} z^{2}+40 y^{3} z^{3}+12\left(x y^{5}+x z^{5}\right)$ hence $(1 / 12)\left(P_{F_{2}}{ }^{3}-P_{F_{6}}\right)=$ $x^{4} y z-x^{2} y^{2} z^{2}+2 y^{3} z^{3}-x z^{5}-x y^{5}$ is in the kernel of $\Phi_{5}$ and represents a shape relation. Now $\theta\left(L\left(F_{2}\right)\right)^{5}=1+20 q+\ldots$ and $\theta\left(L\left(F_{10}\right)\right)=1+4 q+\ldots$ are linearly independent and generate the homogenous space of degree 10 of $\mathscr{M}\left(\Gamma_{\theta}\right)$ which is also generated by $\theta\left(\mathbf{Z}^{2}\right)^{5}$ and $\theta\left(\mathbf{Z}^{2}\right) E_{2}$ where $E_{2}$ is the normalized Eisenstein series of weight 4 (weight $k=$ degree $2 k$ ). See [17]. $\theta\left(L\left(F_{2}\right)\right)$ and $\theta\left(L\left(F_{10}\right)\right)$ are algebraically independent for a relation between them would imply a relation between $\theta\left(\mathbf{Z}^{2}\right)$ and $\theta\left(\mathbf{Z}^{2}\right) E_{2}$ which would contradict the fact that $\mathscr{M}\left(\Gamma_{\theta}\right)$ is freely generated by $\theta\left(\mathbf{Z}^{2}\right)$ and $E_{2}$. Hence $P_{F_{2}}{ }^{3}$ $P_{F_{6}}$ generates the kernel of $\Phi_{5}$ restricted to $\mathscr{P}\left(\mathscr{C}_{\mathfrak{j}}\right)$ and Theorem 4 is proved.

Theorem 2 implies that the lattices $L\left(F_{2} \oplus F_{2} \oplus F_{2}\right)$ and $L\left(F_{6}\right)$ have quadratic forms which are rationally congruent, but they are in fact integrally congruent although the 2 codes are not isomorphic.
4. Bounds on minimum distance. We consider a distance function on $\mathbf{F}_{p}{ }^{n}$. Let $x \in \mathbf{F}_{p}{ }^{n}$, and let $\left(x_{1}, \ldots, x_{n}\right)$ be the representation of $x$ where the $x_{i}$ are integers via the convention above. Then we define a function from $\mathbf{F}_{p}{ }^{n}$ to the non-negative integers by

$$
d(x)=\sum_{j=1}^{n} x_{i}^{2}=\|x\|^{2}
$$

$d(x-y)$ will be called the squared Euclidean distance between $x$ and $y$. If $\mathscr{C}$ is a linear code over $\mathbf{F}_{p}$, then $d$ restricted to $\mathscr{C}$ is translation invariant. For such a linear code $C$ we shall be interested in its minimum squared Euclidean distance

$$
d_{m}=\min _{x \in C-\{0\}} d(x)
$$

If $C$ is to be used to correct errors in information transmitted over certain channels under phase modulation, then $d_{m}$ gives some idea of its performance [1].

For any self-orthogonal linear code $C, d_{m}$ is equal to $p$ times the subscript of the first nonzero coefficient of

$$
\theta(L(C))-\theta\left(p Z^{n}\right)=\sum_{k=d_{m} / p} b_{k} q^{k}
$$

and if $p \geqq 3$, the number of vectors having squared length $d_{m}$ is $b_{d_{m} / p}$. For $p=2$ this number is $2^{-d_{m} b_{d_{m} / p}}$ because $+1=-1$ in $\mathbf{F}_{2}$.

Now from the structure of the algebra $\mathscr{M}\left(\Gamma_{\theta}\right)$ which contains the image of $\mathscr{P}\left(\mathscr{C}{ }_{p}\right)$ under $\Phi_{p}$ we know that for $C$ an $(n, n / 2)$ self-dual code over $\mathbf{F}_{p}$, $\theta(L(C))$ is the sum of at most $[n / 8]+1$ basis functions. It is well-known in the theory of modular forms [17] that the theta function of a unimodular integral lattice may be uniquely expressed as the sum of a cusp form and two Eisenstein series. One may use the theory of Hecke operators to show that the first $[n / 8]-1$ Fourier coefficients of such a cusp form determine the rest $[\mathbf{1 8}, \mathrm{p} .81]$. Hence the first $[n / 8]+1$ coefficients of $\theta(L(C))-\theta\left(p \mathbf{Z}^{n}\right)$ determine the rest, and it is quite unlikely that all of these coefficients will be 0 . In fact, a formula for the $[n / 8]+1$ st coefficient has been found $[\mathbf{1 4}]$, although it is very unpleasant looking in the general case. The formula reinforces the conjecture that $d_{m} \leqq p([n / 8]+1)$ for all self dual codes over $\mathbf{F}_{p}$. This has been verified $[\mathbf{1 3 b}]$ for $p=2$ and is also true whenever $p>[n / 8]$.

If we know more about the subalgebra of $\mathscr{M}\left(\Gamma_{\theta}\right)$ which is the image of $\mathscr{P}\left(\mathscr{C}_{p}\right)$ under $\Phi_{p}$ we might get a better upper bound for $d_{m}$. For example, Theorem 4 suggests an upper bound of $5[n / 10]+5$ for $d_{m}$ for self-dual codes over $\mathbf{F}_{5}$. For $p=3$ we know the dimension of the $n$th homogeneous space of $\mathscr{P}\left(\mathscr{C}_{3}\right)$ is $[n / 12]+1$ and the bound $d_{m} \leqq 3[n / 12]+3$ has been verified [13b]. And since $\mathscr{P}\left(\mathscr{C}_{2, l}\right) \approx \mathscr{M}(\Gamma)$ whose $n$th homogeneous space has dimension $[n / 24]+1$ we would expect $d_{m} \leqq 4[n / 24]+4$. This also has been verified in $[\mathbf{1 3 b}]$. Although these bounds are attained for small $n$, they may not be reached asymptotically. It has been shown that the last bound is not even achieved within a constant asymptotically [12].
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