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1. Introduction. For any group $K$ and finite-dimensional (right) $K$-module $V$ let

$$
\begin{equation*}
(\pi(k) f)(v)=f(v \cdot k) \quad(v \in V, k \in K) \tag{1.1}
\end{equation*}
$$

be the right regular representation of $K$ on the algebra $P(V)$ of polynomial functions on $V$. An Isotypic Component $\mathcal{V}_{\tau}$ of $\mathcal{P}(V)$ is the sum of all $K$-submodules of $\mathcal{P}(V)$ on which $\pi$ restricts to an irreducible representation $\tau \in \widehat{K}$; each $f$ in $\mathcal{P}(V)$ can then be written as $f=\Sigma_{\tau} f_{\tau}$ with $f_{\tau}$ in $\mathcal{V}_{\tau}$. When $K$ is compact this decomposition can be achieved by integral methods. Indeed, if $\left\{\chi_{\tau}: \tau \in \widehat{K}\right\}$ is the set of characters of the irreducible unitary representations of $K$, normalized so that $\chi_{\tau} * \chi_{\tau}=\chi_{\tau}$, then

$$
\begin{equation*}
f_{\tau}=\int_{K} \overline{\chi_{\tau}(k)} \pi(k) f d k \quad(f \in \mathcal{P}(V)) \tag{1.2}
\end{equation*}
$$

On the other hand, without restriction on $K$, Taylor series expansions often exhibit such decompositions using infinitesimal methods. For instance, when $V$ is regarded as a $G L(V)$-module, the usual Taylor series expansion

$$
\begin{equation*}
f(z)=\left.\sum_{m=0}^{\infty} \frac{1}{m!}\left(z \left\lvert\, \frac{\partial}{\partial \zeta}\right.\right)^{m} f\right|_{\zeta=0} \quad(f \in \mathscr{P}(V)) \tag{1.3}
\end{equation*}
$$

is a precise expression of the fact that the isotypic components of the right regular representation of $G L(V)$ on $\mathcal{P}(V)$ are the spaces $\mathcal{P}_{m}(V)$ of polynomials homogeneous of degree $m$ on which $G L(V)$ acts irreducibly. Thus

$$
\begin{equation*}
\mathcal{P}(V)=\oplus \sum_{m=0}^{\infty} \mathcal{P}_{m}(V) \tag{1.4}
\end{equation*}
$$

identifies the isotypic components, while the $m^{\text {th }}$-order homogeneous Taylor polynomial mapping

$$
\begin{equation*}
\left.f \longrightarrow \frac{1}{m!}\left(z \left\lvert\, \frac{\partial}{\partial \zeta}\right.\right)^{m} f\right|_{\zeta=0} \quad(z, \zeta \in V) \tag{1.5}
\end{equation*}
$$

defines the $G L(V)$-equivariant projection of $\mathcal{P}(V)$ onto the isotypic component $\mathcal{P}_{m}(V)$.

There are many other well-known examples where the isotypic components of $\mathcal{P}(V)$ can be identified (cf., for instance [15]; [16]; [20]). By a partition we shall mean a finite or infinite sequence $\tau=\left(m_{1}, m_{2}, \ldots\right)$ of non-negative integers such that
(i) $m_{1} \geq m_{2} \geq \cdots$
(ii) $m_{j}=0, j$ sufficiently large;
we then set
(iii) $\ell(\tau)=\max \left\{j: m_{j} \neq 0\right\}$,
(iv) $|\tau|=\sum_{j} m_{j}$.

The Cartan-Schur-Weyl theory establishes a 1-1 correspondence between partitions $\tau$, $\ell(\tau) \leq n$, and irreducible polynomial representations of $G L_{n}$, i.e., irreducible representations $G L_{n} \rightarrow G L(W)$ which extend to polynomial mappings $M_{n} \rightarrow \operatorname{Hom}(W)$. If $E, F$ are finite-dimensional vector spaces, let $\mathcal{V}_{\tau}(E), \mathcal{V}_{\tau}(F)$ be the respective irreducible $G L(E)$ and $G L(F)$-modules corresponding to a partition $\tau$ with $\ell(\tau) \leq \min (\operatorname{dim} E, \operatorname{dim} F)$. (Note that here, as well as elsewhere, we use $\tau$ simultaneously as a partition (or highest weight), as a label for a representation space, and as a homomorphism.) The following very wellknown theorem has many proofs valid in varying degrees of generality (cf. [9]; [16]; [22], ...).

THEOREM 1.7. When $E \otimes F$ is regarded as a $G L(E) \times G L(F)$-module, then

$$
\begin{equation*}
\mathcal{P}(E \otimes F) \cong \oplus \sum_{\tau} \mathcal{V}_{\tau}(E) \otimes \mathcal{V}_{\tau}(F) \tag{1.8}
\end{equation*}
$$

the sum being taken over all partitions $\tau, \ell(\tau) \leq \min (\operatorname{dim} E, \operatorname{dim} F)$.
Theorem (1.7) thus identifies the isotypic components of $\mathcal{P}(E \otimes F)$, just as (1.4) did in the special case when $E$ is one-dimensional. At an abstract level it is easy to set up differential operators which project $\mathcal{P}(E \otimes F)$ onto these isotypic components, but in practice it is important to have explicit expressions for them. Now, the symbol of the differential operator

$$
\begin{equation*}
f(\zeta) \longrightarrow\left(z \left\lvert\, \frac{\partial}{\partial \zeta}\right.\right)^{m} f(\zeta) \quad(f \in \mathcal{P}(V)) \tag{1.9}
\end{equation*}
$$

used to define the Taylor series (1.3) is the $m$-fold power of the dual pairing $(\cdot \mid \cdot)$ on $V \times V^{\prime}$, and by the simplest case of the First Fundamental Theorem (FFT) of Invariant Theory, the set $\left\{(\cdot \mid \cdot)^{m}: m \geq 0\right\}$ of all such powers is a linear basis for the $G L(V)$-invariants in $\mathcal{P}\left(V \times V^{\prime}\right)$. On the other hand, $\left\{z \rightarrow z^{m}: m \geq 0\right\}$ is the only set of characters of $G L_{1}(\mathbb{C})$ which extend to all of $\mathbb{C}$. Consequently, in the more general case the operators in (1.9) will be replaced by differential operators whose symbol is a $G L(E) \times G L(F)$ invariant in $\mathcal{P}\left(E \otimes F, E^{\prime} \otimes F^{\prime}\right)$, and the series for $f$ in $\mathcal{P}(E \otimes F)$ follows taking a linear basis for such invariants derived from the characters of the polynomial representations of $G L(E)$. Such series expansions are valid whether the scalar field $\mathbb{F}=\mathbb{R}$ or
$\mathbb{C}$. As the action of $G L(E) \times G L(F)$ on $\mathcal{P}(E \otimes F)$ is multiplicity-free this isotypic decomposition is actually the irreducible decomposition. Actually, both Theorem 1.7 and the corresponding Taylor series version, Theorem 3.6, follow fairly quickly from wellknown identities ("character identities") for symmetric functions. Invariant theory does become important, however, in the use of Capelli operators instead of Euler's operator in deriving variants of the $G L(E) \times G L(F)$-module theory for some $G L(F)$-modules of polynomial functions and $G L(E) \times O(F)$ - or $O(F)$-modules of harmonic polynomial functions. These variants will be fundamental in the on-going study of first-order systems of over-determined elliptic differential operators $\not \partial$ (cf. [6], [7], [8]). The prototypical example of $\not \partial$ is the Cauchy-Riemann $\bar{\partial}$-operator, but examples including Hodge-deRham $\left(d, d^{*}\right)$ - and ( $\left.\bar{\partial}, \bar{\partial}^{*}\right)$-systems, where $\bar{\partial}$ commutes with the action of a Lie group $K$, i.e., is an invariant differential operator, occur throughout harmonic analysis and representation theory. For these invariant operators the kernel of $\partial$ is contained in an eigenspace of an invariant second order elliptic differential operator, just as any analytic function is automatically harmonic. One fundamental question-the $K$-type analysis of kerд̈-is whether the kernel of $\partial$ can be distinguished within the associated eigenspace of the second order operator, and more generally among all smooth functions, by the occurrence or absence of particular $K$-types. Such is the case for $\bar{\partial}$, since every function

$$
\begin{equation*}
f(z)=\sum_{-\infty}^{\infty} a_{n} r^{|n|} e^{i n \theta} \quad\left(z=r e^{i \theta} \in \mathbb{C}\right) \tag{1.10}
\end{equation*}
$$

is harmonic, whereas $\bar{\partial} f=0$ if and only if $a_{n}=0, n<0$; Thus the various more general Taylor series expansions are designed to replace (1.10), and the basic problem then comes in deciding which (and how) $\partial$ arises from the finite order invariant differential operators implementing the Taylor series expansions. These applications will be made elsewhere, however.
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2. Invariant operators, general theory. Let $V$ be a finite-dimensional vector space over $\mathbb{F}, \mathbb{F}=\mathbb{R}$ or $\mathbb{C}$, that is simultaneously a left $H$-module and right $K$-module with respect to groups $H, K$ (the two module actions being assumed to be associative). Then $\mu(h, k): v \rightarrow h v k^{-1}$ is a representation of $H \times K$ on $V$ and

$$
\begin{equation*}
g_{1} g_{2}=\left(h_{1}, k_{1} ; v_{1}\right)\left(h_{2}, k_{2} ; v_{2}\right)=\left(h_{1} h_{2}, k_{1} k_{2} ; h_{2}^{-1} v_{1} k_{2}+v_{1}\right) \tag{2.1}
\end{equation*}
$$

defines group multiplication on the semi-direct product $G=(H \times K)$ © $V$. When $H \times K$ is identified with the subgroup $\{(h, k ; 0): h \in H, k \in K\}$ of $G$ and $V$ with the space $(H \times K) \backslash G$ of right cosets, the canonical action of $G$ on this coset-space corresponds to the action of $G$ as a motion group of transformations

$$
\begin{equation*}
g=(h, k ; w): v \rightarrow v \cdot g=h^{-1} v k+w \quad(g \in G, v \in V) \tag{2.2}
\end{equation*}
$$

on $V$. The example of $V=\mathbb{F}^{r \times n}$ with $H=G L_{r}$ and $K=G L_{n}$ acting by matrix multiplication will be basic to the present paper.

If $\left(\mathcal{V}_{\tau}, \tau\right)$ is a finite-dimensional representation of $H \times K$, unitary or not, and $\mathcal{C}^{\infty}\left(V, \mathcal{V}_{\tau}\right)$ the space of smooth $\mathcal{V}_{\tau}$-valued functions on $V$, let

$$
\begin{equation*}
\left(\pi_{\tau}(g) f\right)(v)=\tau(h, k) f(v . g) \quad(v \in V, g \in G) \tag{2.3}
\end{equation*}
$$

be the representation of $G$ on $\mathcal{C}^{\infty}\left(V, \mathcal{V}_{\tau}\right)$ induced from $\left(\mathcal{V}_{\tau}, \tau\right)$. Given two such representations, there is a canonical construction of finite-order differential operators $\partial: \mathcal{C}^{\infty}\left(V, \mathcal{V}_{\tau}\right) \rightarrow \mathcal{C}^{\infty}\left(V, \mathcal{V}_{\omega}\right)$ which are invariant in the sense that

$$
\begin{equation*}
\partial \circ \pi_{\tau}(g)=\pi_{\omega}(g) \circ \partial \quad(g \in G), \tag{2.4}
\end{equation*}
$$

(cf. [13], chap. II; [23], §5.4). Such operators will be said to be $H \times K$-invariant to emphasize their critical dependence on $H \times K$, the contribution of $V$ being merely to guarantee translation-invariance. We recall this construction in the various forms needed here and elsewhere, setting notation at the same time.

Each $X$ in $V$ gives rise by parallel translation to a vector field $\partial_{X}$,

$$
\begin{equation*}
\left(\partial_{X} f\right)(v)=\left.\frac{d}{d t} f(v+t X)\right|_{t=0} \quad\left(f \in \mathcal{C}^{\infty}\left(V, \mathcal{V}_{\tau}\right)\right) \tag{2.5}
\end{equation*}
$$

and $X \rightarrow \partial_{X}$ extends to an isomorphism from the symmetric algebra $\mathcal{S}(V)$ onto the algebra $\mathcal{D}\left(\mathcal{C}^{\infty}(V)\right)$ of finite order, constant-coefficient differential operators on $\mathcal{C}^{\infty}\left(V, \mathcal{V}_{\tau}\right)$. Thus $A \otimes X \rightarrow A \circ \partial_{X}$ extends to a linear isomorphism $\lambda: S \rightarrow \partial_{S}$ from $\operatorname{Hom}\left(\mathcal{V}_{\tau}, \mathcal{V}_{\omega}\right) \otimes$ $\mathcal{S}(V)$ onto the space $\mathcal{D}\left(C^{\infty}\left(V, \mathcal{V}_{\tau}\right), \mathcal{C}^{\infty}\left(V, \mathcal{V}_{\omega}\right)\right)$ of finite-order, translation-invariant differential operators taking $C^{\infty}\left(V, \mathcal{V}_{\tau}\right)$ into $\mathcal{C}^{\infty}\left(V, \mathcal{V}_{\omega}\right)$. Those $S$ for which $\partial_{S}$ is $H \times K$ invariant are easily characterized.

Theorem 2.6. The mapping $\lambda: S \rightarrow \partial_{S}$ is a linear isomorphism from the $H \times K$ invariants in $\operatorname{Hom}\left(\mathcal{V}_{\tau}, \mathcal{V}_{\omega}\right) \otimes \mathcal{S}(V)$ onto the $H \times K$-invariants in $\mathcal{P}\left(C^{\infty}\left(V, \mathcal{V}_{\tau}\right)\right.$, $\left.C^{\infty}\left(V, \mathcal{V}_{\omega}\right)\right)$.

There are useful alternative characterizations in the case of first-order operators. Fix a basis $\left\{e_{1}, \ldots, e_{n}\right\}$ for $V$, and let $\left\{\partial_{1}, \ldots, \partial_{n}\right\}$ be the corresponding set of vector fields. Then $\lambda: S \rightarrow \partial_{S}$ associates to each $S=\sum_{j} A_{j} \otimes e_{j}$ in $\operatorname{Hom}\left(\mathcal{V}_{\tau}, \mathcal{V}_{\omega}\right) \otimes V$ the differential operator

$$
\begin{equation*}
\partial_{s}: f \longrightarrow \sum_{j}\left(A_{j} \circ \partial_{j}\right) f \quad\left(f \in \mathcal{C}^{\infty}\left(V, \mathcal{V}_{\tau}\right)\right) \tag{2.7}
\end{equation*}
$$

Such an $S$ is an $H \times K$-invariant precisely when the $\left\{A_{j}\right\}_{j=1}^{n} \subseteq \operatorname{Hom}\left(\mathcal{V}_{\tau}, \mathcal{V}_{\omega}\right)$ satisfy

$$
\begin{equation*}
\sum_{i} k_{i j} A_{i}=\sum_{\ell} h_{\ell j} \omega(h, k) A_{\ell} \tau(h, k)^{-1} \quad(h \in H, k \in K) \tag{2.8}
\end{equation*}
$$

for each $j, 1 \leq j \leq n,\left[h_{i j}\right]$ and $\left[k_{i j}\right]$ being the matrix representations

$$
h e_{i}=\sum_{j} h_{i j} e_{j}, \quad e_{i} k=\sum_{j} k_{i j} e_{j} \quad(h \in H, k \in K)
$$

in $\mathbb{F}^{n \times n}$. Thus the first-order $H \times K$-invariant differential operators are all given by (2.7) for any choice of $A_{1}, \ldots, A_{n}$ satisfying (2.8). In fact, if $\left\{e_{1}^{\prime}, \ldots, e_{n}^{\prime}\right\}$ is the dual basis in $V^{\prime}$, every $A$ in $\operatorname{Hom}\left(\mathcal{V}_{\tau} \otimes V^{\prime}, \mathcal{V}_{\omega}\right)$ arises as $T_{S}$ with $S=\sum_{j}\left(A \circ I_{j}\right) \otimes e_{j}$ and

$$
I_{j}: \mathcal{V}_{\tau} \rightarrow \mathcal{V}_{\tau} \otimes V^{\prime}, \quad I_{j}: \xi \rightarrow \xi \otimes e_{j}^{\prime}
$$

Combining isomorphisms we thus obtain a linear isomorphism

$$
\begin{equation*}
\lambda: A \longrightarrow \partial_{A} f=(A \circ \nabla) f=\sum_{j}\left(A \circ I_{j}\right) \partial_{j} f \quad\left(f \in \mathcal{C}^{\infty}\left(V, \mathcal{V}_{\tau}\right)\right) \tag{2.9}
\end{equation*}
$$

To characterize the invariants, let $\left(V^{\prime}, \mu^{\prime}\right)$ be the representation of $H \times K$ contragredient to $(V, \mu)$.

THEOREM 2.10. The mapping $\lambda: A \rightarrow \partial_{A}=A \circ \nabla$ is a linear isomorphism from the $H \times K$-invariants in $\operatorname{Hom}\left(\mathcal{V}_{\tau} \otimes V^{\prime}, \mathcal{V}_{\omega}\right)$ onto the first-order $H \times K$-invariants in $\mathcal{D}\left(\mathcal{C}^{\infty}\left(V, \mathcal{V}_{\tau}\right), C^{\infty}\left(V, \mathcal{V}_{\omega}\right)\right)$.

When $H, K$ are completely reducible and $\mathcal{V}_{\omega}=\mathcal{V}_{\tau} \otimes V^{\prime}$, say, these invariants are easily described by applying Schur's lemma.

THEOREM 2.11. If $H, K$ are completely reducible, the equivariant projections from $\mathcal{V}_{\tau} \otimes V^{\prime}$ onto its irreducible $H \times K$-submodulesform a linear basisfor the $H \times K$-invariants in $\operatorname{Hom}\left(\mathcal{V}_{\tau} \otimes V^{\prime}\right)$.

Clearly there will be an analogous result for the case $\mathcal{V}_{\omega} \neq \mathcal{V}_{\tau} \otimes V^{\prime}$. All of the previous discussion is independent of the choice of basis $\left\{e_{1}, \ldots, e_{n}\right\}$ for $V$, as will be subsequent discussion also.

Now let $\mathcal{P}\left(V^{\prime}, \operatorname{Hom}\left(\mathcal{V}_{\tau}, \mathcal{V}_{\omega}\right)\right)$ be the space of $\operatorname{Hom}\left(\mathcal{V}_{\tau}, \mathcal{V}_{\omega}\right)$-valued polynomial functions on $V^{\prime}$. With respect to the coordinate system $\nu^{\prime}=\left(\xi_{1}, \ldots, \xi_{n}\right)$ for $V^{\prime}$ determined by $\left\{e_{1}^{\prime}, \ldots, e_{n}^{\prime}\right\}$, each $P$ in $\mathcal{P}\left(V^{\prime}, \operatorname{Hom}\left(\mathcal{V}_{\tau}, \mathcal{V}_{\omega}\right)\right)$ can be regarded as a polynomial $P=$ $P\left(\xi_{1}, \ldots, \xi_{n}\right)$ in $\xi_{1}, \ldots, \xi_{n}$ with coefficients from $\operatorname{Hom}\left(\mathcal{V}_{\tau}, \mathcal{V}_{\omega}\right)$. Consequently,

$$
\begin{equation*}
\lambda: P \rightarrow \partial_{P}=P\left(\partial_{1}, \ldots, \partial_{n}\right) \tag{2.12}
\end{equation*}
$$

defines a linear isomorphism from $\mathcal{P}\left(V^{\prime}, \operatorname{Hom}\left(\mathcal{V}_{\tau}, \mathcal{V}_{\omega}\right)\right)$ onto $\mathcal{D}\left(C^{\infty}\left(V, \mathcal{V}_{\tau}\right)\right.$, $\left.\mathcal{C}^{\infty}\left(V, \mathcal{V}_{\omega}\right)\right)$; in addition, $\partial_{P}=\partial_{S}$ when $P$ corresponds to $S$ under the standard identification of $\mathcal{P}\left(V^{\prime}, \operatorname{Hom}\left(\mathcal{V}_{\tau}, \mathcal{V}_{\omega}\right)\right)$ with $\operatorname{Hom}\left(\mathcal{V}_{\tau}, \mathcal{V}_{\omega}\right) \otimes \mathcal{S}(V)$.

THEOREM 2.13. The mapping $\lambda: P \rightarrow \partial_{P}=P\left(\partial_{1}, \ldots, \partial_{n}\right)$ is a linear isomorphism from the $H \times K$-invariants in $\mathcal{P}\left(V^{\prime}, \operatorname{Hom}\left(\mathcal{V}_{\tau}, \mathcal{V}_{\omega}\right)\right)$ onto the $H \times K$-invariants in $\mathcal{D}\left(C^{\infty}\left(V, \mathcal{V}_{\tau}\right), \mathcal{C}^{\infty}\left(V, \mathcal{V}_{\omega}\right)\right)$.

Roughly speaking, therefore, invariant polynomials arise here as the symbol of invariant differential operators. The invariance property ensures that both the null-space and range-space of these operators are $H \times K$-modules when the operators act on $H \times K$ modules.

To incorporate ideas from classical invariant theory, let $P$ be an $H \times K$-invariant in $\mathcal{P}\left(V^{\prime} \times V\right)$. Then by (2.13), $\lambda: P \rightarrow \partial_{P}$ associates to each such $P$ an $H \times K$ invariant differential operator

$$
\begin{equation*}
f(\zeta) \longrightarrow\left(\partial_{P} f\right)(z, \zeta)=P\left(\frac{\partial}{\partial \zeta}, z\right) f(\zeta) \quad(\zeta, z \in V) \tag{2.14}
\end{equation*}
$$

from $\mathcal{C}^{\infty}(V)$ into $\mathcal{C}^{\infty}(V, \mathcal{P}(V))$. One can think of these $\partial_{P}=P\left(\frac{\partial}{\partial \zeta}, z\right)$ as finite-order differential operators in $\zeta$ having polynomial functions of $z$ as coefficients. When $\zeta^{\prime}$ denotes the transpose of any matrix $\zeta$, the pull-back $P \circ \gamma$,

$$
\begin{equation*}
\gamma: \mathbb{F}^{r \times n} \times \mathbb{F}^{r \times n} \longrightarrow \mathbb{F}^{r \times r}, \quad \gamma:(\zeta, z) \longrightarrow z \zeta^{\prime}, \tag{2.15}
\end{equation*}
$$

of any $P$ in $\mathcal{P}\left(\mathbb{F}^{r \times r}\right)$ clearly defines a $G L_{n}$-invariant in $\mathcal{P}\left(\mathbb{F}^{r \times n} \times \mathbb{F}^{r \times n}\right)$, while $P \circ \gamma$ is a $G L_{r} \times G L_{n}$-invariant if and only if $P$ is $A d G L_{r}$-invariant, i.e.,

$$
\begin{equation*}
(A d(h) P)(x)=P\left(h^{-1} x h\right)=P(x) \quad\left(h \in G L_{r}, A \in \mathbb{F}^{r \times r}\right) . \tag{2.16}
\end{equation*}
$$

The First Fundamental Theorem of Invariant Theory (FFT) (cf. [19]; [21], chap. XI; [24], chap. 1A) together with Theorem 2.13 thus gives

Theorem 2.17. The mapping

$$
\lambda: P \longrightarrow \partial_{P}=P\left(z \frac{\partial^{\prime}}{\partial \zeta}\right) \quad\left(z, \zeta \in \mathbb{F}^{r \times n}\right),
$$

is a linear isomorphism from $\mathcal{P}\left(\mathbb{F}^{r \times r}\right)$ onto the $G L_{n}$-invariants in $\mathcal{D}\left(\mathcal{C}^{\infty}\left(\mathbb{F}^{r \times n}\right)\right.$, $C^{\infty}\left(\mathbb{F}^{r \times n} \times \mathbb{F}^{r \times n}\right)$ ).

The expression $z \frac{\gamma}{\partial c}$ is to be interpreted as the $r \times r$-product obtained from the $r \times n$ matrices

$$
\begin{equation*}
z=\left[z_{r s}\right], \quad \frac{\partial}{\partial \zeta}=\left[\frac{\partial}{\partial \zeta_{r s}}\right] \tag{2.18}
\end{equation*}
$$

Equivalent formulations of $z \frac{\gamma^{\gamma}}{\partial \zeta}$ will be useful. Let

$$
\begin{equation*}
z_{j}=\left(z_{j 1}, \ldots, z_{j n}\right) \quad, \quad \frac{\partial}{\partial \zeta_{k}}=\left(\frac{\partial}{\partial \zeta_{k l}}, \ldots, \frac{\partial}{\partial k n}\right) \tag{2.19}
\end{equation*}
$$

be the rows of $z$ and $\frac{\partial}{\partial \zeta}$ respectively, and set

$$
\begin{equation*}
\left(z_{j} \left\lvert\, \frac{\partial}{\partial \zeta_{k}}\right.\right)=\sum_{\ell=1}^{n} z_{j \ell} \frac{\partial}{\partial \zeta_{k \ell}} \quad(1 \leq j, k \leq r) \tag{2.20}
\end{equation*}
$$

Then $z \frac{\partial}{\partial \zeta}$ can be interpreted as the $r \times r$ matrix

$$
\begin{equation*}
D=\left[D_{j k}\right]=\left[\left(z_{j} \left\lvert\, \frac{\partial}{\partial \zeta_{k}}\right.\right)\right] \quad(1 \leq j, k \leq r) \tag{2.21}
\end{equation*}
$$

of $G L_{n}$-invariants $D_{j k}=\lambda\left(P_{j k}\right)$ associated with the coordinate functions $P_{j k}: \eta \rightarrow \eta_{j k}$ on $\mathbb{F}^{r \times r}$; classically, the $D_{j k}$ are known as Polarization operators (cf. [21], pp. 110, 207; [24], p. 5).

COROLLARY 2.22. The mapping $P \rightarrow \partial_{P}=P(D), D=z \frac{\gamma}{\partial \zeta}$ is $G L_{r}$-equivariant, i.e.,

$$
\begin{equation*}
\partial_{A d(h) P}=(\lambda \otimes \lambda)(h) \circ \partial_{P} \circ \lambda(h)^{-1} \quad\left(h \in G L_{r}\right) ; \tag{2.23}
\end{equation*}
$$

in particular, $\partial_{P}$ is $G L_{r} \times G L_{n}$-invariant if and only if $P$ is an $A d G L_{r}$-invariant in $\mathcal{P}\left(\mathbb{F}^{r \times r}\right)$.
To describe $A d G L_{r}$-invariants in $\mathcal{P}\left(\mathbb{F}^{r \times r}\right)$, define $\left\{c_{j}\right\}_{j=1}^{r}$ by

$$
\begin{equation*}
\operatorname{det}(A-\lambda I)=\sum_{j=0}^{r}(-1)^{j} \lambda^{j} c_{r-j}(A) \quad\left(A \in \mathbb{F}^{r \times r}\right) . \tag{2.24}
\end{equation*}
$$

It is well-known that

$$
\begin{equation*}
c_{j}(A)=\left.\operatorname{tr}(A \otimes \cdots \otimes A)\right|_{\left.N^{( }(\mathbf{F})^{n}\right)}, \tag{2.25}
\end{equation*}
$$

and so

$$
\begin{equation*}
c_{0}(A)=I, c_{1}(A)=\operatorname{tr}(A), \ldots, c_{r}(A)=\operatorname{det} A \tag{2.26}
\end{equation*}
$$

These $c_{j}$ are certainly $A d G L_{r}$-invariant. More generally (cf. [12], §2.1),
THEOREM 2.27. The polynomials in the subalgebra of $\mathcal{P}\left(\mathbb{F}^{r \times r}\right)$ generated by $c_{1}, \ldots, c_{r}$ are $A d G L_{r}$-invariants, and, when $\mathbb{F}=\mathbb{C},\left\{c_{j}\right\}_{j=1}^{r}$ generates freely the algebra of all $A d G L_{r}$-invariants.

Corollary 2.28. The mapping $\lambda: Q \rightarrow \partial_{\varnothing}$,

$$
\left.\partial_{Q} f\right)(z, \zeta)=Q\left(c_{1}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right), \ldots, c_{r}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right)\right) f(\zeta), \quad z, \zeta \in V
$$

is a linear isomorphism from $\mathcal{P}\left(\mathbb{F}^{r}\right)$ into the $G L_{r} \times G L_{n}$-invariants in $\mathcal{D}\left(\mathcal{C}^{\infty}\left(\mathbb{F}^{r \times n}\right)\right.$, $\left.\mathcal{C}^{\infty}\left(\mathbb{F}^{r \times n} \times \mathbb{F}^{r \times n}\right)\right)$, which is surjective when $\mathbb{F}=\mathbb{C}$.

It is instructive to see the connection with classical Cayley determinantal operators (cf. [21], p. 113). Denote by $\Delta_{k_{1} \ldots k_{s}}^{j_{j} \ldots . j_{s}}(\cdot)$ the minor

$$
\Delta_{k_{1} \ldots k_{s}}^{j_{1}, j_{s}}(z)=\operatorname{det}\left|\begin{array}{ccc}
z_{j 1} k_{1} & \cdots & z_{j 1} k_{s}  \tag{2.29}\\
\vdots & & \vdots \\
z_{j, k_{1}} & \cdots & z_{j_{s} k_{s}}
\end{array}\right|
$$

formed from the $j_{1}, \ldots, j_{s}$ rows and $k_{1}, \ldots, k_{s}$ columns of $z \in \mathbb{F}^{r \times n}$. The Cayley operators $\Omega_{k_{1} \ldots s_{s}}^{j_{j} \ldots j_{s}}$ are just the differential operators

$$
\begin{equation*}
\Omega_{k_{1} \ldots k_{s}}^{j_{1} \ldots j_{s}}\left(\frac{\partial}{\partial \xi}\right)=\Delta_{k_{1} \ldots k_{s}}^{j_{1} \ldots j_{s}}\left(\frac{\partial}{\partial \xi}\right) \tag{2.30}
\end{equation*}
$$

On the other hand, if $\left\{e_{1}, \ldots, e_{n}\right\}$ is the usual basis for $\mathbb{F}^{n}$,

$$
z=\left[\begin{array}{c}
z_{1} \\
\vdots \\
z_{r}
\end{array}\right] \rightarrow z_{j_{1}} \wedge \cdots \wedge z_{j_{s}}=\sum_{k_{1}<\cdots<k_{s}} \Delta_{k_{1} \ldots k_{s}}^{j_{1}, \ldots j_{s}}(z) e_{k_{1}} \wedge \cdots \wedge e_{k_{s}}
$$

maps $\mathbb{F}^{r \times n}$ onto $\Lambda^{j}\left(\mathbb{F}^{n}\right)$, and the Cauchy-Binet theorem exhibits a dual pairing

$$
\begin{align*}
\left(z_{j_{1}} \wedge \cdots \wedge z_{j_{s}} \mid \xi_{j_{1}} \wedge \cdots \xi_{j_{s}}\right) & =\Delta_{j_{1} \ldots j_{s}}^{j_{1} \ldots j_{s}}\left(z \xi^{\prime}\right) \\
& =\sum_{k_{1}<\cdots<k_{s}} \Delta_{k_{1} \ldots k_{s}}^{j_{1} \ldots j_{s}}(z) \Delta_{k_{1} \ldots k_{s}}^{j_{1} \ldots j_{s}}(\xi) \tag{2.31}
\end{align*}
$$

for $\Lambda^{j}\left(\mathbb{F}^{n}\right) \times \Lambda^{j}\left(\mathbb{F}^{n}\right)([21]$, pp. 79,82$)$. Regarding $\Delta_{j_{1} \ldots j_{s}}^{j_{1}, j_{s}}$ as a polynomial on $\mathbb{F}^{r \times r}$, we thus obtain a $G L_{n}$-invariant differential operator

$$
\begin{equation*}
\Delta_{j_{1} \ldots j_{s}}^{j_{1} \ldots j_{s}}\left(z \frac{\partial^{\prime}}{\partial \xi}\right)=\sum_{k_{1}<\cdots<k_{s}} \Delta_{k_{1} \ldots k_{s}}^{j_{1} \ldots j_{s}}(z) \Omega_{k_{1} \ldots k_{s}}^{j_{1} \ldots j_{s}}\left(\frac{\partial}{\partial \xi}\right) \tag{2.32}
\end{equation*}
$$

In view of (2.23), therefore,

$$
\begin{equation*}
c_{s}\left(z \frac{\partial^{\prime}}{\partial \xi}\right)=\sum_{j_{1}<\cdots<j_{s}} \Delta_{j_{1} \ldots j_{s}}^{j_{1} \ldots j_{s}}\left(z \frac{\partial^{\prime}}{\partial \xi}\right) . \tag{2.33}
\end{equation*}
$$

is the $G L_{r} \times G L_{n}$-invariant differential operator arising from all possible choices of $s$ rows from $\mathbb{F}^{r \times n}$.
3. Group-invariant Taylor series. For the moment, let $V$ be an $H \times K$-module as in the previous section. By a group-invariant Taylor series we shall mean the representation of every $f$ in $\mathcal{C}^{\infty}(V)$, or a particular $H \times K$ submodule of $\mathcal{C}^{\infty}(V)$, as a sum of polynomials each of which lies in an $H \times K$ isotypic component, together with $H \times K$-invariant differential operators exhibiting this decomposition of $f$. The general relation between polynomial invariants and the present notion of Taylor series is easily seen, however. For if $\partial_{P}$ is the invariant operator associated in (2.14) with an $H \times K$-invariant $P$ in $P\left(V^{\prime} \times V\right)$,

$$
\left.f(\zeta) \longrightarrow \partial_{P} f\right|_{\zeta=0}(z)=\left.P\left(\frac{\partial}{\partial \zeta}, z\right) f(\zeta)\right|_{\zeta=0} \quad\left(f \in C^{\infty}(V)\right)
$$

is an equivariant mapping whose range is an $H \times K$-submodule of $\mathcal{P}(V)$. For suitable $V$, $H$ and $K$ we might hope to recover $f$, formally at least, as

$$
\begin{equation*}
f=\left.\sum_{P} \frac{1}{|P|} \partial_{P} f\right|_{n=0} \quad\left(f \in \mathcal{C}^{\infty}(V)\right), \tag{3.1}
\end{equation*}
$$

where the sum is taken over a linear basis for the space of $H \times K$-polynomial invariants, characters, .. in $\mathcal{P}\left(V^{\prime} \times V\right)$ and each $|P|$ is a constant. By restricting to polynomial $f$ in (3.1), convergence questions are avoided.

To exhibit one such basis, let $\tau=\left(m_{1}, m_{2}, \ldots\right)$ be a partition with $\ell(\tau)=k$, and denote by

$$
\begin{equation*}
\tau^{\prime}=\left(\mu_{1}, \mu_{2}, \ldots\right)=(\underbrace{k, \ldots, k}_{m_{k}}, \underbrace{k-1, \ldots, k-1}_{m_{k-1}-m_{k}}, \ldots, \underbrace{1, \ldots, 1}_{m_{1}-m_{2}}, 0, \ldots) \tag{3.2}
\end{equation*}
$$

its conjugate partition (cf. [17], p. 60; [18], p. 2). Now define $\chi_{\tau} \in \mathcal{P}\left(\mathbb{F}^{r \times r}\right)$ by

$$
\begin{equation*}
\chi_{\tau}=\operatorname{det}\left[c_{\mu_{i}-i+j}\right], \quad \tau^{\prime}=\left(\mu_{1}, \mu_{2}, \ldots\right), \tag{3.3}
\end{equation*}
$$

with the convention that $c_{\mu_{i}-i+j} \equiv 0$ whenever $\mu_{i}-i+j<0$ or $\mu_{i}-i+j>\ell(\tau)$. For instance, if $\tau=\rho_{s}=(\underbrace{1, \ldots, 1}_{s}, 0, \ldots)$, then

$$
\begin{equation*}
\rho_{s}^{\prime}=(s, 0, \ldots), \quad \chi_{\rho_{s}}=c_{s} \quad(1 \leq s \leq r), \tag{3.4}
\end{equation*}
$$

and so (2.25) ensures that $\chi_{\rho_{s}}$ is the character of the fundamental representation of $G L_{r}$ on $\Lambda^{s}\left(\mathbb{F}^{r}\right)$. More generally, $\chi_{\tau}$ is the character of the polynomial representation $\mathcal{V}_{\tau}\left(\mathbb{F}^{r}\right)$ of $G L_{r}$; on the other hand, an inspection of (3.3) shows that

$$
\begin{equation*}
\chi_{\tau}(A)=c_{r}(A)^{m_{r}} \chi_{\sigma}(A)=\Delta_{r}(A)^{m_{r}} \chi_{\sigma}(A) \quad\left(A \in \mathbb{F}^{r \times r}\right), \tag{3.5}
\end{equation*}
$$

when $\ell(\tau)=r$ and $\sigma=\tau-m_{r} \rho_{r}=\left(m_{1}-m_{2}, \ldots, m_{r-1}-m_{r}, 0, \ldots\right)$.
THEOREM 3.6. Fix $r, 1 \leq r \leq n$. Then each $f$ in $\mathcal{P}\left(\mathbb{F}^{r \times n}\right)$ can be written uniquely as

$$
\begin{equation*}
f(z)=\left.\sum_{\tau} \frac{1}{h(\tau)} \chi_{\tau}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right) f\right|_{\zeta=0} \quad\left(z, \zeta \in \mathbb{F}^{r \times n}\right), \tag{3.7}
\end{equation*}
$$

the sum being taken over all partitions $\tau, \ell(\tau) \leq r$, where $h(\tau)$ is the Hook-Length

$$
h(\tau)=\prod_{j=1}^{\ell(\tau)}\left(m_{j}+\ell(\tau)-j\right)!/ \prod_{i<j}\left(m_{i}-m_{j}+j-i\right)
$$

of the partition $\tau$.
Corollary 3.8. The set

$$
\begin{equation*}
\left\{\left.\chi_{\tau}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right) f\right|_{\zeta=0}: f \in \mathscr{P}\left(\mathbb{F}^{r \times n}\right)\right\} \tag{3.9}
\end{equation*}
$$

is the unique irreducible $G L_{r} \times G L_{n}$-submodule of $\mathcal{P}\left(\mathbb{F}^{r \times n}\right)$ isomorphic to $\mathcal{V}_{\tau}\left(\mathbb{F}^{n}\right) \otimes$ $\mathcal{V}_{\tau}\left(\mathbb{F}^{n}\right)$.

To identify (3.9), denote by $B_{s}$ the triangular subgroup of $G L_{s}$ having zero entries below the diagonal, and by $N_{s}$ its subgroup whose diagonal entries are all 1 . Let $\lambda^{\prime}, \pi$ be the representation

$$
\left(\lambda^{\prime}(h) f\right)(z)=f\left(h^{\prime} z\right), \quad(\pi(k) f)(z)=f(z k)
$$

of $G L_{r}$ and $G L_{n}$ respectively on $C^{\infty}\left(\mathbb{F}^{r \times n}\right)$. Then the algebra

$$
\left.\mathcal{P}_{L}\left(\mathbb{F}^{r \times n}\right)=\left\{f \in \mathcal{P}_{\left(\mathbb{F}^{r \times n}\right)}\right): \lambda^{\prime}(b) f=f, b \in N_{r}\right\}
$$

of all $N_{r}$-invariants is a $G L_{n}$-module with respect to $\pi$; similarly, the algebra

$$
\mathcal{P}_{U}\left(\mathbb{F}^{r \times n}\right)=\left\{f \in \mathscr{P}\left(\mathbb{F}^{r \times n}\right): \pi(b) f=f, b \in N_{n}\right\}
$$

is a $G L_{r}$-module with respect to either of $\lambda$ and $\lambda^{\prime}$. But the only $N_{r}$-invariants in $\mathcal{V}_{\tau}\left(\mathbb{F}^{r}\right)$ are $\mathbb{F} \phi_{\tau}$ with $\phi_{\tau}$ a highest weight vector, so

$$
\begin{equation*}
\mathcal{P}_{L}\left(\mathbb{F}^{r \times n}\right) \cong \oplus \sum_{\tau} \mathcal{V}_{\tau}\left(\mathbb{F}^{n}\right) \quad(\ell(\tau) \leq r) \tag{3.10}
\end{equation*}
$$

as a $G L_{n}$-module, while

$$
\begin{equation*}
\mathcal{P}_{U}\left(\mathbb{F}^{r \times n}\right) \cong \oplus \sum_{\tau} \mathcal{V}_{\tau}\left(\mathbb{F}^{r}\right) \quad(\ell(\tau) \leq r) \tag{3.11}
\end{equation*}
$$

is a $G L_{r}$-module. Now set

$$
\begin{equation*}
\Phi_{\tau}(x)=\Delta_{1}(x)^{m_{1}-m_{2}} \cdots \Delta_{r-1}(x)^{m_{r-1}-m_{r}} \Delta_{r}(x)^{m_{r}} \quad\left(x \in \mathbb{F}^{r \times r}\right), \tag{3.12}
\end{equation*}
$$

where $\tau=\left(m_{1}, m_{2}, \ldots\right)$ and $\Delta_{s}$ is the principal minor $\Delta_{1 . . . s}^{1}$. Thus we can and shall regard $\Phi_{\tau}$ as a polynomial on $\mathbb{F}^{r \times r}$ and $\mathbb{F}^{r \times n}, r \leq n$. In fact, $\Phi_{\tau}$ is a character of $B_{r}$, just as $\chi_{\tau}$ was a character of $G L_{r}$, since

$$
\begin{equation*}
\lambda^{\prime}(b) \Phi_{\tau}=\Phi_{\tau}(b) \Phi_{\tau}, \quad \pi(b) \Phi_{\tau}=\Phi_{\tau}(b) \Phi_{\tau} \tag{3.13}
\end{equation*}
$$

On the other hand, the pull-back $\Phi_{\tau} \circ \gamma$ is a $G L_{n}$-invariant $P$ in $P\left(\mathbb{F}^{r \times n} \times \mathbb{F}^{r \times n}\right)$ having the additional semi-invariance property

$$
\begin{equation*}
P\left(b_{1}^{\prime} z, b_{2}^{\prime} \zeta\right)=\Phi_{\tau}\left(b_{1} b_{2}\right) P(z, \zeta) \quad\left(b_{1}, b_{2} \in B_{r}\right) \tag{3.14}
\end{equation*}
$$

in fact, by the bitriangular decomposition for $\mathbb{F}^{r \times r}\left([21]\right.$, p. 369), the $\Phi_{\tau}$ are a linear basis for such invariants. This leads us to the second Taylor series expansion.

Theorem 3.15. Fix $r, 1 \leq r \leq n$. Then each $f$ in $\mathcal{P}_{L}\left(\mathbb{F}^{r \times n}\right)$ can be written uniquely as

$$
\begin{equation*}
f(z)=\left.\sum_{\tau} \frac{1}{h(\tau)} \Phi_{\tau}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right) f\right|_{\zeta=0} \quad\left(z, \zeta \in \mathbb{F}^{r \times n}\right) \tag{3.16}
\end{equation*}
$$

the sum being taken over all partitions $\tau, \ell(\tau) \leq r$.
COROLLARY 3.17. The unique irreducible $G L_{n}$-submodule of $\mathcal{P}_{L}\left(\mathbb{F}^{r \times n}\right)$ isomorphic to $\mathcal{V}_{\tau}\left(\mathbb{F}^{n}\right)$ is characterized by either of
(a) $\quad\left\{\left.\boldsymbol{\Phi}_{\tau}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right) f\right|_{\zeta=0}: f \in \mathcal{P}_{L}\left(\mathbb{F}^{r \times n}\right)\right\}$,
(b) $\quad \mathcal{P}_{\tau}\left(\mathbb{F}^{r \times n}\right)=\left\{f \in \mathscr{P}\left(\mathbb{F}^{r \times n}\right): \lambda^{\prime}(b) f=\Phi_{\tau}(b) f, b \in B_{r}\right\}$.

Both (3.6) and (3.15) reduce to the classical Taylor series (1.3) when $r=1$ since

$$
\chi_{\tau}\left(z \frac{\partial}{\partial \zeta}\right)=\left(\sum_{j} z_{j} \frac{\partial}{\partial \zeta_{j}}\right)^{m}=\Phi_{\tau}\left(z \frac{\partial}{\partial \zeta}\right) \quad(\tau=(m, 0, \ldots))
$$

and $\Phi_{\tau}(\zeta)=\zeta_{1}^{m}$ for $z, \zeta$ in $\mathbb{F}^{n}$. In particular, by Euler's theorem or direct calculation,

$$
\left.\left(\sum_{j} z_{j} \frac{\partial}{\partial \zeta_{j}}\right)^{\ell} \zeta_{1}^{m}\right|_{\zeta=0}=\left.z_{1}^{\ell}\left(\frac{\partial}{\partial \zeta_{1}}\right)^{\ell} \zeta_{1}^{m}\right|_{\zeta=0}=m!z_{1}^{m}
$$

when $\ell=m$, while

$$
\left.\left(\sum_{j} z_{j} \frac{\partial}{\partial \zeta_{j}}\right)^{\ell} \zeta_{1}^{m}\right|_{\zeta=0}=\left.z_{1}^{\ell}\left(\frac{\partial}{\partial \zeta_{1}}\right)^{\ell} \zeta_{1}^{m}\right|_{\zeta=0}=0
$$

when $\ell \neq m$. The extension of these last results to arbitrary $r, 1 \leq r \leq n$, will play a key role in establishing the generalization of (1.3) to (3.6) and (3.15) and of (1.5) to the corollaries (3.8) and (3.17).

Theorem 3.19. Fix $r$ and let $\gamma, \tau$ be arbitrary partitions of length at most $r$. Then, for any $z, \zeta$ in $\mathbb{F}^{r \times n}, n \geq r$,

$$
\begin{equation*}
\left.\chi_{\gamma}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right) \boldsymbol{\Phi}_{\tau}\right|_{\zeta=0}=\left.\boldsymbol{\Phi}_{\gamma}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right) \boldsymbol{\Phi}_{\tau}\right|_{\zeta=0}=h(\tau) \Phi_{\tau}(z) \tag{3.20}
\end{equation*}
$$

when $\gamma=\tau$, while

$$
\begin{equation*}
\left.\chi_{\gamma}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right) \Phi_{\tau}\right|_{\zeta=0}=0=\left.\Phi_{\gamma}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right) \Phi_{\tau}\right|_{\zeta=0} \tag{3.21}
\end{equation*}
$$

when $\gamma \neq \tau$.
Perhaps not surprisingly in view of the earlier comments on the classical case, the proof of (3.19) hinges on the extension of Euler's operator $E=\sum_{j} \zeta_{j} \frac{\partial}{\partial j}$ to arbitrary $r$. This role will be played by the Capelli operator $H_{r}$ to which we turn next before beginning the proofs of the series expansions and their corollaries.
4. The Capelli Identities. Although the Capelli operator $H_{r}$ and Capelli identities ([1]; [2]; [3]) have long been known to be a cornerstone of polynomial invariant theory (cf., for instance, [19]; [21]; [24]), their group-theoretic meaning has emerged only recently ([5]; [11]; [15]). It was Howe's work that made clear the role of Capelli operators as generalized Euler operators on polynomials of matrix argument.

Let $E=\left[E_{j k}\right]=\zeta \frac{\gamma}{\partial \zeta}$ by the $r \times r$-matrix of operators on $C^{\infty}\left(\mathbb{F}^{r \times n}\right)$ defined by

$$
\begin{equation*}
E_{j k} f=\left(\zeta_{j} \left\lvert\, \frac{\partial}{\partial \zeta_{k}}\right.\right) f(\zeta) \quad(1 \leq j, k \leq r) \tag{4.1}
\end{equation*}
$$

Then

$$
\begin{equation*}
d \lambda^{\prime}: A=\left[a_{j k}\right] \longrightarrow \operatorname{tr}\left(A E^{\prime}\right)=\sum_{j, k} a_{j k} E_{j k} \quad\left(A \in \mathbb{F}^{r \times r}\right), \tag{4.2}
\end{equation*}
$$

is a faithful representation of the Lie algebra of $G L_{r}$, and

$$
\begin{equation*}
\left\{P\left(\zeta \frac{\partial^{\prime}}{\partial \zeta}\right): P \in \mathscr{P}\left(\mathbb{F}^{r \times r}\right)\right\} \tag{4.3}
\end{equation*}
$$

is a faithful realization of the universal enveloping algebra $U\left(G L_{r}\right)$ of $G L_{r}$ as the algebra of differential operators on $\mathcal{C}^{\infty}\left(\mathbb{F}^{r \times n}\right)$. In addition, since

$$
\begin{equation*}
P\left(\zeta \frac{\partial^{\prime}}{\partial \zeta}\right) f=\left.\left(\partial_{P} f\right)(\zeta, z)\right|_{z=\zeta} \quad\left(z, \zeta \in \mathbb{F}^{r \times n}\right) \tag{4.5}
\end{equation*}
$$

contact with Howe's theory is made through the following result.

Theorem 4.6 (À la Harish-Chandra). The mapping $P \rightarrow P(E)$ is a linear bijection from $\mathcal{P}\left(\mathbb{F}^{r \times r}\right)$ onto a realization of $U\left(G L_{r}\right)$ as differential operators that satisfy

$$
\begin{array}{lc}
A d(h): P(E) \longrightarrow \lambda(h)^{-1} \circ P(E) \circ \lambda(h) & \left(h \in G L_{r}\right), \\
\pi(k) \circ P(E)=P(E) \circ \pi(k) & \left(k \in G L_{n}\right), \tag{ii}
\end{array}
$$

on the $G L_{r} \times G L_{n}$-module $C^{\infty}\left(\mathbb{F}^{r \times n}\right)$.
Proof. Property (i) follows from Corollary 2.22 while property (ii) is an immediate consequence of Theorem 2.13 and 4.5 .

The center of this realization of $U\left(G L_{r}\right)$ consists precisely of all operators

$$
P(E)=P\left(\left[E_{j k}\right]\right), \quad E_{j k}=\left(\zeta_{j} \left\lvert\, \frac{\partial}{\partial \zeta_{k}}\right.\right)
$$

with $P$ an $A d G L_{r}$-invariant in $\mathcal{P}\left(\mathbb{F}^{r \times r}\right)$, just as the $G L_{r} \times G L_{n}$-invariant differential operators were given by

$$
P(D)=P\left(\left[D_{j k}\right]\right), \quad D_{j k}=\left(z_{j} \left\lvert\, \frac{\partial}{\partial \zeta_{k}}\right.\right)
$$

for such $P$, the crucial difference being that the $D_{j k}$ all commute whereas the $E_{j k}$ do not. Ingenious modifications introducted by Capelli enabled him to derive the analogue of corollary of (2.28) for the non-commuting $E_{j k}$ (cf. [2], p. 19; [4]; [21], p. 116). With the convention that the determinant $\operatorname{det}\left[A_{p q}\right]$ of an $\ell \times \ell$-matrix of (possibly) non-commuting variables is given by

$$
\operatorname{det}\left[A_{p q}\right]=\sum_{\sigma \in S_{\ell}} \operatorname{sgn} \sigma A_{\sigma(1) 1} \ldots A_{\sigma(r) r}
$$

define operators $H_{r}$ on $\mathcal{C}^{\infty}\left(\mathbb{F}^{r \times n}\right)$ by

$$
H_{r}=\operatorname{det}\left[\begin{array}{cccc}
E_{11}+r-1 & E_{12} & \cdots & E_{1 r}  \tag{4.7}\\
E_{21} & E_{22}+r-2 & \cdots & E_{2 r} \\
\vdots & \vdots & \ddots & \vdots \\
E_{r 1} & E_{r 2} & \cdots & E_{r r}
\end{array}\right]
$$

(cf. [19]; [21], p. 117; [24], chap. II, §4). The $G L_{r} \times G L_{n}$-invariance of

$$
\left(z_{1} \wedge \cdots \wedge z_{r} \left\lvert\, \frac{\partial}{\partial \zeta_{1}} \wedge \cdots \wedge \frac{\partial}{\partial \zeta_{r}}\right.\right)=\sum_{1 \leq k_{1}<\cdots<k_{r} \leq n} \Delta_{k_{1} \ldots k_{r}}^{1 \cdots r}(z) \Omega_{k_{1} \ldots k_{r}}^{1 \cdots r}\left(\frac{\partial}{\partial \zeta}\right)
$$

(cf. (2.32)) ensures that

$$
H_{r}=\left(\zeta_{1} \wedge \cdots \wedge \zeta_{r} \left\lvert\, \frac{\partial}{\partial \zeta_{1}} \wedge \cdots \wedge \frac{\partial}{\partial \zeta_{r}}\right.\right)=\sum_{1 \leq k_{1}<\cdots<k_{r} \leq n} \Delta_{k_{1} \ldots k_{r}}^{1 \ldots r}(\zeta) \Omega_{k_{1} \ldots k_{r}}^{1 \cdots r}\left(\frac{\partial}{\partial \zeta}\right)
$$

These operators $E_{j k}$ and $H_{r}$ are particularly well-adapted to use on $\mathcal{P}_{L}\left(\mathbb{F}^{r \times n}\right)$ since $\left\{E_{j k}: 1 \leq j<k \leq r\right\}$ and $\left\{E_{j k}: 1 \leq j \leq k \leq r\right\}$ are bases of faithful realizations of $N_{r}$ and $B_{r}$ respectively. For by (4.2)

$$
\begin{equation*}
\mathscr{P}_{L}\left(\mathbb{F}^{r \times n}\right)=\left\{f \in \mathcal{P}_{\left.\left(\mathbb{F}^{r \times n}\right): E_{j k} f=0,1 \leq j<k \leq r\right\}, ~}^{\text {, }}\right. \tag{4.8}
\end{equation*}
$$

and, if $\tau=\left(m_{1}, m_{2}, \ldots\right)$,
(4.8)(ii)

$$
\mathcal{P}_{\tau}\left(\mathbb{F}^{r \times n}\right)=\left\{f \in \mathcal{P}_{L}\left(\mathbb{F}^{r \times n}\right): E_{j j} f=m_{j} f, 1 \leq j \leq r\right\} .
$$

For $f$ in $\mathcal{P}_{L}\left(\mathbb{F}^{r \times n}\right)$, therefore, the only non-zero term in $H_{r} f$ is the diagonal term $\left(\Pi_{j=1}^{r}\left(E_{j j}+r-1\right)\right) f$. This proves (cf. also [21], p. 256):
(4.8)(iii)

$$
H_{r} f=\left(\prod_{j=1}^{r}\left(m_{j}+r-j\right)\right) f \quad\left(f \in \mathcal{P}_{\tau}\right)
$$

which is a complete analogue of Euler's result (the case $r=1$ ).
As a first application of these ideas we give
PROOF OF Theorem 3.19. It is convenient to begin with the second equality in (3.20). As

$$
\Psi(z)=\left.\Phi_{\tau}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right) \Phi_{\tau}\right|_{\zeta=0} \quad\left(z \in \mathbb{F}^{r \times n}\right)
$$

is an $N_{r} \times N_{n}$-invariant such that $\lambda^{\prime}(b) \Psi=\Phi_{\tau}(b) \Psi, b \in B_{r}$, there is a constant $\theta$ in $\mathbb{F}$ such that $\Psi=\theta \Phi_{\tau}$. To calculate $\theta$, assume first that $m_{r} \neq 0$. Now, given any $f$ in $\mathcal{P}\left(\mathbb{F}^{r \times n}\right)$,

$$
\begin{align*}
\Delta_{r}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right) f & =\left(z_{1} \wedge \cdots \wedge z_{r} \left\lvert\, \frac{\partial}{\partial \zeta_{1}} \wedge \cdots \wedge \frac{\partial}{\partial \zeta_{r}}\right.\right) f(\zeta) \\
& =\sum_{1 \leq k_{1}<\cdots<k_{r} \leq n} \Delta_{k_{1} \ldots k_{r}}^{1 \ldots . k_{r}}(z) \Omega_{k_{1} \ldots k_{r}}^{1 \ldots . r}\left(\frac{\partial}{\partial \zeta}\right) f(\zeta)  \tag{4.9}\\
& =\sum_{1 \leq k_{1}<\cdots<k_{r} \leq n} \Delta_{k_{1} \ldots k_{r}}^{1 \ldots r}(z) F_{k_{1} \ldots k_{r}}(\zeta), \text { say. }
\end{align*}
$$

Consequently, when $f=\boldsymbol{\Phi}_{\tau}$,

$$
\left(z_{1} \wedge \cdots \wedge z_{r} \left\lvert\, \frac{\partial}{\partial \zeta_{1}} \wedge \cdots \wedge \frac{\partial}{\partial \zeta_{r}}\right.\right) \boldsymbol{\Phi}_{\tau}=\Delta_{r}(z) F(\zeta), \text { say. }
$$

But then by (4.8)(iii),

$$
H_{r} \Phi_{\tau}=\left(\prod_{j=1}^{r}\left(m_{j}+r-j\right)\right) \Phi_{\tau}(\zeta)=\left(\prod_{j=1}^{r}\left(m_{j}+r-j\right)\right) \Delta_{r}(\zeta) \Phi_{\tau-\rho_{r}}(\zeta)
$$

where $\tau-\rho_{r}=\left(m_{1}-1, \ldots, m_{r}-1,0, \ldots\right)$. This identifies $F$, and so after $m_{r}$ such differentiations,

$$
\begin{equation*}
\left(\Delta_{r}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right)\right)^{m_{r}} \Phi_{\tau}(\zeta)=\left\{\prod_{j=1}^{r} \frac{\left(m_{j}+r-j\right)!}{\left(m_{j}-m_{r}+r-j\right)!}\right\} \Delta_{r}(z)^{m_{r}} \Phi_{\sigma}(\zeta) \tag{4.10}
\end{equation*}
$$

with $\sigma=\tau-m_{r} \rho_{r}$ and $\Phi_{\sigma}$ in $\mathcal{P}_{\sigma}\left(\mathbb{F}^{(r-1) \times n}\right)$. Repeating this proof successively in $\mathcal{P}\left(\mathbb{F}^{(r-1) \times n}\right), \ldots, \mathcal{P}\left(\mathbb{F}^{n}\right)$, we finally obtain

$$
\boldsymbol{\Phi}_{\tau}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right) \boldsymbol{\Phi}_{\tau}(\zeta)=h(\tau) \boldsymbol{\Phi}_{\tau}(z) .
$$

Had $m_{r}$ been 0 , the proof would have started at one of these later stages.
The proof of the equality

$$
\begin{equation*}
\chi_{\tau}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right) \boldsymbol{\Phi}_{\tau}=h(\tau) \Phi_{\tau}(z) \quad\left(z \in \mathbb{F}^{r \times n}\right) \tag{4.11}
\end{equation*}
$$

is much the same. Assume first that $m_{r} \neq 0$. Then in view of (3.5) and (4.10)

$$
\begin{aligned}
\chi_{\tau}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right) \Phi_{\tau} & =\chi_{\sigma}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right)\left(\Delta_{r}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right)\right)^{m_{r}} \Phi_{\tau} \\
& =\left\{\prod_{j=1}^{r} \frac{\left(m_{j}+r-j\right)!}{\left(m_{j}-m_{r}+r-j\right)!}\right\} \Delta_{r}(z)^{m_{r}} \chi_{\sigma}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right) \Phi_{\sigma}
\end{aligned}
$$

Since $\Phi_{\sigma}$ can be regarded equally as a polynomial on $\mathbb{F}^{(r-1) \times n}$, or one on $\mathbb{F}^{r \times n}$ that is independent of the last row of variables, the value of $\chi_{\sigma}(D) \Phi_{\sigma}$ will be the same whether $\chi_{\sigma}, \sigma=\left(m_{1}-m_{r}, \ldots, m_{r-1}-m_{r}, 0, \ldots\right)$, is constructed via 3.3 as a polynomial on $\mathbb{F}^{(r-1) \times(r-1)}$ or on $\mathbb{F}^{r \times r}$. But in the first of these cases,

$$
\chi_{\sigma}(x)=\Delta_{r-1}(x)^{m_{r-1}-m_{r}} \chi_{\delta}(x) \quad\left(x \in \mathbb{F}^{(r-1) \times(r-1)}\right)
$$

where $\delta=\left(m_{1}-m_{r-1}, \ldots, m_{r-2}-m_{r-1}, 0, \ldots\right)$. Thus the same induction argument proceeds as before, yielding (4.11). Had $m_{r}$ been 0 , the proof would again have started at one of the later stages of the induction proof.

PROOF OF COROLLARY 3.8. By $N_{r} \times B_{n}$-invariance, each of

$$
\left.\chi_{\gamma}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right) \boldsymbol{\Phi}_{\tau}\right|_{\zeta=0},\left.\quad \boldsymbol{\Phi}_{\gamma}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right) \boldsymbol{\Phi}_{\tau}\right|_{\zeta=0}
$$

is of the form $\theta_{\gamma} \Phi_{\tau}(z)$ for some $\theta_{\gamma}$ in $\mathbb{F}$. Thus for any $b=\operatorname{diag}\left(t_{1}, \ldots, t_{r}\right)$ in $B_{r}$,

$$
\begin{equation*}
\left.\left(\frac{\partial}{\partial t_{1}}\right)^{m_{1}} \cdots\left(\frac{\partial}{\partial t_{r}}\right)^{m_{r}} \chi_{\gamma}(b D) \Phi_{\tau}\right|_{\zeta=0}=m_{1}!\ldots m_{r}!\theta_{\gamma} \Phi_{\tau}(z), D=z \frac{\partial^{\prime}}{\partial \zeta} \tag{4.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\left(\frac{\partial}{\partial t_{1}}\right)^{m_{1}} \cdots\left(\frac{\partial}{\partial t_{r}}\right)^{m_{r}} \boldsymbol{\Phi}_{\gamma}(b D) \boldsymbol{\Phi}_{\tau}\right|_{\zeta=0}=m_{1}!\ldots m_{r}!\theta_{\gamma} \boldsymbol{\Phi}_{\tau}(z) . \tag{4.13}
\end{equation*}
$$

Now suppose $\gamma \neq \tau$. Then by (3.13),

$$
\left.\left(\frac{\partial}{\partial t_{1}}\right)^{m_{1}} \cdots\left(\frac{\partial}{\partial t_{r}}\right)^{m_{r}} \Phi_{\gamma}(b A)\right|_{t_{1}=t_{2}=\cdots=0}=0 \quad\left(A \in \mathbb{F}^{r \times r}\right)
$$

while by 3.3 and 2.33 ,

$$
\left.\left(\frac{\partial}{\partial t_{1}}\right)^{m_{1}} \cdots\left(\frac{\partial}{\partial t_{r}}\right)^{m_{r}} \chi_{\gamma}(b A)\right|_{t_{1}=t_{2}=\cdots=0}=0 \quad\left(A \in \mathbb{F}^{r \times r}\right),
$$

Hence the term $\theta_{\gamma}$ in both of 4.12 and 4.13 must be zero when $\gamma \neq \tau$. This establishes the corollary.

We now have everything needed to establish Theorem 3.6 and its corollary.
Proof of 3.6 and 3.8. Set

$$
\begin{equation*}
Q_{\tau}=\left\{\left.\chi_{\tau}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right) f\right|_{\zeta=0}: f \in \mathcal{P}\left(\mathbb{F}^{r \times n}\right)\right\} . \tag{4.14}
\end{equation*}
$$

By (3.20) and the invariance of $\chi_{\tau}\left(z \frac{\partial}{\partial \zeta}\right)$, this is a $G L_{r} \times G L_{n}$-module containing $\Phi_{\tau}$. Now with respect to $B_{r} \times B_{n}, \Phi_{\tau}$ is a $G L_{r} \times G L_{n}$-highest weight vector of weight $\tau$, and so the unique irreducible $G L_{r} \times G L_{n}$-module in $\mathcal{P}\left(\mathbb{F}^{r \times n}\right)$ of weight $\tau$, i.e., the one isomorphic to $\mathcal{V}_{\tau}\left(\mathbb{F}^{r}\right) \otimes \mathcal{V}_{\tau}\left(\mathbb{F}^{n}\right)$, has $\Phi_{\tau}$ as a highest weight vector. Hence, $Q_{\tau}$ contains this copy of $\mathcal{V}_{\tau}\left(\mathbb{F}^{r}\right) \otimes \mathcal{V}_{\tau}\left(\mathbb{F}^{n}\right)$. But then by Corollary 3.11, $Q_{\tau}$ contains no copy of any other $\mathcal{V}_{\gamma}\left(\mathbb{F}^{r}\right) \otimes \mathcal{V}_{\gamma}\left(\mathbb{F}^{n}\right)$, and so $Q_{\tau}$ is the irreducible $G L_{r} \times G L_{n}$-sub-module of $\mathcal{P}\left(\mathbb{F}^{r \times n}\right)$ isomorphic to $\mathcal{V}_{\tau}\left(\mathbb{F}^{r}\right) \otimes \mathcal{V}_{\tau}\left(\mathbb{F}^{n}\right)$. This proves Corollary 3.8. But by invariance,

$$
\begin{equation*}
\left.\chi_{\tau}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right)\right|_{\zeta=0}=h(\tau) f(z) \tag{4.15}
\end{equation*}
$$

for any $f$ in $Q_{\tau}$. Hence

$$
f(z)=\left.\sum_{\tau} \frac{1}{h(\tau)} \chi_{\tau}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right) f\right|_{\zeta=0} \quad\left(f \in \mathcal{P}^{\left.\left(\mathbb{F}^{r \times n}\right)\right)}\right.
$$

completing the proof of 3.6 .
One further result, the analogue of 3.19 and 4.15, is needed before Theorem 3.15 and its corollary can be established.

Theorem 4.16. For partitions $\tau$, $\gamma$ of length at most $r$

$$
\left.\boldsymbol{\Phi}_{\tau}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right) f\right|_{\zeta=0}= \begin{cases}h(\tau) f(z), & \tau=\gamma \\ 0, & \tau \neq \gamma\end{cases}
$$

whenever $f$ is in $\mathcal{P}_{\gamma}\left(\mathbb{F}^{r \times n}\right)$.
Proof. By the same equivariance argument as in the Proof of Corollary 3.6 the lefthand side of 4.16 will be zero for all $f$ in $\mathcal{P}_{\gamma}\left(\mathbb{F}^{r \times n}\right)$ unless $\tau=\gamma$. Thus from the outset we consider only $f$ in $\mathcal{P}_{\tau}\left(\mathbb{F}^{r \times n}\right), \ell(\tau)=r$. Now by 4.9,

$$
\begin{equation*}
\Delta_{r}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right) f(\zeta)=\sum_{1 \leq k_{1}<\cdots<k_{r} \leq n} \Delta_{k_{1} \ldots k_{r}}^{1 \ldots r}(z) F_{k_{1} \ldots k_{r}}(\zeta) \tag{4.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{1 \leq k_{1}<\cdots<k_{r} \leq n} \Delta_{k_{1} \ldots k_{r}}^{1 \ldots . k_{r}}(\zeta) F_{k_{1} \ldots k_{r}}(\zeta)=\left(H_{r} f\right)(\zeta) \tag{4.18}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{k_{1} \ldots k_{r}}(\zeta)=\Omega_{k_{1} \ldots k_{r}}^{1 \ldots . r}\left(\frac{\partial}{\partial \zeta}\right) f(\zeta) \tag{4.19}
\end{equation*}
$$

But each polynomial $F_{k_{1} \ldots k_{r}}$ is in $\mathcal{P}_{\tau-\rho_{r}}\left(\mathbb{F}^{r \times n}\right)$. Indeed

$$
\Omega_{k_{1} \ldots k_{s}}^{1 \ldots s}\left(\frac{\partial}{\partial \zeta}\right) E_{j k} f=\Omega_{k_{1} \ldots k_{s}}^{1 \ldots s}\left(\frac{\partial}{\partial \zeta}\right)\left(\zeta_{j} \left\lvert\, \frac{\partial}{\partial \zeta_{k}}\right.\right) f(\zeta)=E_{j k} \Omega_{k_{1} \ldots k_{s}}^{1 \ldots s}\left(\frac{\partial}{\partial \zeta}\right) f(\zeta)
$$

for any $f$ in $\mathcal{P}\left(\mathbb{F}^{r \times n}\right)$ and all $1 \leq j<k \leq s$; on the other hand,

$$
\begin{aligned}
\Omega_{k_{1} \ldots k_{s}}^{1 \ldots \ldots s}\left(\frac{\partial}{\partial \zeta}\right) E_{j j} f & =\Omega_{k_{1} \ldots k_{s}}^{1 \ldots . .}\left(\frac{\partial}{\partial \zeta}\right)\left(\zeta_{j} \left\lvert\, \frac{\partial}{\partial \zeta_{j}}\right.\right) f(\zeta) \\
& =\Omega_{k_{1} \ldots k_{s}}^{1 \ldots . .}\left(\frac{\partial}{\partial \zeta}\right) f+E_{j j} \Omega_{k_{1} \ldots k_{s}}^{1 \ldots \ldots s}\left(\frac{\partial}{\partial \zeta}\right) f
\end{aligned}
$$

Thus by 4.8, the $F_{k_{1}, \ldots k_{r}}$ in 4.19 belong to $\mathcal{P}_{\tau-\rho_{r}}\left(\mathbb{F}^{r \times n}\right)$. The theorem now follows immediately from 4.10 using virtually the same induction argument as in the proof of 3.19.

Proof of 3.15 and 3.17. Set

$$
\mathcal{R}_{\Psi}=\left\{\left.\Phi_{\tau}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right) f\right|_{\zeta=0}: f \in \mathcal{P}_{L}\left(\mathbb{F}^{r \times n}\right)\right\}
$$

By 3.20 and the invariance of $\Phi_{\tau}\left(z \frac{\partial^{\gamma}}{\partial \zeta}\right)$, this $\mathcal{R}_{\tau}$ is a $G L_{n}$-module containing $\Phi_{\tau}$. Now with respect to $B_{n}, \Phi_{\tau}$ is a $G L_{n}$-highest weight vector of weight $\tau$, and so both $\mathcal{R}_{\tau}$ and $\mathcal{P}_{\tau}$ must contain the only copy of $\mathcal{V}_{\tau}\left(\mathbb{F}^{r \times n}\right)$ in $\mathscr{P}_{L}\left(\mathbb{F}^{r \times n}\right)$. Theorem 4.16 thus ensures that both $\mathcal{R}_{\tau}$ and $\mathcal{P}_{\tau}$ must coincide with this copy, since $\mathcal{P}_{L}\left(\mathbb{F}^{r \times n}\right) \cong \sum_{\tau} \mathcal{V}_{\tau}\left(\mathbb{F}^{r \times n}\right)$. This completes the proof of the Corollary 3.17 . But then by 4.16 again,

$$
f(z)=\left.\sum_{\tau} \frac{1}{h(\tau)} \boldsymbol{\Phi}_{\tau}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right) f\right|_{\zeta=0} \quad\left(f \in \mathcal{P}_{L}\left(\mathbb{F}^{r \times n}\right)\right)
$$

completing the Proof of 3.15 .
To complete this section we note a generalization of the Capelli Identity for $H_{r}$ posed by Turnbull ([21], p. 119) as an exercise: if the term $\xi_{j}$ in $\xi_{1} \wedge \cdots \wedge \xi_{r}$ is replaced by $\eta$, then the constant $(r-j-1)$ is omitted from the $j^{\text {th }}$ diagonal entry in $H_{r}$, i.e.,

$$
\begin{align*}
& \left(\xi_{1} \wedge \cdots \wedge \eta \wedge \cdots \wedge \xi_{r} \left\lvert\, \frac{\partial}{\partial \xi_{1}} \wedge \cdots \wedge \frac{\partial}{\partial \xi_{j}} \wedge \cdots \wedge \frac{\partial}{\partial \xi_{j}}\right.\right) \\
& \quad=\operatorname{det}\left[\begin{array}{ccccc}
E_{11}+r-1 & \cdots & E_{1 j} & \cdots & E_{1 r} \\
\vdots & & \vdots & & \vdots \\
\left(\eta \left\lvert\, \frac{\partial}{\partial \xi_{1}}\right.\right) & \cdots & \left(\eta \left\lvert\, \frac{\partial}{\partial \xi_{j}}\right.\right) & \cdots & \left(\eta \left\lvert\, \frac{\partial}{\partial \xi_{r}}\right.\right) \\
\vdots & & \vdots & & \vdots \\
E_{r 1} & \cdots & E_{r j} & \cdots & E_{r r}
\end{array}\right] . \tag{4.20}
\end{align*}
$$

This result follows easily from Theorem 4.9 by differentiating the Capelli identity for $H_{r}$ with respect to $\left(\eta \left\lvert\, \frac{\partial}{\partial \xi_{j}}\right.\right)$. Such generalizations as 4.20 are very useful in practice.
5. Clebsch-Gordan decompostions and Taylor series. With the specific realization of $\mathcal{V}_{\tau}\left(\mathbb{F}^{n}\right)$ as the space $\mathcal{P}_{\tau}$ of polynomial functions on $\mathbb{F}^{r \times n}$, the Taylor series 3.6 provides a series implementing the $G L_{n}$-isotypic decomposition of the space $\mathcal{P}\left(\mathbb{F}^{n}, \mathcal{V}_{\tau}\left(\mathbb{F}^{n}\right)\right)$. Indeed, by $3.18, \mathcal{P}\left(\mathbb{F}^{n}, \mathcal{P}_{\tau}\right)$ can be identified first with the $G L_{n}$-submodule of $\mathcal{P}\left(\mathbb{F}^{n} \times\right.$ $\left.\mathbb{F}^{r \times n}\right)$ of all $F=F(x, \xi)$ satisfying the Homogeneity condition

$$
\begin{equation*}
F\left(x, b^{\prime} \xi\right)=\Phi_{\tau}(b) F(x, \xi) \quad\left(b \in B_{r}\right), \tag{5.1}
\end{equation*}
$$

and thence with a $G L_{n}$-submodule of $\mathcal{P}\left(\mathbb{F}^{(r+1) \times n}\right)$, after identifying $\mathbb{F}^{n} \times \mathbb{F}^{r \times n}$ with $\mathbb{F}^{(r+1) \times n}$. The Taylor series 3.6 will be applied to this last sub-module. Independently of these identifications, however, the usual Taylor series expansion applied to $\mathcal{P}\left(\mathbb{F}^{n}, \mathcal{P}_{\tau}\right) \sim$ $\mathcal{P}\left(\mathbb{F}^{n}\right) \otimes \mathcal{P}_{\tau}$ gives

$$
f(x)=\left.\sum_{m=0}^{\infty} \frac{1}{m!}\left(x \left\lvert\, \frac{\partial}{\partial y}\right.\right)^{m} f\right|_{y=0} \quad\left(x \in \mathbb{F}^{n}\right)
$$

where

$$
\left\{\left.\left(x \left\lvert\, \frac{\partial}{\partial y}\right.\right)^{m} f\right|_{y=0}: f \in C^{\infty}\left(\mathbb{F}^{n}, \mathscr{P}_{\tau}\right)\right\} \cong \mathscr{P}_{m}\left(\mathbb{F}^{n}\right) \otimes \mathcal{P}_{\tau}
$$

From this the $G L_{n}$-isotypic decomposition of $\mathcal{P}\left(\mathbb{F}^{n}, \mathcal{P}_{\tau}\right)$ follows. For there is a ClebschGordan type decomposition

$$
\begin{equation*}
\mathcal{P}_{m}\left(\mathbb{F}^{n}\right) \otimes \mathcal{V}_{\tau}\left(\mathbb{F}^{n}\right) \cong \oplus \sum_{\mu} \mathcal{V}_{\mu}\left(\mathbb{F}^{n}\right) \tag{5.2}
\end{equation*}
$$

with sum taken over all partitions $\mu=\left(\mu_{1}, \mu_{2}, \ldots\right), \ell(\mu) \leqq \ell(\tau)+1$, satisfying
(i) $\quad \mu_{1} \geq m_{1} \geq \mu_{2} \geq \cdots \geq m_{r} \geq \mu_{r+1}, \quad r=\ell(\tau)$,
(ii) $|\mu|=|\tau|+m$
(cf. [25]); and so in general,

$$
\begin{equation*}
\mathcal{P}\left(\mathbb{F}^{n}, \mathcal{P}_{\tau}\right) \cong \oplus \sum_{\mu} \mathcal{V}_{\mu}\left(\mathbb{F}^{n}\right) \tag{5.4}
\end{equation*}
$$

summing over all $\mu, \ell(\mu) \leq \ell(\tau)+1$, satisfying just 5.3(i). Hence, on restricting the Taylor series 3.7 we obtain

Theorem 5.5. Fix a partition $\tau=\left(m_{1}, m_{2}, \ldots\right), \ell(\tau)=r$. Then each $f=f(z)$ in $\mathcal{P}_{\left(\mathbb{F}^{n}, \mathcal{P}_{\tau}\right) \text { can be written uniquely as }}$

$$
\begin{equation*}
f(z)=\left.\sum_{\mu} \frac{1}{h(\mu)} \chi_{\mu}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right) f\right|_{\zeta=0}, \quad z, \zeta \in \mathbb{F}^{(r+1) \times n} \tag{5.6}
\end{equation*}
$$

the sum being taken over all partitions $\mu=\left(\mu_{1}, \mu_{2}, \ldots\right), \ell(\mu) \leq r+1$, satisfying

$$
\begin{equation*}
\mu_{1} \geq m_{1} \geq \mu_{2} \geq \cdots \geq m_{r} \geq \mu_{r+1} . \tag{5.7}
\end{equation*}
$$

Corollary 5.8. The set

$$
\begin{equation*}
\left\{\left.\chi_{\mu}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right) f\right|_{\zeta=0}: f \in \mathcal{P}\left(\mathbb{F}^{n}, \mathcal{P}_{\tau}\right)\right\} \tag{5.9}
\end{equation*}
$$

is the unique irreducible $G L_{n}$-module in $\mathcal{P}\left(\mathbb{F}^{n}, \mathcal{P}_{\tau}\right)$ isomorphic to $\mathcal{V}_{\mu}\left(\mathbb{F}^{n}\right)$.
The $G L_{n}$-module 5.12 can be specifically identified within $\mathcal{P}\left(\mathbb{F}^{(r+1) \times n}\right)$ using 'Standard Monomial' Theory (cf. [10]; [14],...).

Let $\gamma=\left(\ell_{1}, \ell_{2}, \ldots\right)$ be a partition of length $\sigma$. A Young Tableau of shape $\gamma$ consists of $|\gamma|$ positive integers, not necessarily all distinct, arranged in $\sigma$ flush-left rows of successive length $\ell_{1}, \ell_{2}, \ldots, \ell_{\sigma}$, so that, for example,

$$
\left[\begin{array}{lll}
1 & 1 & 1  \tag{5.10}\\
2 & 2 &
\end{array}\right],\left[\begin{array}{lll}
3 & 2 & 1 \\
4 & 3 &
\end{array}\right],\left[\begin{array}{lll}
1 & 1 & 4 \\
3 & 2 &
\end{array}\right]
$$

are all Young Tableaux of shape $(3,2,0, \ldots)$ ([10]). Any such tableau is said to be a Standard Young tableau when the entries in each row are non-decreasing, but the entries in each column are strictly increasing as one proceeds from the upper left hand corner; in 5.10, for instance, the first and third tableaux are standard, whereas the second is not. To each pair $[\alpha \mid \beta]$ of standard Young tableaux

$$
[\alpha \mid \beta]=\left[\begin{array}{ccc|ccc}
j_{1} & k_{1} & \cdots & u_{1} & v_{1} & \cdots  \tag{5.11}\\
\vdots & \vdots & & \vdots & \vdots & \\
\cdot & k_{\delta} & & . & v_{\delta} & \\
j_{\sigma} & & & u_{\sigma} & &
\end{array}\right]
$$

having the same shape $\gamma=\left(\ell_{1}, \ell_{2}, \ldots\right), \ell(\gamma)=\sigma$, there corresponds the 'Standard Monomial' $\Phi_{(\alpha, \beta)}$ in $\mathcal{P}\left(\mathbb{F}^{s \times n}\right)$ defined as the product

$$
\begin{equation*}
\Phi_{(\alpha, \beta)}(z)=\Delta_{u_{1} \ldots u_{\sigma}}^{j_{1} \ldots j_{\sigma}}(z) \Delta_{v_{1} \ldots v_{\delta}}^{k_{1} \ldots k_{\delta}}(z) \ldots \quad\left(z \in \mathbb{F}^{s \times n}\right) \tag{5.12}
\end{equation*}
$$

of minors specified by the $\ell_{1}$ successive pairs of columns of $\alpha, \beta$. To be well-defined the entries of $\alpha$ must all be taken from $\{1, \ldots, s\}$, while those of $\beta$ must be taken from $\{1, \ldots, n\}$; all such standard Young tableaux of shape $\gamma$ will be denoted by $Y_{\gamma}^{(s)}$ and $Y_{\gamma}^{(n)}$, respectively. Thus, if $\alpha \in Y_{\gamma}^{(s)}, \beta \in Y_{\gamma}^{(n)}$, and

$$
\alpha_{j}=\operatorname{card}\{j \in \alpha\}, \quad \beta_{k}=\operatorname{card}\{k \in \beta\}
$$

then

$$
\lambda^{\prime}(b) \Phi_{(\alpha, \beta)}=\left(b_{11}^{\alpha_{1}} \cdots b_{s s}^{\alpha_{s}}\right) \Phi_{(\alpha, \beta)}, \quad \pi(c) \boldsymbol{\Phi}_{(\alpha, \beta)}=\left(c_{11}^{\beta_{1}} \cdots c_{n n}^{\beta_{n}}\right) \boldsymbol{\Phi}_{(\alpha, \beta)}
$$

for all diagonal matrices $b \in B_{s}, c \in B_{n}$. The pair $\left[\left(\alpha_{1}, \ldots, \alpha_{s}\right) \mid\left(\beta_{1}, \ldots, \beta_{n}\right)\right]$ is known as the Content of $[\alpha \mid \beta]$ and the Weight of $\Phi_{(\alpha, \beta)}$. The $\Phi_{\tau}$ defined earlier in 3.12 corresponds to $\Phi_{(\alpha, \beta)}$ with $\alpha, \beta$ both being the Canonical standard Young tableau

$$
\left[\begin{array}{cccccc}
1 & \cdots & \cdot & \cdot & \cdot & 1  \tag{5.13}\\
2 & \cdots & & \cdot & \cdot & 2 \\
\vdots & & & & & \\
r & \cdots & r & & &
\end{array}\right]
$$

of shape $\tau=\left(m_{1}, m_{2}, \ldots\right), \ell(\tau)=r$, and content $\left[\left(m_{1}, \ldots, m_{r}\right) \mid\left(m_{1}, \ldots, m_{\sigma}\right)\right]$ (cf. [9]). The canonical standard Young tableau 5.13 of shape $\tau$ will be denoted by $\tau$. For such $\tau$,

$$
\begin{equation*}
\left\{\Phi_{(\alpha, \tau)}: \alpha \in Y_{\tau}^{(r)}\right\} \subseteq \mathcal{P}_{U}\left(\mathbb{F}^{r \times n}\right) \quad, \quad\left\{\Phi_{(\tau, \beta)}: \beta \in Y_{\tau}^{(n)}\right\} \subseteq \mathcal{P}_{L}\left(\mathbb{F}^{r \times n}\right) \tag{5.14}
\end{equation*}
$$

We can now begin the identification of 5.9. A standard Young tableau $\alpha$ with entries taken from $\{1, \ldots, r+1\}, 1 \leq r<n$, is said to Augment the canonical standard Young tableau $\tau, \ell(\tau)=r$, when $\alpha$ consists of $\tau$ together with additional entries all having the value $r+1$. For instance,

$$
\left[\begin{array}{lllll}
1 & 1 & 1 & 3 & 3 \\
2 & 3 & & &
\end{array}\right],\left[\begin{array}{llll}
1 & 1 & 1 & 3 \\
2 & 3 & & \\
3 & & &
\end{array}\right]
$$

both augment the canonical standard Young tableau corresponding to $(3,1,0, \ldots)$; their respective shapes $(5,2,0, \ldots),(4,2,1,0, \ldots)$ satisfy 5.3 with $m=3$. More generally, there is a $1-1$ correspondence between the standard Young tableaux of shape $\mu=$ $\left(\mu_{1}, \mu_{2}, \ldots\right)$ augmenting the canonical standard Young tableau of shape $\tau=\left(m_{1}, m_{2}, \ldots\right)$ and the partitions $\mu$ satisfying 5.3(i). Given such $\tau$ and $\mu$, let $\alpha$ be the corresponding standard Young tableau, and set $m=\operatorname{card}\{(r+1) \in \alpha\}$. Then by writing $z=(x, \xi)$ for an element of $\mathbb{F}^{n} \times \mathbb{F}^{r \times n}$, regarding $x$ as the $(r+1)^{t h}$-row, we deduce that

$$
\Phi_{(\alpha, \mu)}\left(\lambda x, b^{\prime} \xi\right)=\lambda^{m} \Phi_{\tau}(b) \Phi_{(\alpha, \mu)}(x, \xi) \quad\left(\lambda \in \mathbb{F}, b \in B_{r}\right)
$$

since $\boldsymbol{\Phi}_{(\alpha, \mu)}$ has weight $\left[\left(m_{1}, \ldots, m_{r}, m\right) \mid\left(\mu_{1}, \mu_{2}, \ldots\right)\right]$. Hence $\Phi_{(\alpha, \mu)} \in \mathscr{P}_{m}\left(\mathbb{F}^{n}\right) \otimes \mathcal{P}_{\tau}$; in fact, since $\Phi_{(\alpha, \mu)}$ is a highest weight vector having weight $\mu$ (cf. 5.14), $\boldsymbol{\Phi}_{(\alpha, \mu)}$ must be the essentially unique highest weight vector in the single irreducible $G L_{n}$-submodule of $\mathscr{P}_{m}\left(\mathbb{F}^{n}\right) \otimes \mathcal{P}_{\tau}$ isomorphic to $\mathcal{V}_{\mu}\left(\mathbb{F}^{n}\right)$. On the other hand, as an element of $\mathcal{P}\left(\mathbb{F}^{(r+1) \times n}\right)$, $\boldsymbol{\Phi}_{(\alpha, \mu)}$ satisfies

$$
\chi_{\mu}\left(z \frac{\partial^{\prime}}{\partial \zeta}\right) \boldsymbol{\Phi}_{(\alpha, \mu)}=h(\mu) \boldsymbol{\Phi}_{(\alpha, \mu)}(z)
$$

Together these specify (5.19).
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