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Introduction

Throughout by an algebra we mean a finite dimensionalK-algebra with an identity
over an algebraically closed field K . By a module over an algebra A we mean a
right A-module of finite K-dimension.

From Drozd’s remarkable Tame and Wild Theorem [21] the class of algebras
may be divided into two disjoint classes. One class consists of tame algebras for
which the indecomposable modules occur, in each dimension d, in a finite number
of discrete and a finite number of one-parameter families. The second class is
formed by the wild algebras whose representation theory is as complicated as
the study of finite dimensional vector spaces together with two non-commuting
endomorphisms, for which the classification is a well-known unsolved problem.
Hence, we can hope to classify the modules only for tame algebras. Frequently,
applying covering techniques, we may reduce the study of modules over tame
algebras to that for the corresponding simply connected algebras. Here, we are
concerned with the representation theory of tame simply connected algebras.

Among the tame algebras we may distinguish the class of representation-finite
algebras, having only finitely many isomorphism classes of indecomposable mod-
ules. This class of algebras is presently rather well understood (see [7], [13], [15],
[16]). In particular, we know that if a representastion-finite algebra A has a faith-
ful indecomposable module X , then A admits a Galois covering ~A which has an
indecomposable module ~X whose push-down is X and whose support is simply
connected (see [14], [15], [16]). The class of sincere representation-finite simply
connected algebras has been classified completely by quivers and relations. It con-
sists of 24 infinite regular families of Bongartz [10] (whose Gabriel quiver has at
least 14 vertices), being of considerable theoretical interest, and 16.344 exceptional
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100 ANDRZEJ SKOWROŃSKI

algebras (see [18], [19], [40]). We note also that, for a representation-finite simply
connected algebraA, the Auslander-Reiten quiver�AofA is directed, and hence the
indecomposable A-modules are uniquely determined by their dimension-vectors,
being the positive roots of the Tits form qA of A (see [11], [39]).

The representation theory of tame representation-infinite algebras is only emerg-
ing. At present the most accessible seem to be the (tame) algebras of polynomial
growth, for which there exists an integerm such that the number of one-parameter
families is bounded, in each dimension d, by dm. This class of algebras has been the
subject of intensive research over the last 15 years. It contains the class of domes-
tic algebras for which there is a constant bound on the number of one-parameter
families in each dimension. Important classes of polynomial growth algebras are
representation-infinite tilted algebras of Euclidean type and tubular algebras for
which a complete representation theory was established in the Ringel’s book [39].
Later O. Kerner proved in [24] that all tame tilted algebras are domestic, and hence
of polynomial growth. Moreover, it was shown in [39] that the support of any inde-
composable module which does not lie on a cycle of nonzero nonisomorphisms
between indecomposable modules (directing module) is a tilted algebra. Hence,
all tame algebras having sincere directing indecomposable modules are tilted and
domestic. This class of tame algebras has been investigated by J. A. de la Peña
in [33], [34]. On the other hand, by a result due to L. Peng–J. Xie [30] and the
author [45], the Auslander–Reiten quiver of an algebraA has at most finitely many
DTr-orbits containing directing modules. Hence, in order to develop the repre-
sentation theory of arbitrary tame algebras, we need informations on cycles of
indecomposable modules. This was the main objective of studies in [3], [4], [5],
[50] where a theory of algebras with finite cycles of indecomposable modules has
been developed.

One of the main objectives of this paper is to describe the structure of the
category modA of modules over an arbitrary strongly simply connected algebraA
of polynomial growth. Recall that an algebraAwithout oriented cycles in its Gabriel
quiver is called strongly simply connected [44] if, for any convex subcategory C
of A, the first Hochschild cohomology group H1(C;C) vanishes. For A of finite
representation type this coincides with the simply connectedness in the sense of
[15] (the geometric realization j�Aj of the Auslander–Reiten quiver �A of A
is simply connected). We characterize the polynomial growth of strongly simply
connected algebras (Theorem 4.1) by properties of the infinite radical rad1(modA)
of modA, the shape and behaviour of the Auslander–Reiten components in modA,
and properties of cycles of indecomposable modules in modA. In particular, we
get that, for a polynomial growth strongly simply connected A, all but finitely
many DTr-orbits in �A are periodic, the components of �A are standard and
partially ordered (in modA), and each of them is either directed or a glueing of
finitely many coils [4] by directed parts. Moreover, we obtain that a strongly simply
connected algebra is of polynomial growth if and only ifA does not contain a convex
subcategory which is hypercritical or pg-critical. This gives a handy criterion for
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SIMPLY CONNECTED ALGEBRAS OF POLYNOMIAL GROWTH 101

the polynomial growth of strongly simply connected algebras. In the course of our
proof of Theorem 4.1 (Section 6) we establish also the following important fact. For
an arbitrary strongly simply connected algebra A of polynomial growth, there are
tame coil enlargements of critical algebras (coil algebras) [5] B1; : : : ; Bn which
are convex subcategories of A and whose indecomposable modules exhaust all
but finitely many (up to isomorphism) indecomposableA-modules. Moreover, the
remaining indecomposable modules are directing, and hence their supports are tame
tilted algebras. This open a door to a complete classification of indecomposable
modules over polynomial growth strongly simply connected algebras. We prove
here (Corollary 4.7) that the one-parameter families of indecomposable modules
over such algebras are given by the one-parameter families of indecomposable
modules over critical and tubular algebras. In Section 4 we give also several
characterizations of domestic strongly simply connected algebras (Corollary 4.3).
In particular, we get that a strongly simply connected algebraA is domestic if and
only if A does not contain a convex subcategory which is hypercritical, pg-critical
or tubular.

We shall mention that our Theorem 4.1 is essentially applied in [52] to establish a
handy criterion for the polynomial growth (respectively, domestic type) of algebras
having strongly simply connected Galois coverings.

The results of this paper were partially announced in [46], [49], [51] and present-
ed during the Conferences in Oberwolfach (1991), Ottawa (1992), Mexico (1994)
and the Universities of Bielefeld, Paderborn, Trondheim, Paris VI, Nagoya, Tsuku-
ba, Sherbrooke, Beijing, Singapore, Sao Paulo, Mexico. The author is grateful to
these institutions for providing the possibility of discussing our investigations.

The research is also partially supported by Polish Scientific Grant KBN No.
2P03A 020 08.

1. Terminology and notation

Throughout this paper K will denote a fixed algebraically closed field. By an
algebra is meant an associative finite dimensional K-algebra with an identity,
which we shall assume (without loss of generality) to be basic. For such an algebra
A, there exists an isomorphism A ' KQ=I , where KQ is the path algebra of the
Gabriel quiver Q = QA of A and I is an admissible ideal in KQ. Equivalently,
A = KQ=I may be considered as K-category whose class of objects is the setQ0

of vertices of Q, and the set of morphisms A(x; y) from x to y is the quotient of
the K-space KQ(x; y), formed by the K-linear combinations of paths in Q from
x to y, by the subspace I(x; y) = KQ(x; y) \ I . An algebra A with QA having
no oriented cycle is said to be triangular. A full subcategory C of A is said to be
convex if any path in QA with source and target in QC lies entirely in QC .

For an algebraA, we denote by modA the category of finitely generated rightA-
modules and by indA its full subcategory consisting of indecomposable modules.
The term A-module is used for an object of modA if not specified otherwise.
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102 ANDRZEJ SKOWROŃSKI

We shall denote by rad(modA) the Jacobson radical of modA, that is, the ideal
of modA generated by all noninvertible morphisms in indA. Then the infinite
radical rad1(modA) of modA is the intersection of all powers radi(modA),
i > 1, of rad(modA). We say that rad1(modA) is nilpotent (respectively, locally
nilpotent) if there exists m > 1 such that (rad1(modA))m = 0 (respectively,
(rad1(M;M))m = 0 for any module M in indA). A path of length t in modA is
a sequence of nonzero nonisomorphisms

(�) M0
f1�!M1 ! � � � !Mt�1

ft
�!Mt

with t > 1 and the modules Mi in indA. Such a path is said to be infinite if
fi 2 rad1(modA) for some 1 6 i 6 t. A cycle of length t is a path (�) with
M0 ' Mt. A module M from indA is said to be directing if it does not lie on a
cycle in modA. For a module M in modA, we denote by dimM the dimension-
vector (dimKM(i))i2Q0 of M . The support suppM of a module M 2 modA is
the full subcategory of A given by all vertices i 2 QA such that M(i) 6= 0. We
denote by D : modA! modAop the standard duality D = HomK(�;K), where
Aop denotes the oposite algebra of A.

For an algebra A, we shall denote by �A the Auslander–Reiten quiver of A,
and by �A and ��A the Auslander–Reiten translations DTr and TrD, respective-
ly. We shall identify the vertices of �A with the corresponding indecomposable
A-modules. A connected component C of �A is said to be standard if the full sub-
category of modA formed by all modules of C is equivalent to the mesh-category
K(C) of C (see [15], [39]). Moreover, following [47], a connected component C of
�A is said to be generalized standard if rad1(X;Y ) = 0 for all modules X and
Y in C. It is known [28] that every standard component is generalized standard.
For the components which do not contain both a projective module or an injective
module, the converse implication is also true [48] but in general it is not the case.
For a subquiver � of �A we denote by supp� the support of �, that is, the full
subcategory of A formed by all vertices x of QA such that the simple A-modules
S(x) at x occur as the composition factors of modules lying in �. Finally, the
component quiver �A of A [46] is defined as follows: the vertices of �A are the
connected components of �A, and two components C and D are connected in �A
by an arrow C ! D if and only if rad1(X;Y ) 6= 0 for some modules X in C and
Y in D. Observe that a connected component C of �A is generalized standard if
and only if �A has no loop at C.

LetA be an algebra andK[x] the polynomial algebra in one variable. Following
[21]A is said to be tame if, for any dimensiond, there exists a finite number ofK[x]–
A-bimodules Mi, 1 6 i 6 nd, which are finitely generated and free as left K[x]-
modules, and all but a finite number of isomorphism classes of indecomposable
A-modules of dimension d are of the formK[x]=(x��)
K[x]Mi for some � 2 K
and some i. Let �A(d) be the least number of K[x]–A-bimodules satisfying the
above conditions. ThenA is said to be of polynomial growth (respectively, of linear
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SIMPLY CONNECTED ALGEBRAS OF POLYNOMIAL GROWTH 103

growth) if there exists a positive integer m such that �A(d) 6 dm (respectively,
�A(d) 6 md) for any d > 1 [43]. Further, A is domestic if �A(d) 6 m for a fixed
m > 1 and any d > 1. From the validity of the second Brauer–Thrall conjecture
we know that A is representation-finite if and only if �A(d) = 0 for any d > 1.
There is still an open problem whether all polynomial growth algebras are of linear
growth.

We recall that, if B is a representation-infinite tilted algebra of Euclidean type
�, then one of the following holds:

(a) B is a domestic tubular extension of a tame concealed algebra C and

�B = P0 _ T0 _ I0;

where P0 is the preprojective component of �C ;T0 is a P1(K)-family of pairwise
orthogonal and standard ray tubes, obtained from the stable tubes of �C by ray
insertions, and I0 a preinjective component containing a slice of type �.

(b) B is a domestic tubular coextension of a tame concealed algebra C and

�B = P1 _ T1 _ I1;

where P1 is a preprojective component containing a slice of type �, T1 is a
P1(K)-family of pairwise orthogonal and standard coray tubes, obtained from the
stable tubes of�C by coray insertions, and I1 is the preinjective component of �C .
The ordering from the left to the right indicates that there are nonzero morphisms
only from any of these classes to itself and to the classes on its right (see [39,
(4.9)]).

IfB is a tubular algebra thenB is a tubular extension (respectively, coextension)
of a tame concealed algebra C (respectively, C 0) and

�B = P0 _ T0 _

0
@ _
q2Q+

Tq

1
A _ T1 _ I1;

where P0 is the preprojective component of �C ;T0 is a P1(K)-family of pairwise
orthogonal ray tubes, obtained from the stable tubes of �C by ray insertions, I1 is
the preinjective component of �C0 , T1 is a P1(K)-family of pairwise orthogonal
coray tubes, obtained from the stable tubes of �C0 by coray insertions, and, for
each q 2 Q+ ;Tq is a P1(K)-family of pairwise orthogonal stable tubes. Moreover,
all components of �B are standard (see [49, (5.2)]).

The Tits form of a triangular algebra A = KQ=I is an integral quadratic form
qA : Zn! Z; n= jQ0j, defined, for x = (xi) 2 Zn, by

qA(x) =
X
i2Q0

x2
i �

X
(i!j)2Q1

xixj +
X
i;j2Q0

r(i; j)xixj ;

comp3986.tex; 27/08/1997; 10:37; v.5; p.5

https://doi.org/10.1023/A:1000245728528 Published online by Cambridge University Press

https://doi.org/10.1023/A:1000245728528


104 ANDRZEJ SKOWROŃSKI

where Q1 denotes the set of arrows in Q and r(i; j) is the cardinality of L \
I(i; j), for a minimal set of generators L �

S
i;j I(i; j) of the ideal I . If moreover

gl.dimA 6 2, then qA coincides (see [11]) with the Euler form �A of A which, for
an A-module X , is defined by

�A(dimX) =
1X
i=0

(�1)i dimK ExtiA(X;X);

(see [39, (2.4)]). It is known (see [31]) that, if A is tame, then qA is weakly
nonnegative, that is, qA(x) > 0 whenever x 2 Nn .

Finally, for an algebra B and a B-module R we denote by B[R] the one-point
extension algebra

"
K R

0 B

#

For a basic background on the representation theory applied here we refer the
reader to [22], [39], [4], [5].

2. Simply connected algebras

LetA be a triangular algebra andQ its Gabriel quiver. For each vertexx ofQ, denote
by Q(x) the subquiver of Q obtained by deleting all those vertices of Q being a
source of a path inQwith target x (including the trivial path from x to x). We shall
denote by A(x) the full subcategory of A whose objects are the vertices of Q(x).
Moreover, for each vertex x of Q, denote by P (x) the indecomposable projective
A-module at x, and byR(x) the radical of P (x). ThenR(x) is said to be separated
if R(x) is a direct sum of pairwise nonisomorphic indecomposable modules and
whose supports are contained in pairwise different connected components ofQ(x).
Following [8] we say that A has the separation property if R(x) is separated for
any vertex x of Q. It was shown in [44] that if A has the separation property then
A is simply connected in the sense of [1], that is, for any presentation A ' KQ=I
of A as a bound quiver algebra, the fundamental group �1(Q; I) of (Q; I) is
trivial. Recall also that A is called strongly simply connected [44] if every convex
subcategory ofA is simply connected. The following characterizations of strongly
simply connected algebras have been proved in [44, (4.1)].

(2.1) PROPOSITION. For a triangular algebra A the following conditions are
equivalent:

(i) A is strongly simply connected.
(ii) Every convex subcategory of A has the separation property.
(iii) Every convex subcategory of Aop has the separation property.
(iv) H1(C;C) = 0 for every convex subcategory C of A.
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SIMPLY CONNECTED ALGEBRAS OF POLYNOMIAL GROWTH 105

We note also that a representation-finite algebra A is simply connected if and
only if A is strongly simply connected (see [16]). Moreover, the class of strongly
simply connected algebras contains the class of completely separating algebras
investigated by P. Dräxler [20].

We shall now exhibit some important classes of strongly simply connected
algebras playing a crucial role in our investigations of polynomial growth algebras.
Observe that a hereditary algebra is simply connected if and only if it is the path
algebra of a tree. Let � be a finite connected quiver whose underlying graph � is
a tree, and H = K�. Then it is known that H is representation-infinite and tame
if and only if � is one of the Euclidean graphs

~D n

n�4

� �
n

�
� � � � � � � � ��

n
� �

~E6

�
j
�
j

� � � � �

~E7
�
j

� � � � � � �
~E8

�
j

� � � � � � � �

Hence H = K� is wild if and only if � contains one of the following graphs

T5

� �
n
�
� ��
n

� �

~~D n

� �
n

�
� � � � � � � � ��

n
� � �

~~E 6

�
j
�
j

� � � � � �

~~E 7
�
j

� � � � � � � �
~~E 8

�
j

� � � � � � � � �

where in the case of ~~Dn the number of vertices is n+ 2; 4 6 n 6 8.
Assume thatH = K� is representation-infinite (� is not a Dynkin quiver) and

T is a preprojective tilting H-module, that is, Ext1H(T; T ) = 0 and T is a direct
sum of n = j�0j pairwise nonisomorphic indecomposableH-modules lying in the
�H-orbits of projective modules. ThenC = EndA(T ) is called a concealed algebra
of type �. It is known that gl.dimC 6 2 and C has the same representation type
as H (see [39]). A concealed algebra of type � = ~D n ; ~E6 ; ~E7 or ~E8 (respectively,

� = T5;
~~D n;

~~E 6;
~~E 7 or ~~E 8) is said to be critical (respectively, hypercritical). The

critical (respectively, hypercritical) algebras are strongly simply connected and
have been classified completely by quivers and relations in [12], [23] (respectively,
[26], [55], [56]). It is known (see [11], [12]) that a strongly simply connected
algebraA is representation-finite if and only ifA does not contain a critical convex
subcategory, and if and only if qA is weakly positive (that is, qA(x) > 0 whenever
x 6= 0 and has nonnegative coordinates). It is expected that a strongly simply
connected algebra A is tame if and only if qA is weakly nonnegative. We shall
show in the paper that this is true for strongly simply connected algebras without
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106 ANDRZEJ SKOWROŃSKI

pg-critical convex subcategories defined below. We shall use the following result
proved in [32, (3.1)].

(2.2) PROPOSITION. Let A be a strongly simply connected algebra. Then qA
is weakly nonnegative if and only if A does not contain a hypercritical convex
subcategory.

For tubular extensions (respectively, coextensions) of critical algebras we have
the following fact.

(2.3) PROPOSITION. LetB be a tubular extension (respectively, coextension) of
a critical algebra C . Then the following conditions are equivalent:

(i) B is tame.
(ii) B is tubular or representation-infinite tilted of Euclidean type.
(iii) qB is weakly nonnegative.

Proof. Follows from [39] and [36, (3.3)].

Following [29] by a pg-critical algebra we mean an algebra � satisfying the
following conditions:

(i) � is one of the matrix algebras

B[R] =

"
K R

0 B

#
; B[N; t] =

2
66666666666666664

K K : : : K K K N

K : : : K K K 0

. . .
...

...
...

...

K K K 0

K 0 0

0 K 0

B

3
77777777777777775

;

where B is a representation-infinite tilted algebra of Euclidean type ~D n , n > 4,
with a complete slice in the preinjective component of �B ; R (respectively, N ) is
an indecomposable regular B-module of regular length 2 (respectively, length 1)
lying in a tube of �B with n� 2 rays, t+ 1 (t > 2) is the number of isoclasses of
simple B[N; t]-modules which are not B-modules.

(ii) Every proper convex subcategory of � is of polynomial growth.
The pg-critical algebras have been classified by quivers and relations in [29]. In

particular, it is shown in [29] that all pg-critical algebras are simply connected of
global dimension 2. There are 31 frames of such algebras, and among them only
16 frames are strongly simply connected.

The following proposition describes the representation type of hypercritical,
pg-critical and tubular algebras.
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(2.4) PROPOSITION. (i) Every hypercritical algebra is wild.
(ii) Every pg-critical algebra is tame but not of polynomial growth.
(iii) Every tubular algebra is nondomestic of linear growth.
Proof. (i) It follows from [38] and [39, (4.2)], that, if B is hypercritical, the

�B has no homogeneous tube, and soB is wild by [17, Corollary E]. See also [32,
(3.1)], for a different proof.

(ii) For a proof we refer to [42].
(iii) See [43, Lemma 3.6].

(2.5) PROPOSITION. Let B be a tubular algebra and

�B = P _ T0 _

0
@ _
q2Q+

Tq

1
A _ T1 _ I1;

the standard decomposition of �B . Let M be an indecomposable B-module lying
in P0 _ T0 _ (

W
q2Q+ Tq), and � = B[M ]. Then q� is not weakly nonnegative.

Proof. Let ! be the extension vertex of B[M ]. Since M belongs to P0 _ T0 _
(
W
q2Q+ Tq) we have pdBM 6 1 and hence gl.dim� 6 2. In particular, q� = ��.

Moreover, there exists p 2 Q+ such that M belongs to P0 _T0 _ (
W
q<p Tq). Since

Tp is separating (see [39, (3.1)]), there exist modules X and Y lying in different
homogenous tubes of Tp such that HomB(M;X) 6= 0 and HomB(M;Y ) 6= 0.
Take Z = X � Y and put v = dimZ + e!. Then

q�(v) = ��(v) = hdimZ + e!; dimZ + e!i

= hdimZ; dimZi+ he!; dimZi+ hdimZ; e!i+ he! ; e!i

= he!; dimZi+ 1 = hdimP (!)� dimM; dimZi+ 1

= �hdimM; dimZi+1=�dimK HomB(M;Z)+1<0;

because Ext1B(M;Z) ' DHomB(Z; �BM) = 0. Therefore, q� is not weakly
nonnegative.

(2.6) PROPOSITION. Let B be a tubular extension of a critical algebra C;T
a ray tube in �B obtained from a stable tube of �C by ray insertions, and R

an indecomposable B-module in T having two direct successors. Assume that
� = B[R] is strongly simply connected and does not contain a pg-critical convex
subcategory. Then q� is not weakly nonnegative.

Proof. By Propositions 2.3 and 2.5, we may assume thatB is tilted of Euclidean
type �(= ~D n ; n > 4, or ~Ep ; 6 6 p 6 8). Let r be the length of maximal sectional
path in T with sourceR and consisting of arrows pointing to the mouth. We know
from [39, (4.9)] that B = EndH(T ), where H is a hereditary algebra of type
� and T a tilting H-module without preinjective direct summands. Moreover,
R = HomH(T;R

0) for an indecomposable regular H-module R0 of regular length
r lying in a stable tube T 0 of �H . Since by our assumption � has no pg-critical
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108 ANDRZEJ SKOWROŃSKI

convex subcategory, in the case � = ~D n , we have additionally that r > 3 or
T 0 is not of rank n � 2. Let ! be the extension vertex of � = B[R]. Then by
[31, (2.1)], there are preinjective H-modules V1; : : : ; Vm and a 2 N such that
q�(�

m
i=1dim HomH(T; Vi) + ae!) < 0, and hence q� is not weakly nonnegative.

(2.7) COROLLARY. Let � be a strongly simply connected algebra of the form

� =

"
F N r

0 C

#
;

where C is a critical algebra, N a simple regular C-module, F is given by one of
the quivers

� b�
! � � � � � � � � �a

n
�

b
�

. &

�
! � � � � � � � � � a �

&
.

�
�

with the right quiver bound by the commutativity relation, and such that�(x; y) =
N(y)
KF (x; !) for any verticesx 2 QF and y 2 QC . Then either� is pg-critical
or q� is not weakly nonnegative.

Proof. Assume that � is not pg-critical. In order to show that q� is not weakly
nonnegative, we may assume that a� b is oriented as a b. Let B be the convex
subcategory of � given by all objects except b. Then B is a tubular extension of
C and � = B[R], where R is the radical of P (b). It is easy to see that R is an
indecomposableB-module lying in the ray tube T of �B , obtained from the stable
of�C containingN by ray insertions, and has two direct successors in T . Applying
now the above proposition we infer that q� is not weakly nonnegative.

We shall need also the following fact.

(2.8) PROPOSITION. Let A be a connected hereditary algebra of wild type, T
a tilting H-module without preprojective direct summands, and B = EndH(T ).
Then qB is not weakly nonnegative.

Proof. See [24, (6.2)].

3. Infinite radical of module categories

In this section we shall establish properties of the infinite radical of module cate-
gories over pg-critical, hypercritical and tubular algebras.

For a one-point extensionB[R] of an algebra B by a B-module R, we identify
modB[R] with the category of triples (V;X; ') where V is a K-vector space, X
is a B-module and ' : V ! HomB(R;X) a K-linear map. Then a morphism
(V;X;') ! (W;Y;  ) is given by a pair (f; g) where f : V ! W is a K-
linear map, g : X ! Y is a B-homomorphism and  f = HomB(R; g)'. For
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a background on the one-point extensions of algebras and vector space category
methods we refer to [39] and [41].

We shall need the following lemma.

(3.1) LEMMA. Let B be an algebra, R a B-module, and ' : Y ! Z a
nonzero map in indB. Assume that there are nonzero nonisomorphisms fi : Wi !
Wi+1; i > 1, in indB and nonzero maps g : R ! Y; f0 : R ! W1 such that
'g = 0; fi : : : f0 6= 0 for i > 1, and HomB(R; h) = 0 for any h : Y ! Wi or
h : Wi ! Y; i � 1. Then ' belongs to rad1(modB[R]).

Proof. Since HomB(R; h) = 0 for all maps h : Y !Wi or h : Wi ! Y; i > 1,
we may consider the indecomposable B[R]-modules Zi = (K;Y �Wi;�i); i >
1, where �i : K ! HomB(R;Y � Wi) = HomB(R;Y ) � HomB(R;Wi) is
given by �i(1) = (g; fi�1 : : : f0). Further, let L be the indecomposable B[R]-
module (K;Y; ) where  : K ! HomB(R;Y ) is given by (1) = g. For each
i > 1, denote by �i : Zi ! Zi+1 the map (1; (1

0
0
fi
)), and by �i : Zi ! L the

canonical map (1; (1; 0)) induced by the projection Y �Wi ! Y . Further, let
�0 : Y = (0; Y; 0)! (K;Y �W1;�1) = Z1 be the monomorphism given by the
canonical map Y ! Y �W1. Finally, since 'g = 0, we get also a nonzero map
� = (0; ') : L = (K;Y; ) ! (0; Z; 0) = Z . Observe that ' = ��i+1�i : : : �0

for any i > 1. Clearly, the maps �i : Zi ! Zi+1 are nonisomorphisms. Therefore,
' 2 rad1(modB[R]).

(3.2) PROPOSITION. LetA be a pg-critical algebra. Then
T
m>1(rad1(modA))m

6= 0 and rad1(modA) is not locally nilpotent.
Proof. Consider first the case when A is of the form B[N; t]. Then A is

obtained from the one-point extension B[N ] by identifying its extension vertex
with the vertex ! of the following quiver

� b
%

! � �! � � � � � ! ��!�a
&
� c

Denote by B0 the convex subcategory of A given by all objects of A except b.
Observe that B0 is a representation-infinite tilted algebra of Euclidean type ~D n+t
(if B is of type ~D n ) having a complete slice in the preinjective component of �B0
and R0 = PB0(a) is an indecomposable regular B0-module of regular length 2
lying in a ray tube of �B0 having n+ t� 2 rays. HenceA0 = B0[R0] is a pg-critical
algebra obtained from B by reversing the arrow a ! b on a  b. Consider the
APR-tilting module T = ��A (SA(b)) � P , where P is given by A = SA(b) � P ,
associated to the simple A-module SA(b) at b. Then A0 ' EndA(T ) and, by [6,
Theorem 1.11], the functor HomA(T;�) induces an equivalence between the full
subcategory of modA formed by all modules having no SA(b) as a direct summand
and the full subcategory of modA0 formed by all modules having no SA0(b) as a
direct summand. Clearly,

T
m>1(rad1(modA))m 6= 0 (respectively, rad1(modA)
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is not locally nilpotent) if and only if
T
m>1(rad1(modA0))m 6= 0 (respectively,

rad1(modA0) is not locally nilpotent). Therefore, we may assume that A is a
one-point extension A = B[R] where B is a tilted algebra of type ~D s , being
the corresponding tubular extension of the critical algebra C of type ~D n ; R is an
indecomposableB-module lying in a ray tube C of �B obtained from a stable tube
T of rank n� 2 of �C by a sequence of ray insertions, and such that we have in C
a full translation subquiver of the form

Y1 - Y2 ! � � � ! Yi - Yi+1 ! � � �

R = X1

6

- X2

6

! � � � ! Xi

6

- Xi+1

6

! � � �

with Y1 lying on the mouth of C. Since C does not contain injective modules,
the modules Zi = ��B Yi�1; i > 2, are nonzero. Fix r > 2 and take an arbitrary
irreducible map 'r : Yr ! Zr in modB. We claim that 'r , considered as a map
(0; 'r) : (0; Yr; 0)! (0; Zr; 0) in modB[R] = modA, belongs to rad1(modA).
Choose arbitrary irreducible maps ui : Xi ! Xi+1, i > 1, and v : Xr ! Yr.
Consider the modules Wi = Xr+i; i > 1; Y = Yr; Z = Zr and the maps ' =
'r : Y ! Z; g = vur�1 : : : u1 : R ! Y; f0 = ur : : : u1 : R ! W1, and
fi = ur+i : Wi ! Wi+1; i > 1. Since C is a standard ray tube in �B and Y1 lies
on the mouth of C we get that g 6= 0; 'g = 0 and fi : : : f0 6= 0 for any i � 1.
Moreover, HomB(R; h) = 0 for any h : Y !Wi or h : Wi ! Y; i � 1, in modB.
Hence, applying Lemma 3.1 we infer that ' = 'r belongs to rad1(modB[R]).

We shall show now that
T
m>1(rad1(modA))m 6= 0. Take an indecomposable

C-module U lying on the mouth of T and consider the sectional path

� : � � � ! Ui ! Ui�1 ! � � � ! U1 ! U0 = U

in T consisting of arrows pointing to the mouth of T . Let P 0 be an indecomposable
projective C-module such that HomC(P

0; U) 6= 0. Let f : P 0 ! U be a nonzero
map. Clearly, f 2 rad1(P 0; U) because P 0 is not in T . Since T is a standard
stable tube in �C , there are irreducible morphisms gi : Ui ! Ui�1 and morphisms
hi : P 0 ! Ui; i > 1, in modC such that f = g1 : : : gihi for any i > 1. The tube C
of �B is obtained from T by a sequence of ray insertions, and hence each arrow
Ui ! Ui�1 of T either remains an arrow of C or is replaced by a finite sectional
path Ui ! � � � ! Ui�1 in C, consisting of modules pointing to the mouth of C.
Hence the modules Ui, i > 0, lie on a sectional path �0 of C consisting of modules
pointing to the mouth. Observe that the intersection of �0 with the sectional path


 : Y1 ! Y2 ! � � � ! Yj ! Yj+1 ! � � � ;
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is infinite. Therefore, there exists a sequence 1 6 i1 < i2 < i3 < : : : of pos-
itive integers such that, for each s > 1, the subpath of �0 with source Uis
and target Uis�1 contains a module, say Yjs , of 
, different from Uis�1 . Then
gis = �s s�s for an irreducible map  s : Yjs ! Zjs and some maps �s :
Uis ! Yjs and �s : Zjs ! Uis�1 in modB. We know that the maps  s belong to
rad1(modB[R]) = rad1(modA), and so gis also belong to rad1(modA). Conse-
quently, f 2

T
m>1(rad1(modA))m. This proves that

T
m>1(rad1(modA))m 6=

0. Finally, we prove that rad1(modA) is not locally nilpotent. Fixm > 1. Take an
indecomposable C-module X in T of quasi-length (m+ 1)(n� 1), where n� 2
is the rank of T . Since the full subcategory of modC given by the modules in the
standard stable tube T is serial, we infer that EndC(X) ' K[T ]=(Tm+1) (see [39,
(3.1)]). Consider a path of irreducible epimorphisms

X = X0
u1�!X1�!� � �

un�2
�!Xn�2 =W

and a path of irreducible monomorphisms

W = Yn�2
vn�2
�! � � � �!Y1

v1�!Y0 = X;

in modC , and put v = v1 : : : vn�2; u = un�2 : : : u1; h = vu. Then h 2 rad(X;X)
and hm 6= 0. As above we conclude that in modB the morphism u has a decompo-
sition u = � � for an irreducible map : Yi ! Zi and some maps � : X ! Yi and
� : Zi ! Xn�2. Since belongs to rad1(modA), we get that h = vu also belongs
to rad1(modA). Therefore, (rad1(X;X))m 6= 0. This proves that rad1(modA)
is not locally nilpotent.

(3.3) PROPOSITION. LetA be an algebra such that
T
m>1(rad1(modA))m = 0

or rad1(modA) is locally nilpotent. Then A is tame.
Proof. Suppose that A is not tame. Then By [21] (see also [17]), A is wild,

that is, denoting by Khx; yi the free K-algebra in two noncommuting variables x
and y, there exists a Khx; yi–A-bimodule M , free and finitely generated as a left
Khx; yi-module, such that the functor F : �
Khx;yiM : modKhx; yi ! modA
preserves indecomposability and isomorphism classes; in particular F is faith-
ful. Let now � be a pg-critical algebra. It is well-known that there exists a
full exact embedding G : mod� ! modKhx; yi. Hence, we get a faithful
functor FG : mod� ! modA. From Proposition 3.2 we infer that there is a
nonzero morphism f in

T
m>1 rad1(mod�)m. Then FG(f) 6= 0 and belongs toT

m>1(rad1(modA))m. Similarly, for each m � 1, there exists a module X 2
ind� and a nonzero morphism hm in (rad1(X;X))m. Then FG(hm) 6= 0 and
belongs (rad1(FG(X); FG(X)))m . Therefore, we get that

T
m�1(rad1(modA))m

6= 0 and rad1(modA) is not locally nilpotent, a contradiction. This proves that A
is tame.

As a direct consequence of Propositions 2.4 and 3.3 we get the following fact.

(3.4) COROLLARY. LetA be a hypercritical algebra. Then
T
m>1(rad1(modA))m

6= 0 and rad1(modA) is not locally nilpotent.
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We shall need also the following fact.

(3.5) PROPOSITION. Let A be a tubular algebra. Then

rad1(A;D(A)) = (rad1(A;D(A)))2 = (rad1(A;D(A))3 = : : :

In particular,
T
m>1(rad1(modA))m 6= 0.

Proof. It is a direct consequence of the separation property of tubular families
in �A [39, (5.2)]. For a complete proof we refer to [25, (1.5)].

4. Strongly simply connected algebras of polynomial growth

The following theorem gives different characterizations of polynomial growth
strongly simply connected algebras and their module categories.

(4.1) THEOREM. Let A be a strongly simply connected algebra. The following
conditions are equivalent:

(i) A is of polynomial growth.
(ii) A is of linear growth.
(iii) A does not contain a convex subcategory which is pg-critical or hypercritical.
(iv) rad1(modA) is locally nilpotent.
(v) �A is directed.

(vi) Every connected component of �A is standard.
(vii) A is a multicoil algebra.

The proof will be presented in Section 6. Here, we shall derive several important
consequences of the above theorem. First observe that the condition (iii) gives
a handy criterion for a strongly simply connected algebra to be of polynomial
(respectively, linear) growth. The condition (v) gives a partial order of all connected
component of �A in modA. In particular, it implies that every cycle in modA is
finite (A is cycle-finite in the sense of [2]), and so rad1(M;M) = 0 for any module
M from indA. Moreover, the condition (vii) gives a more precise description of
cycles in modA. Namely, there exists a natural generalization of the notion of a
tube called a coil (see [3], [4], [5]). Then a multicoil consists, roughly speaking,
of a finite number of coils glued together by some directed parts, and a multicoil
algebra is an algebra A having the property that every cycle in modA consists of
modules of a (standard) coil of a multicoil of �A.

The following corollary is a direct consequence of Theorem 4.1, Proposition
2.2 and the fact that the hypercritical algebras are wild.

(4.2) COROLLARY. Let A be a strongly simply connected algebra having no
pg-critical convex subcategory. The following conditions are equivalent:

(i) A is tame.
(ii) A is of polynomial growth.
(iii) qA is weakly nonnegative.
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The following corollary gives characterizations of domestic strongly simply
connected algebras and their module categories.

(4.3) COROLLARY. LetA be a strongly simply connected algebra. The following
conditions are equivalent:

(i) A is domestic.

(ii) A does not contain a convex subcategory which is hypercritical, pg-critical or
tubular.

(iii)
T
m>1(rad1(modA))m = 0.

(iv) rad1(modA) is nilpotent.

(v) �A is directed and there is a common bound on the length of paths in �A.

Proof. It follows from Theorem 4.1 that, if A is of polynomial growth, then
every cycle in modA is finite. Then the equivalence of (i) and (ii) is a direct
consequence of Theorem 5.1 in [50]. Clearly, (v) implies (iv), and (iv) implies (iii).
Moreover, by Propositions 3.2, 3.5 and Corollary 3.4, (iii) implies (ii). Therefore, it
remains to show that (ii) implies (v). Assume that (ii) holds. Then, by Theorem 4.1,
�A is directed and every connected component of �A is (generalized) standard.
Applying now [47, Corollary 3.11], we infer that all but finitely many connected
components of �A are stable tubes. Further, since A is a cycle-finite algebra, we
infer by Theorem 4.1 in [50] that the support suppT of any stable tube T in �A
is a convex critical or tubular subcategory of A. Moreover, the stable tubes in
the Auslander-Reiten quiver of any critical algebra are pairwise orthogonal and
standard. Therefore, the fact thatA has no tubular convex subcategory, implies that
the paths in �A are of bounded length. This finishes the proof.

Recall that an Auslander-Reiten quiver �A is called quasi-periodic if all but
finitely many �A-orbits in �A are periodic.

(4.4) COROLLARY. Let A be a strongly simply connected algebra of polynomial
growth. Then �A is quasi-periodic and all but finitely many components in �A are
stable tubes. If A is domestic then all but finitelly many components in �A are
stable tubes of rank 1.

Proof. From [47, Theorem 2.3], every generalized standard component of �A
admits at most finitely many nonperiodic �A-orbits. Further, since A is cycle-
finite, we know by [50, Proposition 3.3], that every regular generalized standard
component of �A is a stable tube. Hence our claim follows from Theorem 4.1(vi)
and [50, Theorem 4.4].

For a component C of �A we denote by jCj the geometric realization of C as
defined in [15, (4.1)]. Moreover, following [4, (3.3)], a coil � in �A is said to
be proper if each of its vertices belongs to an oriented cycle of �. As a direct
consequence of our proof of Theorem 4.1 given in Section 6 we get the following
fact.
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(4.5) COROLLARY. Let A be a strongly simply connected algebra of polynomial
growth, C a (connected) component of �A, X a vertex of �A, and r the number
of pairwise disjoint proper coils in C. Then the fundamental group �1(jCj;X) is a
free (noncommutative) group in r generators.

We shall now derive some informations on the supports of indecomposable
modules over strongly simply connected algebras of polynomial growth.

(4.6) COROLLARY. LetA be a strongly simply connected algebra of polynomial
growth and T a stable tube in �A. Then the support of T is a critical or tubular
convex subcategory of A.

Proof. See [3, (4.1)], or [50, (4.2)].

The following corollary describes the one-parameter families of indecompos-
able modules over strongly simply connected algebras of polynomial growth.

(4.7) COROLLARY. Let A be a strongly simply connected algebra of polynomial
growth. Assume that M is a module in indA such that there are infinitely many
pairwise nonisomorphic modules N in indA with dimN = dimM . Then suppM
is a convex critical or tubular subcategory of A.

Proof. SinceA is tame, we know from [17] that all but finitely many isoclasses
of indecomposable A-modules of dimension-vector dimM lie in the stable tubes
of rank 1. Hence, by our assumption, dimM = dimN for a module N lying in a
stable tube T of rank 1. Consequently, by the above corollary, suppM = suppN =
suppT is a convex critical or tubular subcategory of A.

By a coil algebra we mean a tame coil enlargement of a tame concealed algebra
(in the sense of [5]). As a direct consequence of the proof of Theorem 4.1 presented
in Section 6 we get also the following fact.

(4.8) COROLLARY. Let A be a strongly simply connected algebra of polynomial
growth. Then there exist convex coil subcategories B1; : : : Bm of A whose inde-
composable modules exhaust all but finitely many isoclasses of indecomposable
A-modules. Moreover, if the supportD = suppX of an indecomposableA-module
X is not contained in one of the categories B1; : : : ; Bm, then X is directing, and
so D is a tame tilted algebra.

We shall note that the module categories over coil algebras are well understood
(see [5]). Moreover, a complete classification of coil algebras with sincere nondi-
recting indecomposable modules lying in nonstable coils will be presented in a
joint paper with I. Assem and B. Tomé. Hence, in view of Corollary 4.5, in order to
classify the indecomposable modules over strongly simply connected algebras of
polynomial growth, it remains to describe the supports of directing modules. If X
is a directing module over such an algebra A then suppX is a convex subcategory
ofA [11, Proposition 3.2], and is tilted [39, p. 376]. Hence, we need a classification
of tame tilted strongly simply connected algebras with sincere directing modules.
Those of finite representation type are classified in [10] and [18], [40]. It was shown
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in [33] that the representation-infinite tame tilted algebras with sincere directing
modules have, in each dimension d, at most 2 one-parameter families of modules.
The families of two-parametric tame algebras with sincere directing modules and
having at least 20 vertices in the Gabriel quiver have been classified in [34]. The
classification of the remaining ones is still an open problem.

The support of a nondirecting indecomposable module over a polynomial growth
strongly simply connected algebraA is not necessarily a convex subcategory ofA.
The following simple example is due to P. Dräxler. Namely, let C be the critical
algebra of type ~D 5 given by the fully commutative quiver

� �
& . &
� �
. & .
� �

and M be the indecomposableC-module

K K

&
�

0
1

� �
1
0

�
. &

K2 0�
1
1

�
. [0; 1]& .

K K

Then clearly suppM is not a convex subcategory of C . But from the above discus-
sion and our proof of Theorem 4.1 we can deduce the following fact.

(4.9) COROLLARY. Let A be a strongly simply connected algebra of polynomial
growth, M a module in indA and � = suppM .

(i) If � is representation-finite then � is a convex subcategory of A.
(ii) If � is representation-infinite, then it contains a full subcategory C which is

critical.

ForM 2 indA, denote by c(M) the number of pairwise different critical convex
subcategories of the convex hull of suppM in A. Then we have the following fact.

(4.10) COROLLARY. LetA be a strongly simply connected algebra of polynomial
growth and M a module in indA. Then c(M) 6 3. Moreover, if A is domestic,
then c(M) 6 2.

Proof. It is a direct consequence of Corollaries 4.7 and 4.8, [4], [5, (4.2)], and
[33].

In the joint work with J. A. de la Peña [35] we proved that, if A is a sincere
tame strongly simply connected algebra and admits a convex subcategory which
is either tubular or representation-infinite tilted of type ~Ep, 6 6 p 6 8, then A is
of polynomial growth and its quiver QA has at most 19 vertices. Then it follows
(see [35, Corollary 6.2]) that every sincere polynomial growth strongly simply
connected algebra with at least 14 vertices is domestic.
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We end this section with an example illustrating our criteria for the polynomial
growth and domestic type of strongly simply connected algebras.

Let A = KQ=I where Q is the quiver

7
�. &�

10
�
 �9

& 2.
8

6 23
�. &� .�

4 5
&" .�

3

.� &�
1 2
�& .�

11x??�
12x??o
13 22x??� ?y�
14 17

!& �. &'
15 18

�
�!19

�. �& . 
16 20?y�

21

and I is the ideal ofKQ generated by ��� 2; �"���; �����; ��; ��; " 2; � 2;
���; �o�; !�; !�; �� � ' . Clearly, A is strongly simply connected. A simple
inspection of the frames of critical algebras presented in [12] and [23] shows that
the following algebras form a complete set of critical convex subcategories of A:

C1 (of type ~D 4 ) given by the vertices 1; 2; 3; 4; 5;
C2 (of type ~E8 ) given by the vertices 1; 3; 4; 5; 6; 7; 9; 10; 23;
C3 (of type ~E6 ) given by the vertices 15; 16; 17; 18; 19; 20; 21;
C4 (of type ~E6 ) given by the vertices 15; 16; 17; 18; 19; 20; 22;
C5 (of type ~E8 ) given by the vertices 12; 13; 14; 15; 16; 17; 18; 19; 22.

Similarly, a simple inspection of the frames of hypercritical algebras presented in
[55] shows that A does not contain a convex subcategory which is hypercritical.
Further, there is no extension of C1 to a pg-critical convex subcategory of A,
and hence A does not contain a convex subcategory which is pg-critical. Hence,
applying Theorem 4.1, we conclude that A is of polynomial growth. Further, it
is easy to see that the following algebras form a complete set of tubular convex
subcategories of A:

�1 (of type (2; 3; 6)) given by the vertices 1; 2; 3; 4; 5; 6; 7; 9; 10; 23;
�2 (of type (2; 3; 6)) given by the vertices 12; 13; 14; 15; 16; 17; 18; 19; 20; 22;
�3 (of type (3; 3; 3)) given by the vertices 15, 16, 17, 18, 19, 20, 21, 22.
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In particular, by Corollary 4.3,A is not domestic. On the other hand, the full convex
subcategoryA0 ofA formed by all objects ofA except 22 and 23 is a representation-
infinite domestic strongly simply connected algebra, containing only two critical
convex subcategories, namely C1 and C3. Finally, we note that the algebras:

B1 given by the vertices 1; 2; 3; : : : ; 12; 13; 23;

and

B2 given by the vertices 12; 13; 14; : : : ; 20; 21; 22,

are convex coil subcategories of A whose indecomposable modules exhaust (up to
isomorphism) all indecomposableA-modules.

5. Partial order of sources

Let A = KQ=I be an algebra with the separation property and S the set of all
sources inQ. The aim of this section is to establish a partial order6 in S in the case
when all component quivers �A(x); x 2 S , are directed. This will play a crucial
role in our proof of Theorem 4.1. We start with the following technical lemma.

(5.1) LEMMA. Let z 2 S and C be a connected component of �A(z). Assume that
�A(z) is directed and there exists an infinite path

Z = Z0 ! Z1 ! � � � ! Zs = N;

in modA(z) such thatZ belongs to C andN is an indecomposable direct summand
of R(z). Moreover, let

D = C0 ! � � � ! Ct = C;

t > 0, be a path in �A(z) and Y a module in D. Then every indecomposable A-
moduleM lying on a path in modAwith targetY is anA(z)-module. In particular,
D is a full component of �A.

Proof. Let M =M0 !M1 ! � � � !Mr = Y be a path in modA with target
Y . Suppose that HomA(P (z);M) 6= 0. We may assume thatM1; : : : ;Mr areA(z)-
modules. We shall show that �A(z) admits an oriented cycle C ! � � � ! D !
� � � ! C, which will contradict our assumption on �A(z). Since A = A(z)[R(z)]
we may considerM as a triple (V;X; ') where V is aK-vector space,X anA(z)-
module, and ' : V ! HomA(z)(R(z);X) a K-linear map. Observe that M is not
isomorphic to the simple injective A-module S(z) = (K; 0; 0), because there is a
nonzero nonisomorphism M ! M1 with M1 indecomposable. Hence X 6= 0 and
letX = X1�: : :�Xr be a decomposition ofX into a direct sum of indecomposable
A(z)-modules. Since HomA(P (z);M) 6= 0 and M is indecomposable, we infer
that ' 6= 0 and HomA(z)(R(z);Xi) 6= 0 for any 1 � i � r. Moreover, since
HomA(M;M1) 6= 0 and M1 = (0;M1; 0), there exists 1 6 j 6 r such that
HomA(z)(Xj ;M1) 6= 0. This shows that there is in modA(z) a path from Xj to Y .
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On the other hand, there is in modA(z) a path fromZ toN , and�A(z) admits a path
D = C0 ! � � � ! Ct = C. Hence, the supports of Xj and N belong to the same
connected component of Q(z), because the radical R(z) of P (z) is separated. But
then HomA(z)(R(z);Xj) 6= 0 implies that HomA(z)(N;Xj) 6= 0, and so modA(z)
admits an infinite path Z ! Z1 ! � � � ! N ! � � � ! Y . Thus, we get in �A(z)
an oriented cycle C ! � � � ! C0 ! � � � ! Ct = C, a contradiction. Therefore,
HomA(P (z);M) = 0, and M is an A(z)-module.

For x; y 2 S , we set x <� y if and only if there is an infinite path

M = Z0 ! Z1 ! � � � ! Zs = N;

in modA(y) with M an indecomposable direct summand of R(x) and N an
indecomposable direct summand ofR(y). Then we have the following proposition.

(5.2) PROPOSITION. Assume that for each x 2 S the component quiver �A(z)
is directed. Then the transitive closure 6 of <� is a partial order in S .

Proof. Assume that x0 <� x1 <� � � � <� xr for some x0; x1; : : : ; xr in S
and r > 1. We shall show that x0 6= xr. We may assume by induction that
x0; x1; : : : xr�1 (respectively,x1; : : : ; xr) are pairwise different. By our assumption,
for each 1 6 i 6 r, there exists an infinite path

pi : Mi�1 = Zi0 ! � � � ! Zisi = Ni;

in modA(xi) with Mi�1 an indecomposable direct summand of R(xi�1) and Ni

an indecomposable summand of R(xi). Denote by D0; : : : ;Dr�1 the components
of �A(xr) containing the modules M0; : : : ;Mr�1, respectively. Observe that, in
order to prove our claim, it is enough to show that D0 is a full component of
�A. Indeed, then D0 consists of A(xr)-modules and contains P (x0), because �A
admits an arrow M0 ! P (x0). Hence P (x0) 6= P (xr), and so x0 6= xr. Since
pr�1 is an infinite path from Mr�1 to Nr in modA(xr), applying Lemma 5.1 for
t = 0;D = Dr�1; Z = Mr�1 and N = Nr, we get that Dr�1 is a full component
of �A. Hence, we may assume that r � 2. Now, since x1; : : : ; xr�1 are sources
in Q different from xr, we conclude that P (x1); : : : ; P (xr�1) are A(xr)-modules.
Then, for each 1 6 i 6 r � 1, the component Di admits arrows Mi ! P (xi)
and Ni ! P (xi). Applying Lemma 5.1 again, we prove by descending induction
on i that, for each r � 1 > i > 1; pi�1 consists of A(xr)-modules, Di�1 is a full
component of �A, and �A(xr) admits a path Di�1 ! � � � ! Dr�1. For i = 1, we
get that D0 is a full component of �A. This finishes the proof.

6. Proof of Theorem 4.1

LetA be a strongly simply connected algebra. We may assume thatA is connected.
Clearly, (ii) implies (i). By Proposition 2.4, (i) implies (iii). Further each of the
conditions (v) and (vi) implies that rad1(M;M) = 0 for anyM 2 indA, and then
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(iv) holds. From Proposition 3.2 and Corollary 3.4, (iv) implies (iii). Moreover, the
implication (vii)) (ii) is a direct consequence of [3, Theorem 4.6], and Proposition
2.4(iii) (see also [50, Theorem 4.3]). Therefore, it remains to prove that (iii) implies
(v), (vi) and (vii).

Assume that A = KQ=I does not contain a convex subcategory which is
pg-critical or hypercritical. Then, by Proposition 2.2, the Tits form qA of A is
weakly nonnegative. We shall prove (v), (vi) and (vii) by induction on the number
of vertices in Q. We use the notations of Sections 4 and 5. Observe that, for any
source x ofQ, the algebraA(x) is strongly simply connected and does not contain
a convex subcategory which is pg-critical or hypercritical. Hence, we may assume
that, for any source x inQ;A(x) is a multicoil algebra,�A(x) is directed and every
component of �A(x) is standard. Therefore, applying Proposition 5.2, we endow
the set S of all sources in Q by the partial order 6 induced by <�. Denote byM
the set of all maximal elements in S with respect to 6. We divide our proof into
two main steps.

(1) Assume first that, for each x 2M, R(x) is a direct sum of indecomposable
modules whose successors in �A(x) are all directing A(x)-modules. Fix x 2 M
and consider a decompositionR(x) =M1�� � ��Mr ofR(x) into a direct sum of
indecomposableA(x)-modules. For each 1 6 i 6 r, denote by Ci the component of
�A(x) containing the module Mi, by Di the full translation subquiver of Ci formed
by all successors ofMi in Ci, and by Ei the full translation subquiver of Ci given by
the remaining indecomposable modules. Clearly,Di is closed under successors and
Ei is closed under predecessors in Ci. Moreover, by our assumption, eachDi consists
entirely of directing A(x)-modules, and hence the number of �A(x)-orbits in Di is
finite (see [53]). Further, let C be the component of �A containing P (x), D the full
translation subquiver of C formed by all successors of modules M1; : : : ;Mr in C,
and E the full translation subquiver of C given by the remaining indecomposable
A-modules. We shall show thatM1; : : : ;Mr; P (x) are directing modules in modA
and D contains all indecomposable projective A-modules being successors of
modulesM1; : : : ;Mr in modA. Since the component quiver�A(x) is directed and
R(x) is separated, we have HomA(x)(R(x); Z) = 0 for any indecomposableA(x)-
module Z being predecessor in modA(x) of an indecomposable module lying
in one of the subquivers E1; : : : ; Er. Applying now [39, (2.5)], to the one-point
extensionA = A(x)[R(x)] we infer that E is the disjoint union of E1; : : : ; Er, and,
if �! � � � ! C is a path in �A with � 6= C, then � is a full component from �A(x).
Clearly, this implies that the modules M1; : : : ;Mr, P (x) are directing in modA.

Let now Mi = Y0 ! Y1 ! � � � ! Yt = P (b) be a path in modA, for
some 1 6 i 6 r. We claim that this path is finite, and hence P (b) belongs to
D. Suppose that this is not the case. Then there is an infinite path in modA of
the form Mi = Y0 ! Y1 ! � � � ! Yt ! � � � ! Ym = P (c) with c 2 S .
Clearly, HomA(P (c);Mi) = 0 because c is source. Observe that then m > 2 and
HomA(P (c); Yj) 6= 0 for some 1 6 j 6 m� 1. Indeed, otherwise we have x <� c
which contradicts x 2 M. In particular, P (c) is nondirecting in modA, and by
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the above considerations c 62 M. Hence c <� d for some d 2 S . Consequently,
there is an infinite path Z = Z0 ! Z1 ! � � � ! Zs = N in modA(d) with
Z an indecomposable direct summand of R(c) and N an indecomposable direct
summand of R(d). Since Z and P (c) belong to the same component, say C0, of
�A(d) we infer by Lemma 5.1 that Y0; Y1; : : : ; Ym areA(d)-modules. In particular,
P (c) is nondirecting in modA(d). Since A(d) is a multicoil algebra, we then
conclude that P (c) lies on a cycle in a coil �0 of C0. Observe also that the path
Z = Z0 ! Z1 ! � � � ! Zs = N is not formed by directing modules lying on a
sectional path of C0, because it is infinite (see [9]) and C0 is a standard multicoil.
Then we infer that modA(d) admits an infinite path of the form

Mi = Y0 ! Y1 ! � � � ! Ym = P (c)! � � � ! Zs = N:

But this implies x <� d, again a contradiction with x 2M. Therefore,D contains
any indecomposable projectiveA-module which is successor of a moduleMi; 1 6
i 6 r, in modA. The above arguments show also that, if P (c) with c 2 S is a
successor of P (x) in D, then c 2 M. From the first part of our proof we know
that, for any c 2M; P (c) is a directing A-module. Hence we may choose x 2M
in such a way that any indecomposable proper successor of P (x) in modA is not
projective. For each 1 6 i 6 r, denote by 
i the set of all modules X in Di such
that any path in Ci fromMi toX is sectional. Observe that each
i is finite because
the modules from 
i belong to pairwise different �A(x)-orbits in Di. Further, put

 =

�S
16i6r 
i

�
[ fP (x)g. Then, by the above discussion, we get that 
 is finite

and consists of directing A-modules. Moreover, it follows from our new choice of
x that any module U in D is of the form ��lA V for some V 2 
; l > 0. Observe
also that D has no oriented cycles. Indeed, since any proper successor of P (x) in
D is not projective, any cycle U0 ! U1 ! � � � ! Ut ! U0 in D gives a cycle
� lAU0 ! � lAU1 ! � � � ! � lAUt ! � lAU0, for some l > 0 passing through a module
from 
, a contradiction because 
 consists of directing modules. Finally, suppose
that there is in modA a cycle

W =W0 !W1 !W2 ! � � � !Wn !Wn+1 =W;

with W from D. Since D has no oriented cycle there exists 1 6 q 6 n such that
Wl 2 D for any l > q but Wq 62 D. But then from the shape of C described above,
we infer that modA admits a cycle of the form

W =W0 !W1 ! � � � !Wq ! L!Wq+1 ! � � � !Wn+1 =W;

with L from 
. But it is not possible because 
 consists of directing modules.
Therefore, D consists entirely of directing modules. We know that any module in
C belongs either to E or to D. Hence C either consists of directing modules or C is
a multicoil (if one of Ei contains a coil). We shall show now that C is also standard.
Observe that, since the modules Mi, 1 6 i 6 r, are not predecessors of modules
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from E in modA, we have HomA(X;Y ) = 0 for all X 2 D and Y 2 E . This
implies that C is generalized standard. But E is standard,D is directed with finitely
many �A-orbits, so applying arguments as in [48], we conclude that C is in fact a
standard component of�A. We shall now describe�A. Observe that any component
X of �A(x) which has no module M with HomA(x)(R(x);M) 6= 0 remains a full
component in �A, by [39, (2.5)]. Hence, we must describe the components of �A
containing successors of P (x) in modA. Consider the right stable part Dr of D
obtained from D by removing the �A-orbits of injective modules. If Dr is empty,
C is the unique component of �A which is not a component of �A(x). Clearly,
then A = A(x)[B(x)] is a multicoil algebra, �A is directed and every component
of �A is standard. Assume that Dr is not empty. The D admits a full translation
subquiver F of Dr which is closed under successors in D (hence in C), contains
all but finitely many modules of D, and is a disjoint union of translation quivers
of the form Fj = (�N)�j ; 1 6 j 6 t, for some finite quivers �1; : : : ;�t without
oriented cycles (see [27] for the shape of right stable quivers without oriented
cycles). Fix 1 6 j 6 t. Since Fj consists of directing modules, applying the dual
of Proposition 2.4 in [53], we conclude that there exists a hereditary algebra Hj of
type �j and a tilting Hj-module Tj without preprojective direct summands such
that the tilted algebra Bj = EndHj

(Tj) is a convex subcategory of A and Fj is a
full translation subquiver of a connecting component Pj of �Bj

which is closed
under successors. Since qA is weakly nonnegative, we conclude that qBj

is weakly
nonnegative, and hence, by Proposition 2.8,�j is an Euclidean quiver. In particular,
Pj is the preprojective component of �Bj

. Recall that (see Section 1) �Bj
consists

of Pj , a P1(K)-family Tj of tubes without projective modules and a preinjective
component Ij . Moreover, all components of �Bj

are standard,�Bj
is directed, and

Bj is a multicoil algebra. Now, since P (x) has no proper projective successors in
modA, it follows that any component X in �A different from C and containing a
successor of P (x) in modA is a component from the family

W
16j6t(Tj _ Ij). We

know also that Hom (Tp _ Ip;Tq _ Iq) = 0 for p 6= q. Therefore, we get that �A
is directed, all components of �A are standard, and A is a multicoil algebra.

(2) Assume now that, for some y 2M and an indecomposable direct summand
U of R(y), there exists a path U = U0 ! U1 � � � ! Ur = Z in �A(y) with Z
nondirecting. We shall show that then there exists x 2 M such that R(x) admits
a nondirecting indecomposable direct summand M . If U is nondirecting, we set
x = y and M = U . Assume U is directing. Since A(y) is a multicoil algebra, Z
lies in a coil 
 of a standard multicoil X of �A(y). By [4, Lemma 3.3], we may
assume that the coil 
 is proper, that is, any module from 
 lies on a cycle in 
.
Observe that 
 contains at least one projective module, because there is in X a
path from the directing module U to the module Z lying in 
. Further, it follows
from the structure of standard coils that, if HomA(y)(P (a); P (b)) 6= 0 for P (a)
from 
 and P (b) from X , then P (b) lies in 
. Hence, we infer that there exists
in X a path U = U0 ! U1 ! � � � ! Us ! P (x) such that P (x) lies in 
 and
HomA(y)(P (x); P (c)) = 0 for any projective module P (c) fromX nonisomorphic
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to P (x). We claim that x 2 M. First we show that x 2 S . Suppose x 62 S . Then
we have in modA(y) a path P (x)! P (e1)! � � � ! P (er) = P (z) with z 2 S .
By our choice of x we infer that P (e1) does not belong to X . Then, since �A(y) is
directed, we have HomA(y)(P (z); Ul) = 0 for any 0 6 l 6 s. Therefore we get an
infinite path in modA(z) of the form

U = U0 ! U1 ! � � � ! Us ! P (x)! � � � ! P (er�1)! V;

where V is an indecomposable direct summand of R(z). But then y <� z, a
contradiction because y 2 M. Hence, x 2 S . Suppose now that x <� w for some
w 2 S . Then modA(w) admits an infinite path

N = Z0 ! Z1 ! � � � ! Zq = T;

whereN is an indecomposable direct summand ofR(x) and T an indecomposable
direct summand ofR(w). Denote by Y andZ the components of �A(w) containing
the modules N and T , respectively. Clearly, Y 6= Z , because �A(w) is directed.
Applying now Lemma 5.1 we conclude that Y is in fact a component of �A and
for any path in modA with target lying in Y its source is an A(w)-module. Let p
be minimal such that Zp does not belong to Y . Then rad1(Zp�1; Zp) 6= 0, and we
have in modA(w) paths

N = Z0 ! : : :! Zp�1 ! W1 ! � � � !Wm ! Zp ! � � � ! Zq = T;

for all m > 1. On the other hand, since N is a direct predecessor of P (x) and
P (x) lies in a proper coil � of the standard multicoil Y of �A(w), we infer that
P (x) is a predecessor ofWm in� for a sufficiently largem. We then conclude that
modA(w) admits an infinite pathU = U0 ! � � � ! P (x)! � � � !Wm ! Zp !
� � � ! Zq = T , and so y <� w. This contradiction proves that x 2M. Let M be a
nondirecting indecomposable direct summand of R(x) and B the connected part
of A(x) such that M is a B-module. SinceB is a convex subcategory of A(x), the
conditions (v), (vii) and (viii) hold for B. Further, M is nondirecting in modB,
and so it belongs to a proper coil � of a standard multicoil C of �B . We shall show
that the vector space category HomB(M; C), given by the objects HomB(M;X)
with X from C, is the K-linear category of one of the following partially ordered
sets:

(a) HomB(M;X0)! HomB(M;X1)! HomB(M;X2)! � � �

(b)

HomB(M;Yt) � � �  HomB(M ;Y1)x??
HomN (M;X0)! HomB(M;X1)! � � �

with t > 1 and X0 injective,
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(c)

HomB(M;Y1)!HomB(M;Y2)! � � � !HomB(M;Yt)x?? x?? x??
HomB(M;X0)!HomB(M;X1)! � � � !HomB(M;Xt�1)! HomB(M;Xt)! � � �

with t > 2 and Xt�1 injective,

where M = X0;X1;X2; : : : lie on a unique infinite sectional path X0 ! X1 !
X2 ! � � � in C with source M = X0, and Y1; : : : Yt are directing modules lying
on a sectional path Y1 ! Y2 � � � ! Yt in C. Moreover, we claim that, if R(x) is
decomposable, then A(x) = B �D, R(x) = M �N , where D is connected, N
is an indecomposable D-module, HomB(M; C) is of the form (a), and the vector
space category HomD(N; indD) is theK-linear category of a partially ordered set

HomD(N;Y1)! HomD(N;Y2)! � � � ! HomD(N;Yt)

with t > 1 andN = Y1; : : : ; Yt directing modules lying on a unique sectional path
Y1 ! � � � ! Yt in �D.

We divide our considerations into several steps.
(�) Suppose that C = � is a stable tube. Then C = supp� is a convex subcat-

egory of B (see [2, (3.1)]) whose Auslander-Reiten quiver admits a sincere stable
tube. Since, by our assumption,C is also a multicoil algebra (hence cycle-finite), we
get from [3, (4.1)] (see also [50, (4.1)]), that C is either critical or tubular. Clearly,
E = C[M ] is also a convex subcategory ofA, and hence qE is weakly nonnegative
andE does not contain a pg-critical convex subcategory. Then, by Proposition 2.5,
C is critical. Applying now Proposition 2.6, we infer that M is a simple regu-
lar module, and so E is a tubular extension of C . Therefore, E is either tubular
or representation-infinite tilted algebra of Eulidean type with a complete slice in
the preinjective component, because qE is weakly nonnegative (Proposition 2.3).
Clearly, in this case, C admits a unique sectional pathM = X0 ! X1 ! X2 ! � � �
consisting of arrows pointing to infinity, and HomB(M; C) is of type (a).

(�) Assume that C is not a stable tube. Then by [4, (5.9)], there exists a critical
convex subcategory C of B and a stable tube T in �C such that � = supp� is
obtained from C by a sequence of admissable operations of types (ad 1), (ad 2),
(ad 3), (ad 1�), (ad 2�) or (ad 3�), �� admits a coil �0 obtained from the stable
tube T be the corresponding sequence of admissible operations, and such that �
is the full translation subquiver �0 of �0 consisting of all modules lying on cycles
in �0 (see [4, Section 3] for details). Then � = supp� is a coil enlargement of C
in the sense of [5]. Moreover, � is a convex subcategory of B. Applying now [5,
(3.5)], we infer that there is a unique tubular extension E = �+ of C which is a
convex subcategory of � and such that � can be obtained from E by a sequence of
one-point coextensions of types (ad 1�), (ad 2�), or (ad 3�). Furthermore, there is
a ray tube T + in �E such that �0 can be obtained from T + by the corresponding
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sequence of admissible operations of types (ad 1�), (ad 2�), or (ad 3�), being coray
insertions. Since M lies in � = �0 , there exists an infinite sectional path

� : M = X0 ! X1 ! X2 ! X3 ! � � �

in � consisting of arrows pointing to infinity. Further, since �0 is obtained from the
ray tube T + by a sequence of coray insertions (operations of types (ad 1�), (ad 2�),
(ad 3�)), we get that, for infinitely many i > 0;Xi is an E-module. We claim
now that HomB(M; C) does not contain a full subcategory which is the K-linear
category of the partially ordered set

HomB(M;Us) �! HomM (M;Us+1) �! HomB(M;Us+2) ! � � �x?? x?? x??
HomB(M;Xs) �! HomM (M;Xs+1) �! HomB(M;Xs+2) ! � � �

s > r, with Us; Us+1; : : :, lying on an infinite sectional path Us ! Us+1 !
Us+2 ! � � � in �0 which is parallel to Xs ! Xs+1 ! Xs+2 ! � � �. Suppose that
this is not the case. Then by the above remark T + admits a subquiver of the form

Ui1 �! Ui2 �! Ui3 ! � � �x?? x?? x??
Xi1 �! Xi2 �! Xi3 ! � � �

whereM 0 = Xi1 is the restriction ofM = X0 toE = �+. Moreover,E0 = E[M 0]
is a convex subcategory of A, and hence is strongly simply connected. Applying
now Proposition 2.6 to the one-point extensionE0 = E[M 0] we get that either E0

contains a convex pg-critical subcategory or qE0 is not weakly nonnegative, which
contradicts our assumptions onA. The proved fact shows that� is a unique infinite
sectional path in C with source M . We claim now that if Xi ! P is an arrow in C
with P projective then P lies on �. Suppose that Xi ! P , for some i > 0, is an
arrow in C with P projective not lying on�. From the above remarks we know that
then C has no infinite sectional path with source P and parallel to �. Hence, there
is j > i such thatXi; : : : ;Xj�1 are noninjective butXj is injective. Applying now
Lemma (3 + 3+ 2) in [2, (2.1)], we obtain an exact sequence

0! Xi ! P �Xj � V ! ��BXj�1 ! 0:

On the other hand we have dimKXi < dimKP and dimK�
�
BXj�1 < dimKXj .

This contradiction proves our claim. We recall also that by [5, (3.5)], there is a
unique tubular coextension F = �� of C and a coray tube T � in �F such that �
is obtained from F by a sequence of admissible operations of types (ad 1), (ad 2)
or (ad 3), and �0 is obtained from T � by the corresponding sequence of admissible
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operations (ray insertions). Hence, if Xi ! Z is an arrow in C with Z 6' Xi+1
then Z is from T �. In particular, any module Xi; i > 0, has at most two direct
successors in C. Therefore, if M has exactly one direct successor, then the vector
space category HomB(M; C) is of type (a).

() Assume now that C admits a full translation subquiver

Y1 �! Y2 ! � � � ! Ytx?? x?? x??
X0 �! X1 ! � � � ! Xt�1 �! Xt �! Xt+1 ! � � �

with t > 2 and Xt�1 injective. We claim that then R(x) =M , HomB(M; C) is of
the form (c), induced by the above subquiver of C, and no module Yj ; 1 6 j 6 t,
is predecessor of a projective module in C. Suppose that R(x) 6' M or C admits
an arrow Yj ! W with 1 6 j 6 t and W 6' Yj+1 (possibly W is projective). We
know that the modulesY1; : : : ; Yt are from the coray tube T �, and so their supports
are in one coextension branch of the tubular coextension F of C . We look now on
the supports of the modules Y1; : : : ; Yt and apply the rules for the Auslander-Reiten
sequences in the module categories over special biserial simply connected algebras
described in [54, p. 180] (see also [37]). Then a simple analysis (see the proof of
Lemma 3.5 in [3]) shows that A = A(x)[R(x)] admits a convex subcategory of
a form described in Corollary 2.7. This contradicts our assumption on A. Hence
R(x) =M and HomB(M; C) is of the required form (c). Suppose now that one of
the modules Y1; : : : ; Yt is a predecessor of a projective module in C. Then C admits
a path of the form

Yj = V0 ! V1 ! � � � ! Vp�1 ! Vp = P (y);

with j > 2, p > 2, V1 = ��B Yj�1 and V0; V1; : : : ; Vp directing in modB. Let

P (y) = P (y0)! P (y1)! � � � ! P (yl) = P (z);

be a path in modB with z 2 S . We then have a path

M = X0 ! � � � ! Xj�1 ! V0
'
!V1 ! � � � ! Vp�1 ! � � � ! L

with L and indecomposable direct summand of R(z). Since V0; : : : ; Vp�1 are
directing modules in modB, we infer that in fact it is a path in modA(z). We claim
that ' belongs to rad1(modA(z)). Indeed, this follows from Lemma 3.1 if we
take R = X0; Y = Yj; Z = ��Yj�1;Wi = Xt+i; i > 1; fi : Wi ! Wi+1; i > 1,
arbitrary irreducible maps and g : R ! Y , f0 : R ! W1 the compositions of the
corresponding irreducible maps. Hence we get an infinite path in modA(z) from
M to L, and so x < z. But this is a contradiction with the maximality of x in S .
Therefore, the modules Y1; : : : ; Yt have no projective successors in C.
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(�) Assume now that HomB(M; C) is of the form (a) but R(x) =M �N with
N 6= 0. We know that the restriction M 0 of M to the tubular extension E = �+

of C is nonzero. Then applying Corollary 2.7 we infer that N is indecomposable,
and moreover uniserial. Hence, A(x) = B � D where D is connected and N is
in modD. Let D be the component of �D containing N . We claim that there is a
sectional path

N = Y1 ! Y2 ! � � � ! Yt

in D formed by directing modules such that the vector space category HomD (N ,
ind D) is the K-linear category of the partially ordered set

HomD(N;Y1)! HomD(N;Y2)! � � � ! HomD(N;Yt):

Since N is uniserial and D is strongly simply connected, as a convex subcategory
of A, the support of N is given by a convex line in QD of the form a1 ! a2 !
� � � ! ar. Let G be the maximal convex subcategory of D which is the bound
quiver algebra of a finite connected bound subquiver of the following infinite tree

a1
�

�. -�

a2
� �

�. -� �. -�
a3� � � �
�. -� �. -� �. -� �. -�
� � � � � � � �
� � � � � � � � � � � � � � � � � � � � � � � �

bound by all possible relations �� = 0, andN is the projectiveG-module PG(a1).
It is known (see [49, (4.4)]) that G is a tilted algebra of Dynkin At and �G admits
a complete section (slice) � of the form

N = Y1 ! Y2 ! � � � ! Yt:

Using the maximality of G, our assumptions on A, and applying Corollary 2.7
again, we infer that, if G[V ] is a one-point extension of G inside D with V

indecomposable, then V is a proper successor of a module Yi and does not lie
on �. In particular, HomD(N; indD) is the required K-linear category of a finite
linear partially ordered set. The maximality ofx inS implies also that any successor
of N in �D is a G-module. Indeed, if this is not the case, then there is in modD a
path of the form

Yj = V0
'
!V1 ! � � � ! Vp�1 ! P (y1)! � � � ! P (yl)! L
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where j > 2, V1 = ��GYj�1; V0; : : : ; Vp�1 are directing D-modules (in fact G-
modules) and L is an indecomposable direct summand of R(z) for some z 2 S .
Clearly, then it is a path in modA(z). We claim that ' 2 rad1(modA(z)). This
follows from Lemma 3.1 if we put R = R(x); Y = V0; Z = V1;Wi = Xi for
i > 1, and take for fi : Wi ! Wi+1 arbitrary irreducible maps, for f0 : R !
W1 = X1 the composition of the projection R = M � N ! X0 = M with an
irreducible map X0 ! X1 = W1, and for g : R ! Y the composition of the
projection R = M � N ! N with irreducible maps Y1 ! � � � ! Yj . Since
HomA(x)(P (z); Yj) = 0 and HomA(x)(P (z);Xi) = 0 for all i > 1 we get from
the proof of Lemma 3.1 that in fact ' 2 rad1(modA(z)). Therefore, we have in
modA(z) an infinite path from N to L, a contradiction with the maximality of x
in S .

(�) Assume now thatM is injective and has two direct successors in C. Applying
Corollary 2.7 we infer that then R(x) = M . Let Y1 be the direct successor of M
in C different from X1. Then Y1 is a module from T �. Observe that M is not
necessarily an F -module but its restriction to F is an injective F -module having
two direct successors in T �. Let

Y1 = U1 ! U2 ! � � � ! Ur;

be the maximal sectional path in T � with source Y1. Clearly, it consists of injec-
tive F -modules. Applying Corollary 2.7 again we infer that none of modules
U1; : : : ; Ur�1 is a direct summand of the radical of a projective module inside B.
Suppose now that there is in T � a sectional path

V = V0 ! V1 ! � � � ! Vs = Uk;

with 1 6 k 6 r � 1 such that V is a summand of the radical of a projective
module P (d) in B. We may assume that k is minimal with this property. Since
F = �� is a tubular coextension of C , the supports of all successors of V in T �

are contained in one (coextension) branch of F . Looking on the support of V ,
and applying Corollary 2.7 and the formulas for the Auslander-Reiten sequences
in module categories over special biserial simply connected algebras (see [54],
[37]), we conclude that the vector space category HomF (V; indF ) is the K-linear
category of one of the following finite partially ordered sets:

HomF (V; V0)! HomF (V; V1)! � � � ! HomF (V; Vs) (a0)

HomF (V;Wl) � � � ! HomF (V;W1) HomF (V; V0)! � � � !

HomF (V; Vs) (b0)

with l > 1 and V = V0 injective, (c0)
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HomF (V;W1)!Hom F (V;W2)! � � � !Hom F (V;Wl)x?? x?? x??
HomF (V;V0)!Hom F (V;V1)! � � � !Hom F (V;Vl�1)! Hom F (V;Vl)! � � � !Hom F (V;Vs)

with 2 6 l 6 s and Vl�1 injective.
Moreover, we conclude as above that, if the radicalR(d) ofPA(d) is decomposable,
then HomF (V; indF ) is of the form (a0), R(d) = V �W , where W is a uniserial
module whose support is theK-linear categoryH a linear quiver l! l�1! � � � !
2! 1; l > 1. Then, applying [4, (2.1)], and [37], we infer that, for F 0 = F [V ] or
F 0 = (F �H)[V �W ], the component of �F 0 containing P (d) is obtained from
the coray tube T � by inserting a rectangle and glueing with T � as follows:

if Hom F (V; indF ) is of type (a0) and R(d) decomposable;
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if HomF (V; indF ) is of type (a0) and R(d) indecomposable;

if Hom F (V; indF ) is of type (b0);
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if Hom F (V; indF ) is of type (c0) and l is odd; or

if HomF (V; indF ) is of type (c0) and l is even.
Observe that the sectional path Y1 = U1 ! � � � ! Ur is in this process extended

to one of the sectional paths

Y1 ! U1 ! � � � ! Uk ! V 0
s ! Uk+1 ! � � � ! Ur

or

Y1 = U1 ! � � � ! Uk�1 ! Uk ! Zs1 ! � � � ! Zsl

! V 0
s ! Uk+1 ! � � � ! Ur:

Moreover, from the choice of k and the shape of the inserted rectangle, we infer
that none of U1; : : : ; Uk is the target of a sectional path with source being a
direct summand of the radical of indecomposable projective module which is
nonisomorphic to P (d). If one of the modules Zs1; : : : ; Zsl; Vs; Uk+1; : : : ; Ur lies
on a sectional path in C with source being direct predecessor of a projective module
we repeat the above analysis. Since C admits only finitely many projective modules,
we conclude that in fact C admits a finite sectional path

� : Y1 ! Y2 ! � � � ! Yt

and HomB(M; C) is of the form (b). Observe also that after the extension of A(x)
to A = A(x)[R(x)], any irreducible map Yi ! Z with Z 6' Yi+1 will belong,
by Lemma 3.1, to rad1(modA). In particular, any projective module which is
successor of a module Yi; 1 6 i 6 t, lies on the path �.
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Applying now [4] and [5] we conclude that, in all cases considered above, M
is the pivot of an admissible operation of type (ad 1), (ad 2), or (ad 3), and the
component C0 of �A containing P (x), is a standard multicoil. Moreover, it follows
from Lemma 5.1 and the maximality of x in S , that any projective module which
is successor of P (x) in modA belongs to C0.

We shall describe the remaing components of �A. First observe that, if E is a
component in �A(x), such that HomA(x)(R(x); E) = 0 for all modules E from
E , then E remains a full component in �A, by [39, (2.5)]. Let F be a component
of �A different from C0 but containing a module Z with HomA(P (x); Z) 6= 0.
By [5, (4.1)], there exists a maximal tubular extension 
 of C which is a convex
subcategory ofA and F is a component of �
. It follows from Proposition 2.3 and
our assumptions on A that 
 is either (representation-infinite) tilted of Euclidean
type with a complete slice in the preinjective component or tubular. In the first
case, F is the unique preinjective component of �
. In the second case, F is, in
the notations of Section 1, a component in0

@ _
2Q+

T

1
A _ T1 _ I1:

We know that all components in �
 are standard and the component quiver �
 is
directed. Hence, F is either a standard preinjective component or a standard tube
without projective modules. Applying now our assumptions onA(x), we conclude
thatA is a multicoil algebra, all components in �A are standard, and�A is directed.
This finishes the proof of Theorem 4.1.
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46. Skowroński, A.: Cycles in module categories, in: Finite Dimensional Algebras and Related
Topics, NATO ASI Series, Series C, Vol. 424, Kluwer Acad. Publ., Dortrecht 1994, pp. 309–345.
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