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1. The main result of this paper is the following.

Theorem 1. Let $A$ be a simple, commutative, finite-dimensional algebra containing an idempotent over a field of characteristic 0 , and let the algebra $A^{\prime}$ obtained from $A$ by adjoining a unity element satisfy an identity of degree $\leqq 4$ not implied by commutativity. Then either $A$ is a Jordan algebra or $A$ is twodimensional over an appropriate field $E$. In the latter case, there exist elements $e$ and $g$ which form a basis of $A$ over $E$, and which satisfy the relations $e^{2}=e$, $e g=-g$, and $g^{2}=\alpha e$, where $\alpha$ is some non-zero element of $E$.

A first big step toward this result was taken in (1), where we proved the following.

Theorem. Let $A$ be a commutative (non-associative) algebra with unity element over a field of characteristic not 2 or 3 , and let $A$ satisfy an identity of degree $\leqq 4$ not implied by the commutative law. Then $A$ satisfies at least one of the following three identities:

$$
\begin{gather*}
\left(x^{2} x\right) x=x^{2} x^{2}  \tag{1}\\
2(y x \cdot x) x+y x^{3}=3\left(y x^{2}\right) x  \tag{2}\\
2\left(y^{2} x\right) x+2\left(x^{2} y\right) y+(y x)(y x)=2(y x \cdot y) x+2(y x \cdot x) y+y^{2} x^{2} . \tag{3}
\end{gather*}
$$

It is well known that simple finite-dimensional algebras of characteristic 0 satisfying (1) are Jordan algebras (see, for example, 4, p. 132). It has also been proved that simple finite-dimensional algebras of characteristic 0 satisfying (2) and containing an idempotent are Jordan algebras (2; 3). Then, in order to prove Theorem 1, it suffices to show that the theorem holds with the added hypothesis that $A$ satisfies (3). This paper is devoted to an investigation of algebras satisfying (3), culminating in a proof of Theorem 1 for such algebras.

In addition to the desire to prove Theorem 1, we were motivated to study algebras satisfying (3) because these algebras are noticeably less well behaved in several critical respects than those that have been studied in the literature, and we were interested in knowing what methods would work in such

[^0]a situation. As an example of this behaviour, the linear transformation corresponding to multiplication by an idempotent in an algebra satisfying (3) may have any desired set of characteristic roots and multiplicities (see the first example in §6). However, the Peirce decomposition still turns out to be a strong tool in the study of these algebras. A general Peirce decomposition for these algebras is studied in §3, where we prove the following theorem.

Theorem 2. Let $A$ be a simple commutative (possibly infinite-dimensional) algebra satisfying (3) over a field $F$ of characteristic not 2 or 3 , let $A$ contain an idempotent e, let $B_{\lambda}=\left\{x \in A \mid x\left(R_{e}-\lambda I\right)^{n}=0\right.$, for some positive integer $\left.n\right\}$ for each $\lambda \in F$, and suppose that for each $x \in A$ there exists a polynomial $f_{x}\left(R_{e}\right) \in F\left[R_{e}\right]$ annihilating $x$. Then either
(i) $A=B_{1}+B_{-1}$ and $B_{1}=B_{-1} B_{-1}$, or
(ii) $A=B_{1}+B_{0}$.

The first alternative of this theorem is pursued in § 4, where we prove that such an algebra (still possibly infinite-dimensional and of characteristic not 2,3 , or 5 ) is necessarily two-dimensional over an appropriate field and possesses a basis as described in Theorem 1. The second alternative is treated in $\S 5$. For this case we assume finite dimensionality and characteristic 0 in order to be able to use a trace argument to conclude that $A$ is associative. In the final section we give a few examples showing that some of our results cannot be sharpened.

The process of using a Peirce decomposition with multiple roots to prove results seems, inevitably, to involve an induction on the multiplicities of the roots involved. Luckily, it is possible to prove a general result which establishes conditions which are sufficient for such an inductive argument to work, and which are satisfied in almost all the cases that arise in this paper. This lemma on induction in algebras satisfying (3) is contained in §2, together with some numerical results that are needed for this lemma and for Theorem 2.
2. We now begin a study of the Peirce decomposition for algebras satisfying (3). Let $e$ be an idempotent in a commutative algebra $A$ satisfying (3) over an algebraically closed field of characteristic not 2 or 3 , and let $B_{\lambda}{ }^{(n)}=\left\{x \in A \mid x\left(R_{e}-\lambda I\right)^{n}=0\right\}$ for each $\lambda \in F$ and each positive integer $n$. Then

$$
B_{\lambda}=\bigcup_{n=1}^{\infty} B_{\lambda}{ }^{(n)}
$$

and the sets $B_{\lambda}$ are linearly independent. We shall assume in this section and most of the next that $A=\sum B_{\lambda}$. If $x \in B_{\lambda}$ and $x \neq 0$, we define the degree of $x$ to be the smallest integer $n$ such that $x \in B_{\lambda}{ }^{(n)}$, and if $x=0$ we let $\operatorname{deg} x=0$. For $x \in B_{\lambda}$ we denote by $x^{\prime}, x^{\prime \prime}, \ldots, x^{(n)}$ the elements

$$
x\left(R_{e}-\lambda I\right), x\left(R_{e}-\lambda I\right)^{2}, \ldots, x\left(R_{e}-\lambda I\right)^{n}
$$

respectively.

Next, for any $\lambda, \mu \in F$, let $\lambda \circ \mu$ and $\lambda \circ^{\prime} \mu$ denote the two roots of the quadratic equation

$$
\begin{equation*}
2 t^{2}-(1+\lambda+\mu) t+\left(\lambda+\mu+\lambda \mu-\lambda^{2}-\mu^{2}\right)=0 \tag{4}
\end{equation*}
$$

Then $\lambda \circ \mu$ and $\lambda \circ^{\prime} \mu$ are given explicitly as

$$
\begin{equation*}
\frac{1}{4}\left[1+\lambda+\mu \pm \sqrt{ }\left(9 \lambda^{2}+9 \mu^{2}-6 \lambda \mu-6 \lambda-6 \mu+1\right)\right] \tag{4}
\end{equation*}
$$

In practice, this notation supplies a convenient shorthand. For example, $\lambda \circ \mu \neq \lambda \circ^{\prime} \mu$ states that the roots of (4) are unequal, while $\lambda \circ \mu=1$ states that one of the roots of (4) is equal to 1 without giving any information about the other root. If it is assumed in an argument that one of the roots of (4) satisfies a certain condition, $\lambda \circ \mu$ will be used to denote the root satisfying that condition and $\lambda o^{\prime} \mu$ will be used to denote the other root (distinct from $\lambda \circ \mu$ exactly when the roots of (4) are distinct) throughout that argument.

Lemma 1. If $\lambda \circ \mu \neq \lambda \circ^{\prime} \mu$, then $B_{\lambda}{ }^{(n)} B_{\mu}{ }^{(m)} \subset B_{\lambda \circ \mu}^{(n+m-1)}+B_{\lambda o^{\prime} \mu}^{(n+m-1)}$. If $\lambda \circ \mu=\lambda \circ^{\prime} \mu$, then $B_{\lambda}{ }^{(n)} B_{\mu}{ }^{(m)} \subset B_{\lambda o \mu}^{(2 n+2 m-2)}$.

Proof. We begin by linearizing $y$ in (3) to get

$$
\begin{align*}
& 2(y z \cdot x) x+\left(x^{2} y\right) z+\left(x^{2} z\right) y+y x \cdot z x= \\
&(y x \cdot z) x+(z x \cdot y) x+(y x \cdot x) z+(z x \cdot x) y+y z \cdot x^{2} . \tag{5}
\end{align*}
$$

Letting $x=e, y \in B_{\lambda}$, and $z \in B_{\mu}$ in (5), and using the relations $y e=\lambda y+y^{\prime}$, $y e \cdot e=\lambda^{2} y+2 \lambda y^{\prime}+y^{\prime \prime}, \quad z e=\mu z+z^{\prime}, \quad$ and $z e \cdot e=\mu^{2} z+2 \mu z^{\prime}+z^{\prime \prime}, \quad$ we obtain

$$
\begin{aligned}
2(y z) R_{e}^{2}+\left(\lambda y+y^{\prime}\right) z+y\left(\mu z+z^{\prime}\right)+(\lambda y & \left.+y^{\prime}\right)\left(\mu z+z^{\prime}\right)= \\
{\left[\left(\lambda y+y^{\prime}\right) z\right] R_{e}+\left[y\left(\mu z+z^{\prime}\right)\right] R_{e} } & +\left(\lambda^{2} y+2 \lambda y^{\prime}+y^{\prime \prime}\right) z \\
& +y\left(\mu^{2} z+2 \mu z^{\prime}+z^{\prime \prime}\right)+(y z) R_{e}
\end{aligned}
$$

or

$$
\begin{align*}
(y z) & {\left[2 R_{e}{ }^{2}-(1+\lambda+\mu) R_{e}+\left(\lambda+\mu+\lambda \mu-\lambda^{2}-\mu^{2}\right)\right] } \\
+\left(y^{\prime} z\right)\left[-R_{e}+(1+\mu-2 \lambda)\right]+\left(y z^{\prime}\right) & {\left[-R_{e}+(1+\lambda-2 \mu)\right] }  \tag{6}\\
& +y^{\prime} z^{\prime}-y^{\prime \prime} z-y z^{\prime \prime}=0
\end{align*}
$$

Defining the operator

$$
\begin{aligned}
T & =2 R_{e}{ }^{2}-(1+\lambda+\mu) R_{e}+\left(\lambda+\mu+\lambda \mu-\lambda^{2}-\mu^{2}\right) I \\
& =2\left[R_{e}-(\lambda \circ \mu) I\right]\left[R_{e}-\left(\lambda \circ^{\prime} \mu\right) I\right],
\end{aligned}
$$

we show next that $(y z) T^{m+n-1}=0$. If $m=n=1$, then

$$
y^{\prime}=y^{\prime \prime}=z^{\prime}=z^{\prime \prime}=0
$$

and (6) reduces to the desired relation. If $m+n>2$, we may assume by induction on $m+n$ that the products $y^{\prime} z, y z^{\prime}, y^{\prime} z^{\prime}, y^{\prime \prime} z$, and $y z^{\prime \prime}$ are all annihilated by $T^{m+n-2}$. But then applying $T^{m+n-2}$ to (6) gives the desired result.

We have proved that $\left[B_{\lambda}{ }^{(n)} B_{\mu}{ }^{(m)}\right] T^{n+m-1}=0$ for all $\lambda, \mu \in F$. If

$$
\lambda \circ \mu=\lambda \circ^{\prime} \mu,
$$

then $T=2\left[R_{e}-(\lambda \circ \mu) I\right]^{2}$ and the second statement of Lemma 1 follows from the definition of $B_{\lambda \rho+}^{(2 m+2 n-2)}$. If $\lambda \circ \mu \neq \lambda \circ^{\prime} \mu$ and if $X$ is an indeterminate, then $[X-(\lambda \circ \mu) I]^{m+n-1}$ and $\left[X-\left(\lambda \circ^{\prime} \mu\right) I\right]^{m+n-1}$ are relatively prime elements of the principal ideal domain $F[X]$, so that there exist $f(X), g(X) \in F[X]$ satisfying

$$
I=\left[X-\left(\lambda \circ^{\prime} \mu\right) I\right]^{m+n-1} f(X)+[X-(\lambda \circ \mu) I]^{m+n-1} g(X) .
$$

Hence, $I=\left[R_{e}-\left(\lambda \circ^{\prime} \mu\right) I\right]^{m+n-1} f\left(R_{e}\right)+\left[R_{e}-(\lambda \circ \mu) I\right]^{m+n-1} g\left(R_{e}\right)$ and $B_{\lambda}{ }^{(n)} B_{\mu}{ }^{(m)}=\left[B_{\lambda}{ }^{(n)} B_{\mu}{ }^{(m)}\right]\left[R_{e}-\left(\lambda o^{\prime} \mu\right) I\right]^{m+n-1} f\left(R_{e}\right)$

$$
+\left[B_{\lambda}{ }^{(n)} B_{\mu}^{(m)}\right]\left[R_{e}-(\lambda \circ \mu) I\right]^{m+n-1} g\left(R_{\epsilon}\right)
$$

Since $\left[B_{\lambda}{ }^{(n)} B_{\mu}{ }^{(m)}\right] T^{m+n-1}=0$, the first term on the right side of the last equation is annihilated by $\left[R_{e}-(\lambda \circ \mu)\right]^{m+n-1}$ so it is in $B_{\lambda \rho \mu}^{(m+n-1)}$. Similarly, the second term is in $B_{\lambda o^{\prime} \mu}^{(m+n-1)}$ and the first statement of Lemma 1 follows.

Next, we need to establish some relations between the elements $\lambda, \mu, \lambda \circ \mu$, and $\lambda O^{\prime} \mu$ of $F$.

Lemma 2. Let $\lambda, \mu, \nu \in F$. Then the following hold.
(i) $\lambda \circ \mu=1$ if and only if $\lambda^{2}-\lambda \mu+\mu^{2}=1$.
(ii) If $\lambda \circ \mu=1$ and if neither $\lambda$ nor $\mu$ is 1 , then $(\mu \circ \nu) \circ \lambda=\nu$ if and only if $\nu=1$ or $\nu=\lambda$.
(iii) If $\lambda \circ \mu \neq \lambda \circ^{\prime} \mu$, then $(\lambda \circ \mu) \circ \nu=\left(\lambda \circ^{\prime} \mu\right) \circ \nu$ implies that

$$
\nu(\lambda+\mu-1)=\lambda \mu
$$

(iv) If $\lambda \circ \mu=1$, then $\lambda \circ^{\prime} \mu=\lambda \circ \mu$ if and only if $\lambda+\mu=3$.

Proof. From the definition of $\lambda \circ \mu$, we see that $\lambda \circ \mu=1$ if and only if $t=1$ is a root of (4), or

$$
0=2-(1+\lambda+\mu)+\left(\lambda+\mu+\lambda \mu-\lambda^{2}-\mu^{2}\right)=1+\lambda \mu-\lambda^{2}-\mu^{2}
$$

This establishes the first part of Lemma 2 . Since $e B_{\mu} \subset B_{\mu}$ for all $\mu \in F$, it follows that $1 \circ \mu=\mu$ for all $\mu \in F$ (i.e., that $\mu$ is a root of ( 6 ) when $\lambda=1$ ), from which it is easy to check that $\nu=1$ and $\nu=\lambda$ are solutions of

$$
(\mu \circ \nu) \circ \lambda=\nu
$$

if $\lambda \circ \mu=1$. Then (ii) will be established if we can prove that there are at most two distinct solutions of $(\mu \circ \nu) \circ \lambda=\nu$.

By definition, $(\mu \circ \nu) \circ \lambda=\nu$ implies that

$$
2 \nu^{2}-(1+\mu \circ \nu+\lambda) \nu+\left(\mu \circ \nu+\lambda+(\mu \circ \nu) \lambda-(\mu \circ \nu)^{2}-\lambda^{2}\right)=0
$$

Multiplying by -2 and rearranging terms, we get

$$
2(\mu \circ \nu)^{2}-(2+2 \lambda-2 \nu)(\mu \circ \nu)+\left(2 \nu+2 \lambda \nu-4 \nu^{2}+2 \lambda^{2}-2 \lambda\right)=0 .
$$

But, again by definition, $\mu \circ \nu$ satisfies

$$
2(\mu \circ \nu)^{2}-(1+\mu+\nu)(\mu \circ \nu)+\left(\mu+\nu+\mu \nu-\mu^{2}-\nu^{2}\right)=0
$$

and subtracting this from the preceding equation gives
$-(1+2 \lambda-\mu-3 \nu)(\mu \circ \nu)+(1+2 \lambda-\mu-3 \nu) \nu-\mu+\mu^{2}+2 \lambda^{2}-2 \lambda=0$.
Writing $\gamma=1+2 \lambda-\mu-3 \nu$ and $\delta=\mu-\mu^{2}-2 \lambda^{2}+2 \lambda$, and noting that $\mu \circ \nu=\frac{1}{4}[1+\mu+\nu+\tau]$, where

$$
\tau^{2}=9 \mu^{2}+9 \nu^{2}-6 \mu \nu-6 \mu-6 \nu+1
$$

we may put this equation in the form

$$
\frac{1}{4} \gamma \tau=-\frac{1}{4} \gamma(1+\mu+\nu)+\gamma \nu-\delta=-\frac{1}{4}[\gamma(1+\mu-3 \nu)+4 \delta] .
$$

Thus

$$
\begin{aligned}
\gamma^{2} \tau^{2} & =\gamma^{2}\left(9 \mu^{2}+9 \nu^{2}-6 \mu \nu-6 \mu-6 \nu+1\right) \\
& =\gamma^{2}\left(\mu^{2}+9 \nu^{2}-6 \mu \nu+2 \mu-6 \nu+1\right)+8 \gamma \delta(1+\mu-3 \nu)+16 \delta^{2}
\end{aligned}
$$

or

$$
\begin{equation*}
0=\gamma^{2}\left(-8 \mu^{2}+8 \mu\right)+8 \gamma \delta(1+\mu-3 \nu)+16 \delta^{2} \tag{7}
\end{equation*}
$$

Since $\gamma$ depends linearly on $\nu$ and since $\delta$ is independent of $\nu$, this equation has degree $\leqq 2$ in $\nu$. The coefficient of $\nu^{2}$ in (7) is

$$
\begin{aligned}
9\left(-8 \mu^{2}+8 \mu\right)+8 \times 9 \delta & =9 \times 16\left(\mu-\mu^{2}-\lambda^{2}+\lambda\right) \\
& =9 \times 16\left[-(\lambda \mu-\lambda-\mu+1)-\left(\lambda^{2}-\lambda \mu+\mu^{2}-1\right)\right] \\
& =-9 \times 16(\lambda-1)(\mu-1)
\end{aligned}
$$

using the first part of the lemma. Since $\lambda$ and $\mu$ are assumed to be different from 1, this coefficient does not vanish, so that $\nu$ satisfies a quadratic equation in $\lambda$ and $\mu$. Hence, there can be at most two distinct values of $\nu$, and (ii) is established.

Suppose now that $\phi=(\lambda \circ \mu) \circ \nu=\left(\lambda \circ^{\prime} \mu\right) \circ \nu$. Then $\phi$ satisfies the two equations

$$
\begin{align*}
& 2 \phi^{2}-(1+\lambda \circ \mu+\nu) \phi \\
& +\left(\lambda \circ \mu+\nu+(\lambda \circ \mu) \nu-(\lambda \circ \mu)^{2}-\nu^{2}\right)=0 \\
& 2 \phi^{2}-\left(1+\lambda \circ^{\prime} \mu+\nu\right) \phi  \tag{8}\\
& +\left(\lambda \circ^{\prime} \mu+\nu+\left(\lambda \circ^{\prime} \mu\right) \nu-\left(\lambda \circ^{\prime} \mu\right)^{2}-\nu^{2}\right)=0 .
\end{align*}
$$

Subtracting the second from the first gives

$$
\begin{aligned}
&-\left(\lambda \circ \mu-\lambda \circ^{\prime} \mu\right) \phi+\left(\lambda \circ \mu-\lambda \circ^{\prime} \mu\right)+\left(\lambda \circ \mu-\lambda \circ^{\prime} \mu\right) \nu \\
&-\left[(\lambda \circ \mu)^{2}-\left(\lambda \circ^{\prime} \mu\right)^{2}\right]=0
\end{aligned}
$$

and since $\lambda \circ \mu-\lambda \circ^{\prime} \mu \neq 0$, we may divide out this factor to get
$\phi=1+\nu-\left(\lambda \circ \mu+\lambda \circ^{\prime} \mu\right)=1+\nu-\frac{1}{2}(1+\lambda+\mu)=\frac{1}{2}(1-\lambda-\mu+2 \nu)$.
Multiplying the first equation of (8) by -2 and rearranging, we get
$(8)^{\prime} 2(\lambda \circ \mu)^{2}-(2+2 \nu-2 \phi)(\lambda \circ \mu)+\left(-2 \nu+2 \nu^{2}+2 \phi+2 \nu \phi-4 \phi^{2}\right)=0$.
Since $2 \phi=1-\lambda-\mu+2 \nu$ implies $2+2 \nu-\phi=1+\lambda+\mu$, subtracting

$$
2(\lambda \circ \mu)^{2}-(1+\lambda+\mu)(\lambda \circ \mu)+\left(\lambda+\mu+\lambda \mu-\lambda^{2}-\mu^{2}\right)=0
$$

from ( 8$)^{\prime}$ yields

$$
\left(-2 \nu+2 \nu^{2}+2 \phi+2 \nu \phi-4 \phi^{2}\right)-\left(\lambda+\mu+\lambda \mu-\lambda^{2}-\mu^{2}\right)=0 .
$$

Setting $2 \phi=1-\lambda-\mu+2 \nu$ in this equation and cancelling terms, we easily obtain

$$
0=3 \lambda \nu+3 \mu \nu-3 \lambda \mu-3 \nu,
$$

to complete the proof of (iii).
To prove that last part of Lemma 2, we observe that $\lambda \circ^{\prime} \mu=\lambda \circ \mu$ is equivalent to

$$
\begin{aligned}
0 & =9 \lambda^{2}+9 \mu^{2}-6 \lambda \mu-6 \lambda-6 \mu+1 \\
& =\left(\lambda^{2}+\mu^{2}+2 \lambda \mu-6 \lambda-6 \mu+9\right)+\left(8 \lambda^{2}+8 \mu^{2}-8 \lambda \mu-8\right) \\
& =(\lambda+\mu-3)^{2}+8\left(\lambda^{2}-\lambda \mu+\mu^{2}-1\right)
\end{aligned}
$$

Using (i), this is equivalent to $\lambda+\mu=3$, as desired.
We turn now to the lemma on induction mentioned in the introduction. In order to be able to state this lemma, we need to develop some terminology. Let $\lambda_{1}, \ldots, \lambda_{r}$ be elements of $F$ and let $x_{1}, \ldots, x_{r}$ be variables ranging over the sets $B_{\lambda_{1}}, \ldots, B_{\lambda_{r}}$, respectively. We shall call an equation $E$ in $e, x_{1}, \ldots, x_{r}$ standard if it is homogeneous of degree 1 in each $x_{i}$, and if it is a linear combination of equations which arise by linearizing (3), substituting some product of one of more elements of the set $\left\{e, x_{1}, \ldots, x_{r}\right\}$ for each of the four variables, and then possibly multiplying by one or more products of this sort. By an unsubscripted reduced term of $E$, we mean any product of $x_{1}, \ldots, x_{r}$ which arises by taking a term of $E$ and deleting all the $e$ 's that occur as well as the coefficient. If, in forming a reduced term $T$ in $x_{1}, \ldots, x_{r}$, we keep only one of the two possible components that may arise at each stage using Lemma 1 (and indicate which component by a subscript on the pair of parentheses enclosing this part of the term), we shall say that $T$ is a fully subscripted reduced term. For example, if $r=4,\left(\left(x_{1} x_{2}\right) x_{3}\right) x_{4}$ is an unsubscripted term; and if $\rho=\lambda_{1} \circ \lambda_{2}, \sigma=\rho \circ \lambda_{3}$, and $\tau=\sigma \circ \lambda_{4}$, then $\left(\left(\left(x_{1} x_{2}\right)_{\rho} x_{3}\right)_{\sigma} x_{4}\right)_{\tau}$ is a fully subscripted term. Clearly, each unsubscripted reduced term of $E$ is a sum of a finite number of fully subscripted reduced terms.

The set of all pairs $(\lambda, \mu)$ of elements of $F$ with the property that a product of the form $B_{\lambda} B_{\mu}$ arises in the formation of a fully subscripted term $T$ are called the root pairs associated with $T$. For instance, the root pairs associated
with the example just above are $\left(\lambda_{1}, \lambda_{2}\right),\left(\rho, \lambda_{3}\right)$, and $\left(\sigma, \lambda_{4}\right)$. A root pair is called outer if it corresponds to the last product made in the formation of $T$, and it is called inner if it corresponds to one of the other products. Thus, in our example, the pair $\left(\sigma, \lambda_{4}\right)$ is outer and the other two are inner.

By a fully subscripted term associated with $E$, we shall mean any fully subscripted reduced term of $E$, or any term arising from a fully subscripted reduced term of $E$ by distributing primes on the variables or on the parentheses in any fashion (recall that for $x \in B_{\lambda}, x^{\prime}=x\left(R_{e}-\lambda I\right)$ ). Note that $E$ may be expressed uniquely as a linear combination of fully subscripted terms associated with $E$. If $E$ is expressed in this fashion and if we delete all the terms in this equation which contain one or more primes, the resulting equation will be called the derived equation of $E$ and will be denoted by $E^{*}$. We are now finally ready to state Lemma 3.

Lemma 3 (Induction Lemma). Let $\nu, \lambda_{1}, \ldots, \lambda_{r} \in F$, let $C_{1}, \ldots, C_{r}$ be subspaces of $B_{\lambda_{1}}, \ldots, B_{\lambda_{r}}$, respectively, such that $e C_{i} \subset C_{i}$ for each $i$, and let $D$ be a subspace of $A$ such that $e D \subset D$. Let $E_{1}, \ldots, E_{s}$ be a set of standard equations in the variables $x_{1}, \ldots, x_{\tau}$ assumed to lie in $C_{1}, \ldots, C_{r}$, respectively, and suppose that at least one of the following conditions holds.
(a) $\lambda \circ \mu \neq \lambda \circ^{\prime} \mu$ for each root pair $(\lambda, \mu)$ of each fully subscripted term of each $E_{i}$.
(b) $r=3$ and, for each fully subscripted term $T=\left(\left(x_{i} x_{j}\right)_{\rho} x_{k}\right)_{\nu}$, where $\rho=\lambda_{i} \circ \lambda_{j}$ and $\nu=\rho \circ \lambda_{k}$ and where $T$ is not in $D$ by the definition of $D$, the relations $\lambda_{i} \circ \lambda_{j}=\lambda_{i} \circ \circ_{j}$ and $\left(\lambda_{i} \circ \lambda_{j}\right) \circ \lambda_{k}=1+\lambda_{k}-2 \lambda_{i} \circ \lambda_{j}$ do not both hold.

Suppose, further, that the components in $B_{\nu}$ of the equations $E^{*}{ }_{1}, \ldots, E^{*}$ s imply by simultaneous linear solution that the fully subscripted reduced terms of $E_{1}, \ldots, E_{s}$ lying in $B_{\nu}$ also lie in $D$. Then the equations $E_{1}, \ldots, E_{s}$ themselves imply that the fully subscripted reduced terms of $E_{1}, \ldots, E_{s}$ lying in $B_{v}$ also lie in $D$ for each way of choosing $x_{1}, \ldots, x_{r}$ in $C_{1}, \ldots, C_{r}$.

Proof. Let $G=G\left(x_{1}, \ldots, x_{r}\right)$ denote the set of all fully subscripted terms associated with $E_{1}, \ldots, E_{s}$, lying in $B_{\nu}$ and let $G_{j}$ denote the set of elements of $G$ that contain exactly $j$ primes, for each non-negative integer $j$. We shall prove by induction on $d=\sum_{i=1}^{\tau} \operatorname{deg} x_{i}$ that the elements of $G$ lie in $D$, given that the equations $E_{1}, \ldots, E_{s}$ hold, and given that the equations $E^{*}{ }_{1}, \ldots, E^{*}{ }_{s}$ imply that the elements of $G_{0}$ lie in $D$. If $d<r$, then at least one of the $x_{i}$ 's is zero and the result is trivially true. Thus, we may assume inductively that the result holds for smaller values of $d$. In particular, any element of $G$ which has a prime on at least one of the $x_{i}$ 's (say on $x_{k}$ ) may be assumed to be already in $D$, since it may be regarded as a term of degree $d-1$ by thinking of it as a term in the variables $x_{1}, \ldots, x_{k}^{\prime}, \ldots, x_{r}$ rather than as a term in $x_{1}, \ldots, x_{k}, \ldots, x_{r}$.

Assume now that there exists a term $T \in G, T \notin G_{0}$, which does not lie in $D$. Among those terms with the largest number of primes not in $D$, we
may find one, say $T_{0}$, with the property that, if any prime in $T_{0}$ is moved from a particular pair of parentheses to one of the factors within that pair of parentheses, or if this process is done twice, the modified term will lie in $D$. Such a $T_{0}$ exists since any term with a prime on one of the $x_{i}$ 's is in $D$ as shown in the last paragraph. Consider now any pair of parentheses in $T_{0}$ which has at least one prime on it but no primes occurring inside it, and let the expression inside this pair of parentheses be $y z$, where $y$ and $z$ are each a fully subscripted product of one or more of the $x_{i}$ 's. Let $\lambda, \mu \in F$ be such that $y \in B_{\lambda}$ and $z \in B_{\mu}$.

Suppose first that condition (a) is satisfied. Then $\lambda \circ \mu \neq \lambda \circ^{\prime} \mu$, and the component in $B_{\lambda \circ \mu}$ of the first term of (6) reduces to

$$
\begin{aligned}
{[(y z) T]_{\lambda \circ \mu} } & =2(y z)_{\lambda \circ \mu}\left[R_{e}-(\lambda \circ \mu) I\right]\left[R_{e}-\left(\lambda \circ^{\prime} \mu\right) I\right] \\
& =2(y z)^{\prime}{ }_{\lambda \rho \mu}\left[R_{e}-\left(\lambda \circ^{\prime} \mu\right) I\right] \\
& =2(y z)^{\prime} \lambda_{\circ \mu}\left\{\left(\lambda \circ \mu-\lambda \circ^{\prime} \mu\right) I+\left[R_{e}-(\lambda \circ \mu) I\right]\right\} \\
& =2\left(\lambda \circ \mu-\lambda \circ^{\prime} \mu\right)(y z)^{\prime}{ }_{\lambda \circ \mu}+2(y z)^{\prime \prime}{ }_{\lambda \circ \mu} .
\end{aligned}
$$

All other terms of the $B_{\lambda \circ \mu}$ component of (6) except those two just computed will have at least one prime on either $y$ or $z$. We now multiply $x_{i}$ 's or products of $x_{i}$ 's and apply primes and subscripts in such an order on the $B_{\lambda \circ \mu}$ component of (6) so that the first term of the new equation becomes $T_{0}$. All the other terms of this new equation either have more primes than $T_{0}$ or have the same number with one or two primes shifted inwards, and hence they are all in $D$. But then $T_{0} \in D$, contrary to hypothesis. This shows that all the terms of $G$, except possibly those in $G_{0}$, are in $D$. The components in $B_{\nu}$ of the equations $E_{1}, \ldots, E_{s}$ now reduce, modulo $D$, to the components in $B_{\nu}$ of the equations $E^{*}{ }_{1}, \ldots, E^{*}$, and, by hypothesis, these equations may be solved linearly to show that the elements of $G_{0}$ also lie in $D$.

Suppose now that condition (b) holds, and suppose that

$$
T_{0}=\left(\left(x_{i} x_{j}\right)_{\rho}{ }^{(m)} x_{k}\right)_{\nu}{ }^{(n)}
$$

If $\lambda_{i} \circ \lambda_{j} \neq \lambda_{i} \circ^{\prime} \lambda_{j}$, the argument of the preceding case shows that $m=0$. On the other hand, if $\lambda_{i} \circ \lambda_{j}=\lambda_{i} \circ^{\prime} \lambda_{j}$, then the coefficient of $\left(x_{i} x_{j}\right)^{\prime}$ vanishes when $x_{i}, x_{j}$ are substituted for $y, z$ in (6), while the coefficient of $\left(x_{i} x_{j}\right)^{\prime \prime}$ does not vanish. If $m \geqq 2$, we may take the component in $B_{\rho}$ of this equation, apply the operator $\left(R_{e}-\rho I\right)^{m-2} R_{x_{k}}\left(R_{e}-\nu I\right)^{n}$ to it, and conclude, as before, from the component of this in $B_{\nu}$ that $T_{0}$ lies in $D$, contrary to our assumption. Thus, $m=0$ or 1 . Similarly, substituting $\left(x_{i} x_{j}\right)_{\rho}{ }^{(m)}$ and $x_{k}$ for $y$ and $z$ in (6) and proceeding as above, shows that $n=0$ if $\rho \circ \lambda_{k} \neq \rho \circ^{\prime} \lambda_{k}$, and that $n=0$ or 1 if $\rho \circ \lambda_{k}=\rho \circ^{\prime} \lambda_{k}$.

Let us first consider the case when $m=n=1$. Then the elements of $G_{i}$ are in $D$ for $i>2$, so that, applying $\left(R_{e}-\nu I\right)^{2}$ to the components of $E_{1}, \ldots, E_{s}$ in $B_{\nu}$, these equations reduce modulo $D$ to the component in $B_{\nu}$ of the equations $E^{*}{ }_{1}, \ldots, E^{*}$ with $\left(R_{e}-\nu I\right)^{2}$ applied. These equations may be solved by
hypothesis to show that the elements of $G_{0}\left(R_{e}-\nu I\right)^{2}$ lie in $D$. But, setting $y=\left(x_{i} x_{j}\right)_{\rho}$ and $z=x_{k}$ in (6), taking the component in $B_{\nu}$, and applying $\left(R_{e}-\nu I\right)$, we obtain an equation in which the only term not in $D$ is $T_{0}$, which occurs with coefficient

$$
-\nu+1+\lambda_{3}-2 \rho=-\left(\lambda_{1} \circ \lambda_{2}\right) \circ \lambda_{3}+1+\lambda_{3}-2 \lambda_{1} \circ \lambda_{2},
$$

which is non-zero, by hypothesis. Thus, the case $m=n=1$ cannot occur.
Suppose next that $m=1$ and $n=0$. Then the elements of $G_{i}$ are in $D$ for $i>1$, and we may apply $\left(R_{e}-\nu I\right)$ to the components in $B_{\nu}$ of the equations $E_{1}, \ldots, E_{s}$ to get, modulo $D$, the components in $B_{\nu}$ of $E^{*}{ }_{1}, \ldots, E^{*}{ }_{s}$ with $\left(R_{e}-\nu I\right)$ applied. Thus, the elements of $G_{0}\left(R_{e}-\nu I\right)$ are in $D$. Setting $y=\left(x_{i} x_{j}\right)_{\rho}$ and $z=x_{k}$ in (6) and taking the component in $B_{\nu}$, we again obtain an equation in which every term lies in $D$ except for $T_{0}$, which occurs with the non-zero coefficient $-\nu+1+\lambda_{3}-2 \rho$. Hence, this case cannot occur either.

If $m=0$ and $n=1$, then the elements of $G_{i}$ are in $D$ for $i>1$, and we may show that the elements of $G_{0}\left(R_{e}-\nu I\right)$ lie in $D$ as in the last case. But this contradicts the fact that $T_{0} \in G_{0}\left(R_{e}-\nu I\right)$, showing that this case also cannot occur. Therefore, the elements of $G_{i}$ are in $D$ for $i>0$, and the components in $B_{\nu}$ of $E_{1}, \ldots, E_{s}$ reduce directly modulo $D$ to the components in $B_{\nu}$ of $E^{*}{ }_{1}, \ldots, E^{*}$, showing that the elements of $G_{0}$ are in $D$ also.
3. We are now ready to work more specifically toward the proof of Theorem 2 . We retain the assumptions that $F$ is algebraically closed of characteristic not 2 or 3 , and that $A=\sum B_{\lambda}$. First, we linearize $x$ in (5), set the new variable equal to $e$, and let $x \in B_{\nu}, y \in B_{\lambda}$, and $z \in B_{\mu}$, to obtain

$$
\begin{aligned}
2(y z \cdot x) e & +2(y z \cdot e) x+2 \nu y x \cdot z+2 y x^{\prime} \cdot z+2 \nu z x \cdot y+2 z x^{\prime} \cdot y+\lambda z x \cdot y \\
& +z x \cdot y^{\prime}+\mu y x \cdot z+y x \cdot z^{\prime}=(y x \cdot z) e+\lambda(y z \cdot x)+y^{\prime} z \cdot x+(z x \cdot y) e \\
& +\mu z y \cdot x+z^{\prime} y \cdot x+(y x \cdot e) z+\lambda y x \cdot z+y^{\prime} x \cdot z+(z x \cdot e) y \\
& +\mu z x \cdot y+z^{\prime} x \cdot y+2 \nu y z \cdot x+2 y z \cdot x^{\prime},
\end{aligned}
$$

or

$$
\begin{array}{r}
(y z \cdot x)\left[2 R_{e}-(\lambda+\mu+2 \nu)\right]+2(y z \cdot e) x-y^{\prime} z \cdot x-y z^{\prime} \cdot x-2 y z \cdot x^{\prime}= \\
(y x \cdot z)\left[R_{e}+(\lambda-\mu-2 \nu)\right]+(y x \cdot e) z+y^{\prime} x \cdot z \\
-2 y x^{\prime} \cdot z-y x \cdot z^{\prime}+(z x \cdot y)\left[R_{e}+(\mu-\lambda-2 \nu)\right] \\
+(z x \cdot e) y+z^{\prime} x \cdot y-2 z x^{\prime} \cdot y-z x \cdot y^{\prime} .
\end{array}
$$

We prepare for Theorem 2 with three lemmas.
Lemma 4. Let $x, y \in B_{\lambda}$ and $z \in B_{\mu}$, where $\lambda \circ \mu=1$ and where $\lambda$ and $\mu$ are not 1,0 , or -1 . Then $\left[[y z]_{1} \cdot x\right]_{\lambda}=0$.

Proof. We shall prove first that $[y z \cdot x]_{\lambda}=\left[[y z]_{1} x\right]_{\lambda}$ and $[y x \cdot z]_{\lambda}=0$ under the hypotheses of Lemma 4. The first relation clearly holds unless

$$
\lambda \circ \mu \neq \lambda \circ^{\prime} \mu \quad \text { and } \quad(\lambda \circ \mu) \circ \lambda=\left(\lambda \circ^{\prime} \mu\right) \circ \lambda .
$$

But in this case, Lemma 2 gives $\lambda(\lambda+\mu-1)=\lambda \mu$, or $\lambda(\lambda-1)=0$, which is ruled out here by hypothesis. The second relation holds unless

$$
(\lambda \circ \lambda) \circ \mu=\lambda,
$$

in which case Lemma 2 implies that either $\lambda=1$ or $\lambda=\mu$. In the latter case, the first part of Lemma 2 shows that

$$
1=\lambda^{2}-\lambda \mu+\mu^{2}=\lambda^{2}-\lambda^{2}+\lambda^{2}=\lambda^{2}
$$

so that $\lambda= \pm 1$. Thus the second relation is also valid under the given hypothesis.

The argument at the beginning of the last paragraph also gives the first step of the relation

$$
[(y z \cdot e) x]_{\lambda}=\left[(y z \cdot e)_{1} x\right]_{\lambda}=\left[(y z)_{1} e \cdot x\right]_{\lambda}=[y z \cdot x]_{\lambda}+\left[[y z]_{1}^{\prime} \cdot x\right]_{\lambda} .
$$

Using this relation and the two shown in the last paragraph, we see that

$$
\begin{aligned}
& (y z \cdot x)_{\lambda}\left[2\left(R_{e}-\lambda I\right)-(\lambda+\mu)\right]+2[(y z \cdot e) x]_{\lambda}= \\
& 2(y z \cdot x)^{\prime}{ }_{\lambda}-(\lambda+\mu)(y z \cdot x)+2(y z \cdot x)_{\lambda}-2\left[(y z)^{\prime}{ }_{1} x\right]_{\lambda}, \\
& (z x \cdot y)_{\lambda}\left[\left(R_{e}-\lambda\right)+(\mu-2 \lambda)\right]+[(z x \cdot e) y]_{\lambda}= \\
& (z x \cdot y)^{\prime}{ }_{\lambda}+(\mu-2 \lambda)(z x \cdot y)_{\lambda}+(z x \cdot y)_{\lambda}+\left[(z x)^{\prime}{ }_{1} y\right]_{\lambda},
\end{aligned}
$$

so that the component in $B_{\lambda}$ of (9) is reduced here to

$$
\begin{aligned}
& {\left[(2-\lambda-\mu) y z \cdot x+2(y z \cdot x)^{\prime}+2(y z)^{\prime} \cdot x-y^{\prime} z \cdot x-y z^{\prime} \cdot x-2 y z \cdot x^{\prime}\right]_{\lambda}=} \\
& \quad\left[(1-2 \lambda+\mu) z x \cdot y+(z x \cdot y)^{\prime}+(z x)^{\prime} \cdot y+z^{\prime} x \cdot y-2 z x^{\prime} \cdot y-z x \cdot y^{\prime}\right]_{\lambda} .
\end{aligned}
$$

We will show that this equation and its dual (obtained by switching $x$ and $y$ ) imply that $[y z \cdot x]_{\lambda}=[z x \cdot y]_{\lambda}=0$ for all $x, y \in B_{\lambda}$ and $z \in B_{\mu}$. Applying the Induction Lemma with $C_{1}=C_{2}=B_{\lambda}, C_{3}=B_{\mu}, D=0, \nu=\lambda, x_{1}=x$, $x_{2}=y$, and $x_{3}=z$, it is sufficient to prove that condition (b) holds and that the derived equations

$$
\begin{align*}
(2-\lambda-\mu)[y z \cdot x]_{\lambda} & =(1-2 \lambda+\mu)[z x \cdot y]_{\lambda}, \\
(1-2 \lambda+\mu)[y z \cdot x]_{\lambda} & =(2-\lambda-\mu)[z x \cdot y]_{\lambda}, \tag{10}
\end{align*}
$$

imply that $[y z \cdot x]_{\lambda}=[z x \cdot y]_{\lambda}=0$. But condition (b) does hold here, since the relation $(\lambda \circ \mu) \circ \lambda=1+\lambda-2 \lambda \circ \mu$ is equivalent to $\lambda=1+\lambda-2$, which is not valid for any value of $\lambda$.

The two equations (10) can have a non-zero solution only if

$$
2-\lambda-\mu=1-2 \lambda+\mu
$$

or if $2-\lambda-\mu=-(1-2 \lambda+\mu)$. But neither of these relations can hold under the hypotheses of Lemma 4 , the former because it reduces to $1+\lambda=2 \mu$
which, together with the relation in (i) of Lemma 2, implies $\lambda=1$, and the latter because it reduces to $\lambda=1$ directly. Thus, $[y z \cdot x]_{\lambda}=[z x \cdot y]_{\lambda}=0$, and the lemma is proved.

Lemma 5. Let $x \in B_{\nu}, y \in B_{\lambda}$, and $z \in B_{\mu}$, where $\lambda \circ \mu=1$ and where $\lambda, \mu \neq 1$ and $\nu \neq 1, \lambda, \mu$. Then $\left[[y z]_{1} x\right]_{\nu}=0$.

Proof. We shall again use the Induction Lemma, this time with $C_{1}=B_{\nu}$, $C_{2}=B_{\lambda}, C_{3}=B_{\mu}, D=0, x_{1}=x, x_{2}=y$, and $x_{3}=z$. Let $E_{1}$ be (9) and let $E_{2}$ be the equation obtained from (9) by switching $x$ and $z$ (and hence $\nu$ and $\mu$ ). Since $[y x \cdot z]_{\nu}=[z x \cdot y]_{\nu}=0$ by the second part of Lemma 2, the only fully subscripted reduced terms in $B_{\nu}$ are $\left[[y z]_{1} \cdot x\right]_{\nu}$ and $\left[[y z]_{\rho} \cdot x\right]_{\nu}$, where $\rho=\lambda \circ^{\prime} \mu$. And since $(\lambda \circ \mu) \circ \nu=\nu \neq \nu-1=1+\nu-2 \lambda \circ \mu$, condition (b) is satisfied here. Thus, it is sufficient to solve the equations

$$
\begin{array}{r}
{\left[(2-\lambda-\mu)[y z]_{1} \cdot x+(2 \rho-\lambda-\mu)[y z]_{\rho} \cdot x\right]_{\nu}=0,}  \tag{11}\\
{\left[(1+\lambda-2 \mu)[y z]_{1} \cdot x+(\rho+\lambda-2 \mu)[y z]_{\rho} \cdot x\right]_{\nu}=0,}
\end{array}
$$

if $\rho \neq 1$, and to solve the equations

$$
\begin{equation*}
(2-\lambda-\mu)\left[[y z]_{1} \cdot x\right]_{\nu}=0, \quad(1+\lambda-2 \mu)\left[[y z]_{1} \cdot x\right]_{\nu}=0 \tag{12}
\end{equation*}
$$

if $\rho=1$. Since $1+\rho=\lambda \circ \mu+\lambda \circ^{\prime} \mu=\frac{1}{2}(1+\lambda+\mu)$, we have

$$
\rho=\frac{1}{2}(\lambda+\mu-1),
$$

so that equations (11) may be reduced to

$$
\begin{gather*}
{\left[(2-\lambda-\mu)[y z]_{1} \cdot x-[y z]_{\rho} \cdot x\right]_{\nu}=0,} \\
{\left[(1+\lambda-2 \mu)[y z]_{1} \cdot x+\frac{1}{2}(3 \lambda-3 \mu-1)[y z]_{\rho} \cdot x\right]_{\nu}=0 .} \tag{13}
\end{gather*}
$$

Suppose first that $\lambda \neq \mu$. Then, subtracting the first of these from twice the second gives

$$
\left[(3 \lambda-3 \mu)[y z]_{1} \cdot x+(3 \lambda-3 \mu)[y z]_{\rho} \cdot x\right]_{\nu}=0
$$

or

$$
\begin{equation*}
\left[[y z]_{1} \cdot x+[y z]_{\rho} \cdot x\right]_{\nu}=0 \tag{14}
\end{equation*}
$$

Adding (14) to the first equation of (13) now yields $(3-\lambda-\mu)\left[[y z]_{1} \cdot x\right]_{\nu}=0$. When $\rho \neq 1$, we have $3-\lambda-\mu \neq 0$ by Lemma 2 , and hence

$$
\left[[y z]_{1} \cdot x\right]_{\nu}=\left[[y z]_{\rho} \cdot x\right]_{\nu}=0
$$

If $\rho=1$, then $\lambda+\mu=3$, and the first equation of (12) implies that $\left[[y z]_{1} \cdot x\right]_{\nu}=0$.

On the other hand, if $\lambda=\mu$, then the relation $\lambda^{2}-\lambda \mu+\mu^{2}=1$ of Lemma 2 (i) implies that $\lambda= \pm 1$. Since $\lambda \neq 1$ by hypothesis, we have $\lambda=-1=\mu$, so that $\rho=\frac{1}{2}(\lambda+\mu-1)=-3 / 2$ and the first equation of (13) reduces to $\left[4[y z]_{1} \cdot x-[y z]_{\rho} \cdot x\right]_{\nu}=0$. If $\left[[y z]_{1} \cdot x\right]_{\nu} \neq 0$, then $\left[[y z]_{\rho} \cdot x\right]_{\nu} \neq 0$, in which case Lemma 2 (iii) implies that $\nu(-1-1-1)=(-1)^{2}$ or $\nu=-\frac{1}{3}$. Since
$\left[[y z]_{\rho} \cdot x\right]_{\nu} \neq 0$, we must have $(-3 / 2) \circ\left(-\frac{1}{3}\right)=-\frac{1}{3}$. But substitution in (4) or $(4)^{\prime}$ shows that this last relation is not true. Thus we must have $\left[[y z]_{1} x\right]_{\nu}=0$ in this case also.

Lemma 6. If

$$
B=\sum_{\lambda \neq 0,1} B_{\lambda}
$$

then the set $B+A B$ is an ideal of $A$.
Proof. It is clearly sufficient to prove that

$$
\left([A B]_{1}+[A B]_{0}\right)\left(B_{1}+B_{0}\right) \subset B+A B
$$

Since $A$ will still satisfy (3) after adjoining a unit element (1, Theorem 1), we need only prove that $[A B]_{1}\left(B_{1}+B_{0}\right) \subset B+A B$, and the rest will follow by symmetry. If $\lambda \circ \mu=1$, we may easily check from the relation $\lambda^{2}-\lambda \mu+\mu^{2}=1$ that $\lambda=1$ implies that $\mu=0,1$, and that $\lambda=0$ implies that $\mu= \pm 1$. Thus, $[A B]_{1}=[B B]_{1}+\left[B_{0} B_{-1}\right]_{1}$.

We prove first that $[A B]_{1} B_{1} \subset B+A B$ using the Induction Lemma. Let $x \in B_{1}=C_{1}, y \in B_{\lambda}=C_{2}, z \in B_{\mu}=C_{3}, D=\left[B_{\lambda} B_{\mu}\right]_{1} \subset B+A B$, and let $\lambda \circ \mu=1$, where $\lambda \neq 1$ and $\mu \neq 0,1$. This time, the hypothesis $e D \subset D$ is no longer trivial. Since $e B \subset B$, we must show that $e\left[B_{\lambda} B_{\mu}\right]_{1} \subset\left[B_{\lambda} B_{\mu}\right]_{1}$, and then $e\left[B_{\lambda} B_{\mu}\right]_{0} \subset\left[B_{\lambda} B_{\mu}\right]_{0}$ will follow by symmetry. We prove that

$$
[y z]_{1}^{(n)} \subset\left[B_{\lambda} B_{\mu}\right]_{1}
$$

by induction on $\operatorname{deg} y+\operatorname{deg} z$. Using the inductive hypothesis, (6) reduces to $\left[(3-\lambda-\mu)(y z)^{\prime}+2(y z)^{\prime \prime}\right]_{1} \equiv 0$ modulo terms of lower degree sum in $\left[B_{\lambda} B_{\mu}\right]_{1}$. If $[y z]^{\prime}{ }_{1}$ is not a sum of terms of lower degree sum in $\left[B_{\lambda} B_{\mu}\right]_{1}$, let $k$ be the largest integer such that $[y z]_{1}{ }^{(k)}$ is not such a sum and apply $\left(R_{e}-I\right)^{(k-1)}$ onto the congruence above to get $(3-\lambda-\mu)[y z]_{1}{ }^{(k)} \equiv 0$. If $\lambda+\mu \neq 3$, this gives a contradiction, showing that $e\left[B_{\lambda} B_{\mu}\right]_{1} \subset\left[B_{\lambda} B_{\mu}\right]_{1}$.

Next we see from Lemma 2 (iii) that $(\lambda \circ 1) \circ \mu=\left(\lambda \circ^{\prime} 1\right) \circ \mu$ only if $\mu \lambda=\lambda$, which can hold under the hypotheses $\mu \neq 1$ and $\lambda \circ \mu=1$ only if $\lambda=0$ and $\mu=-1$. But a direct calculation using (4)' shows that

$$
(0 \circ 1) \circ(-1) \neq\left(0 \circ^{\prime} 1\right) \circ(-1) .
$$

Thus $[y x \cdot z]_{1}=\left[[y x]_{\lambda} \cdot z\right]_{1} \in D$, and, similarly, $[z x \cdot y]_{1}=\left[[z x]_{\mu} \cdot y\right]_{1} \in D$. From this and from $e D \subset D$ it is clear that the component in $B_{1}$ of the right side of (9) is contained in $D$. We also have that $[y z \cdot x]_{1}=\left[[y z]_{1} \cdot x\right]_{1}$ by Lemma 2 , since $1(\lambda+\mu-1)=\lambda \mu$ is equivalent to $(\lambda-1)(\mu-1)=0$ which is ruled out by hypothesis. Hence, in order to show that $\left[[y z]_{1} \cdot x\right]_{1}$ is in $D$, we need only show that (9) implies $[y z \cdot x]_{1} \in D$. For the case $\lambda+\mu \neq 3$ (which implies condition (b) by Lemma 2 (iv)), it is sufficient by the Induction Lemma to prove that the derived equation $(2-\lambda-\mu)[y z \cdot x]_{1} \equiv 0$ implies that $[y z \cdot x]_{1} \equiv 0$. But this follows since $\lambda+\mu=2$ implies $\lambda^{2}+2 \lambda \mu+\mu^{2}=4$, and subtracting this from $4 \lambda^{2}-4 \lambda \mu+4 \mu^{2}=4$ gives $3\left(\lambda^{2}-2 \lambda \mu+\mu^{2}\right)=0$,
or $\lambda=\mu=2-\lambda$, which contradicts the hypothesis $\lambda \neq 1$. This proves that $\left[B_{\lambda} B_{\mu}\right]_{1} B_{1} \subset\left[B_{\lambda} B_{\mu}\right]_{1}$ for $\lambda+\mu \neq 3$.

For the case where $\lambda+\mu=3$, we apparently have to prove

$$
\left[B_{\lambda} B_{\mu}\right]_{1}^{(n)} \subset\left[B_{\lambda} B_{\mu}\right]_{1} \quad \text { and } \quad\left[B_{\lambda} B_{\mu}\right]_{1} B_{1} \subset\left[B_{\lambda} B_{\mu}\right]_{1}
$$

in the same joint induction. Thus, we cannot use the Induction Lemma itself, although we shall use pieces of the proof. Since

$$
(\lambda \circ \mu) \circ 1 \neq 0=1+1-2 \lambda \circ \mu,
$$

condition (b) is satisfied here. Modulo $B+A B$, equation (9) reduces to

$$
\begin{array}{r}
{\left[(2-\lambda-\mu) y z \cdot x+2(y z \cdot x)^{\prime}+2(y z)^{\prime} \cdot x-y^{\prime} z \cdot x-y z^{\prime} \cdot x-2 y z \cdot x^{\prime}\right]_{1} \equiv}  \tag{15}\\
{\left[(y x \cdot z)^{\prime}+(z x \cdot y)^{\prime}\right]_{1} .}
\end{array}
$$

We shall prove that $\left[[y z]_{1}{ }^{(m)} \cdot x\right]_{1}{ }^{(n)},[y z]^{(l)},[y x \cdot z]_{1}{ }^{(p)},[z x \cdot y]_{1}{ }^{(q)}$ are in $D=B+A B$ for all non-negative integers $m, n, l, p, q$ by induction on $d=\operatorname{deg} x+\operatorname{deg} y+\operatorname{deg} z$. Suppose first that for some positive integer $k$, $\left[(y x)_{\lambda^{(k)}} \cdot z\right]^{\prime}{ }_{1} \notin D$. Letting $k$ be the largest such integer, we substitute $x$ for $z$ in (6), take the component in $B_{\lambda}$, apply $\left(R_{e}-\lambda I\right)^{k-1} R_{z}\left(R_{e}-I\right)$, and take the component in $B_{1}$ to get an equation in which the first term is $\left[[y x]_{\lambda}{ }^{k} \cdot z\right]^{\prime}{ }_{1}$ with coefficient $3 \lambda-2$, and in which the other terms are known to be in $D$. Since $3 \lambda=2$ is incompatible with the conditions $\lambda+\mu=3$ and

$$
\lambda^{2}-\lambda \mu+\mu^{2}=1
$$

this coefficient is non-zero and $\left[(y x)_{\lambda}{ }^{(k)} \cdot z\right]^{\prime}{ }_{1} \in D$. This contradiction shows that $\left[[y x]^{\prime}{ }_{\lambda} \cdot z\right]^{\prime}{ }_{1} \in D$. We may now substitute $[y x]_{\lambda}$ for $y$ in (6) and observe that the component in $B_{1}$ of each of the terms of this equation except $\left[[y x]_{\lambda} \cdot z\right]^{\prime \prime}{ }_{1}$ is known to be in $D$, so that $\left[[y x]_{\lambda} \cdot z\right]^{\prime \prime}{ }_{1} \in D$ also. Setting $\eta=\lambda o^{\prime} 1$ and noting that $\eta=\frac{1}{2}(1+1+\lambda)-\lambda=1-\frac{1}{2} \lambda \neq \lambda$ since $3 \lambda \neq 2$, we have $\left[[y x]_{\eta} \cdot z\right]^{\prime \prime}{ }_{1} \in D$ by the first part of the proof, yielding $[y x \cdot z]^{\prime \prime}{ }_{1} \in D$. By symmetry, $[z x \cdot y]^{\prime \prime}{ }_{1} \in D$.

We have shown that the right side of (15) is annihilated modulo $D$ by ( $R_{e}-I$ ). The proof of the Induction Lemma using condition (b) now shows that $\left[[y z]^{\prime}{ }_{1} \cdot x\right]_{1} \in D$, since the argument up to this point uses the original equations only after applying $\left(R_{e}-I\right)$ at least once. Since $\eta \neq \lambda$, we have $\operatorname{deg} y x<\operatorname{deg} y+\operatorname{deg} x$ by Lemma 1. Hence, the element $\left[[y x \cdot z]^{\prime}{ }_{1} \cdot e\right]_{1}$ is in $D$, since it has the same form as $\left[[y z]^{\prime} \cdot x\right]_{1}$, and

$$
\operatorname{deg} y x+\operatorname{deg} z+\operatorname{deg} e \leqq \operatorname{deg} y+\operatorname{deg} z+\operatorname{deg} x
$$

But then $\left[[y x \cdot z]^{\prime} \cdot e\right]_{1}=[y x \cdot z]^{\prime}{ }_{1}+[y x \cdot z]^{\prime \prime}{ }_{1} \in D$, or $[y x \cdot z]^{\prime}{ }_{1} \in D$, and by symmetry, $[z x \cdot y]^{\prime}{ }_{1} \in D$. Having eliminated the right side of (15), the rest of the proof of the Induction Lemma may be applied and the derived equation solved as in the last case. Taking $x=e$ in $[y x \cdot z]^{(l)} \in D$ immediately gives $[y z]^{(l)} \in D$. This completes the proof of $[A B]_{1} B_{1} \subset B+A B$ and $e(B+A B) \subset B+A B$.

Next we prove that $[B B]_{1} B_{0} \subset B+A B$. Let $x \in B_{0}=C_{1}, y \in B_{\lambda}=C_{2}$, $z \in B_{\mu}=C_{3}, D=B+A B$, where $\lambda \circ \mu=1$ and $\lambda, \mu \neq 0,1$. Then $[y x \cdot z]_{0}=0$ by the second part of Lemma 2 , and $y z \cdot x \equiv[y z]_{1} \cdot x$ modulo $D$ by the third part of Lemma 2. Since $(\lambda \circ \mu) \circ 0=1 \circ 0 \neq-1=1+0-2 \lambda \circ \mu$ for either the case $1 \circ 0=1$ or the case $1 \circ 0=0$, condition (b) is satisfied for either the component of $y z \cdot x$ in $B_{1}$ or in $B_{0}$. For the component in $B_{1}$, we take as our equations, equation (9) and the equation arising from (9) by switching $x$ and $z$ (and hence, $\nu$ and $\mu$ ). This gives the derived equations

$$
(4-\lambda-\mu)[y z \cdot x]_{1} \equiv 0, \quad(2+\lambda-2 \mu)[y z \cdot x]_{1} \equiv 0
$$

which may always be solved to give $[y z \cdot x]_{1} \equiv 0$, since $\lambda+\mu=4$ and $-\lambda+2 \mu=2$ imply $\lambda=\mu=2$ which violates $\lambda^{2}-\lambda \mu+\mu^{2}=1$. For the component in $B_{0}$, we just take equation (9) whose derived equation is $(2-\lambda-\mu)[y z \cdot x]_{0} \equiv 0$. This implies $[y z \cdot x]_{0} \equiv 0$, since $\lambda+\mu=2$ implies $\lambda=1$ as in the first part of the proof.

It remains to prove that $\left[B_{0} B_{-1}\right] B_{0} \subset B+A B$. Taking $x, z \in B_{0}$ and $y \in B_{-1}$, we have condition (b) holding, since $1=0 \circ(-1) \neq 0 \circ^{\prime}(-1)=-1$. Both for the component in $B_{1}$ and for the component in $B_{0}$, we take as our equations, equation (9) and the equation arising from it by interchanging $x$ and $z$. The two sets of derived equations are then

$$
5\left[[y z]_{1} \cdot x\right]_{1} \equiv\left[[y x]_{1} \cdot z\right]_{1}, \quad\left[[y z]_{1} \cdot x\right]_{1} \equiv 5\left[[y x]_{1} \cdot z\right]_{1}
$$

and

$$
3\left[[y z]_{1} \cdot x\right]_{0} \equiv\left[[y x]_{1} \cdot z\right]_{0}, \quad\left[[y z]_{1} \cdot x\right]_{0} \equiv 3\left[[y x]_{1} \cdot z\right]_{0}
$$

modulo $D=B+A B$, giving

$$
\left[[y z]_{1} \cdot x\right]_{1} \equiv\left[[y x]_{1} \cdot z\right]_{1} \equiv\left[[y z]_{1} \cdot x\right]_{0} \equiv\left[[y x]_{1} \cdot z\right]_{0} \equiv 0
$$

We are now finally ready to prove Theorem 2 . Suppose first that $F$ is algebraically closed (as we have been assuming up to this point). Then the hypothesis that, for each $x \in A$, there exists a polynomial $f_{x}\left(R_{e}\right) \in F\left[R_{e}\right]$ annihilating $x$, is just equivalent to the assumption $A=\sum B_{\lambda}$ that we have been using. Hence, any of the lemmas proved so far may be applied in this case. In particular, by Lemma $6, B+A B$ is an ideal of $A$, so that either $B=0$ or $A=B+A B$, since $A$ is assumed to be simple. If $B=0$, the second alternative of Theorem 2 holds, so that we may assume that $A=B+A B$.

We shall complete the proof for $F$ algebraically closed by showing that $A=B+A B$ implies (without assuming simplicity) that $A=B_{1}+B_{-1}$ and that $B_{1}=B_{-1} B_{-1}$. If $A=B+A B$, then there must exist elements $y_{1}, \ldots, y_{n}$, $z_{1}, \ldots, z_{n}$ such that $e=\sum_{i=1}^{n}\left[y_{i} z_{i}\right]_{1}$, where $y_{i} \in B_{\lambda_{i}}, z_{i} \in B_{\mu_{i}}, \lambda_{i} \circ \mu_{i}=1$, and $\mu_{i} \neq 0$ or 1 for $i=1, \ldots, n$. Since $\lambda=1$ and $\lambda \circ \mu=1$ imply $\mu=0,1$ by Lemma 2 (i), it follows that $\lambda_{i} \neq 1$ for $i=1, \ldots, n$. Then, choosing $x \in B_{\nu}$ for some $\nu \neq 1,0,-1$, we see from Lemma 5 that $\left[\left[y_{i} z_{i}\right]_{1} x\right]_{\nu}=0$ unless $\nu=\lambda_{i}$ or $\mu_{i}$, and we see from Lemma 4 that $\left[\left[y_{i} z_{i}\right]_{1} x\right]_{\nu}=0$ in these cases also unless $\mu_{i}=-1$ or $\lambda_{i}=0,-1$. If either $\lambda_{i}$ or $\mu_{i}$ is 0 or -1 , it
follows readily from the relation $\lambda_{i}{ }^{2}-\lambda_{i} \mu_{i}-\mu_{i}{ }^{2}=1$ of Lemma 2 (i) that the other is 1,0 , or -1 , contrary to the assumptions that $\nu=\lambda_{i}$ or $\mu_{i}$ and that $\nu \neq 1,0,-1$. Thus, $e x=\sum_{i}\left[\left[y_{i} z_{i}\right]_{1} x\right]_{\nu}=0$ and so $x \in B_{0}$. Since $x \in B_{\nu}$ for some $\nu \neq 0$ and since the $B_{\lambda}$ 's are linearly independent, $x=0$. Hence $B_{\nu}=0$ for $\nu \neq 1,0,-1$ and we have proved that $A=B_{1}+B_{0}+B_{-1}$. But then $A=B_{-1}+A B_{-1}=B_{-1}+\left(B_{0}+B_{1}+B_{-1}\right) B_{-1} \subset B_{-1}+B_{1}$. Hence, $B_{0}=0$ and $B_{1}=B_{-1} B_{-1}$.

Suppose now that $F$ is not algebraically closed, let $\bar{F}$ be the algebraic closure of $F$, and let $\bar{A}$ be the scalar extension of $A$ over $\bar{F}$. We also let $B=\left\{x \in A \mid \exists f_{x}\left(R_{e}\right) \in F\left[R_{e}\right]\right.$ such that $f_{x}(1) \neq 0, f_{x}(0) \neq 0$, and $f_{x}\left(R_{e}\right)$ annihilates $x\}$, and we let $\bar{B}$ be the subspace of $\bar{A}$ spanned by the elements of $B$. Then $\bar{B}$ is the subspace of $\bar{A}$ called $B$ in Lemma 6 , and hence $\bar{B}+\bar{A} \bar{B}$ is an ideal of $\bar{A}$ and $G=(\bar{B}+\bar{A} \bar{B}) \cap A$ is an ideal of $A$. Since $B+A B \subset G$, the relation $G=0$ implies that $B=0$ and hence that the second alternative of Theorem 2 holds. On the other hand, if $A=G$, then $\bar{A}=\bar{G} \subset \bar{B}+\bar{A} \bar{B}$, showing that $\bar{A}=\bar{B}_{1}+\bar{B}_{-1}$ and $\bar{B}_{1}=\bar{B}_{-1} \bar{B}_{-1}$ by the second paragraph of this proof. But then we must also have $A=B_{1}+B_{-1}$ and $B_{1}=B_{-1} B_{-1}$.
4. We now suppose that $A$ is a simple algebra satisfying (3) over any field $F$ of characteristic not 2,3 , or 5 , and that $A=B_{1}+B_{-1}$ and $B_{1}=B_{-1} B_{-1}$. This section is devoted to showing that such an algebra is necessarily of the type described in Theorem 1. We first observe that $1=1 \circ 1 \neq 1 \circ^{\prime} 1=\frac{1}{2}$, $-1=1 \circ(-1) \neq 1 \circ^{\prime}(-1)=2,1=(-1) \circ(-1) \neq(-1) \circ^{\prime}(-1)=-3 / 2$ using (4), so that there are no multiple roots and the relations $B_{1} B_{1} \subset B_{1}$, $B_{1} B_{-1} \subset B_{-1}$, and $B_{-1} B_{-1}=B_{1}$ are valid. The lack of multiple roots implies that condition (a) of the Induction Lemma always holds in this section.

We shall use the convention in this section that lower case letters at the beginning of the alphabet stand for element of $B_{1}$ and that lower case letters at the end of the alphabet stand for elements of $B_{-1}$. Since the product of two $B_{\lambda}$ 's here is contained in just one $B_{\lambda}$, it will never be necessary to add subscripts to products to indicate which component we are interested in.

We now state, for easy reference, the general equations derived from (3) which we will need in this section:

$$
\begin{align*}
& 5(y x)^{\prime}+2(y x)^{\prime \prime}+y^{\prime} x-\left(y^{\prime} x\right)^{\prime}+y x^{\prime}-\left(y x^{\prime}\right)^{\prime}+y^{\prime} x^{\prime}  \tag{16}\\
&-y^{\prime \prime} x-y x^{\prime \prime}=0 \\
&-5(y b)^{\prime}+2(y b)^{\prime \prime}+5 y^{\prime} b-\left(y^{\prime} b\right)^{\prime}-y b^{\prime}-\left(y b^{\prime}\right)^{\prime}  \tag{17}\\
&+y^{\prime} b^{\prime}-y^{\prime \prime} b-y b^{\prime \prime}=0 \\
&(b c)^{\prime}+2(b c)^{\prime \prime}-b^{\prime} c-\left(b^{\prime} c\right)^{\prime}-b c^{\prime}-\left(b c^{\prime}\right)^{\prime}+b^{\prime} c^{\prime}-b^{\prime \prime} c-b c^{\prime \prime}=0  \tag{18}\\
& 2 y z \cdot x+(y z \cdot x)^{\prime}+(y z)^{\prime} \cdot x-y^{\prime} z \cdot x-y z \cdot x^{\prime}= \\
& y^{\prime} x \cdot z-y x^{\prime} \cdot z+2 z x \cdot y+(z x \cdot y)^{\prime}+(z x)^{\prime} \cdot y-z x^{\prime} \cdot y-z x \cdot y^{\prime} \tag{19}
\end{align*}
$$

$$
\begin{align*}
& 2 y b \cdot x+(y b \cdot x)^{\prime}+(y b)^{\prime} \cdot x-y^{\prime} b \cdot x-y b \cdot x^{\prime}= \\
& \quad y^{\prime} x \cdot b-y x^{\prime} \cdot b+2 b x \cdot y+(b x \cdot y)^{\prime}+(b x)^{\prime} \cdot y-b x^{\prime} \cdot y-b x^{\prime} \cdot y^{\prime}  \tag{20}\\
& 2 y x \cdot b+(y x \cdot b)^{\prime}+(y x)^{\prime} \cdot b-y x^{\prime} \cdot b-y x \cdot b^{\prime}= \\
& \quad(y b \cdot x)^{\prime}+(y b)^{\prime} \cdot x-y b^{\prime} \cdot x-y b \cdot x^{\prime}-2 b x \cdot y-b^{\prime} x \cdot y+b x^{\prime} \cdot y  \tag{21}\\
& -4 z b \cdot c+(z b \cdot c)^{\prime}+(z b)^{\prime} \cdot c-z b^{\prime} \cdot c-z b \cdot c^{\prime}= \\
& \quad c b^{\prime} \cdot z-c^{\prime} b \cdot z-4 c z \cdot b+(c z \cdot b)^{\prime}+(c z)^{\prime} \cdot b-c^{\prime} z \cdot b-c z \cdot b^{\prime} . \tag{22}
\end{align*}
$$

Equations (16)-(18) are just the three special cases of (6) obtained by letting $\lambda$ and $\mu$ range over the values 1 and -1 . For (19), we set $\lambda=\mu=\nu=-1$ in (9), subtract from this the equation obtained by interchanging $x$ and $y$, and divide the result by 3 . Each of the equations (20)-(22) arises by taking an appropriate linear combination of two special cases of (9) in a similar manner. It will also be convenient to have the derived equations of (19)-(22) written out explicitly for easy reference. We state these as Lemma 7.

Lemma 7. Let $b, c \in B_{1}$ and $x, y, z \in B_{-1}$. Then there exist standard equations implied by (3) whose derived equations are

$$
\begin{align*}
& y z \cdot x=y \cdot z x,  \tag{23}\\
& y b \cdot x=y \cdot b x,  \tag{24}\\
& y x \cdot b=-y \cdot x b,  \tag{25}\\
& z b \cdot c=z c \cdot b . \tag{26}
\end{align*}
$$

Armed with this lemma, we can establish most of the results that we need in this section with a minimum of effort. We shall, in fact, simply make use of the equations given in Lemma 7 as if they held in $A$, with the understanding that each such use stands for an obvious application of the Induction Lemma. The obvious choices of the sets $C_{i}$ and $D$ will either be trivially invariant under $R_{e}$, or this property will follow easily by using (6), since the coefficient of $(y z)^{\prime}$ will never be zero here. The one thing that we have to watch out for in using the equations of Lemma 7 is that the Induction Lemma requires that all reduced terms of our set of equations must be proven to be in $D$ using the reduced equations, not just those that appear with non-zero coefficients in the derived equations. For example, if $z c \cdot b \in D$, it would only be valid to use (26) to conclude that $z b \cdot c \in D$ if we can also show that the remaining reduced term $z \cdot b c$ of the original equation is also in $D$.

We begin now to work toward proving that $A$ is two-dimensional. Writing $A_{\lambda}=B_{\lambda}{ }^{(1)}=\{x \in A \mid x e=\lambda x\}$ for convenience, we prove the following lemma.

Lemma 8. If $a \in A_{-1} A_{-1}$, then $a B_{-1}+a B_{-1} \cdot B_{-1}$ is an ideal of $A$.
Proof. If $a \in A_{-1} A_{-1}$, there exist $x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n} \in A_{-1}$ such that $a=\sum x_{i} y_{i}$. Letting $b \in B_{1}$ and $z \in B_{-1}$, and letting $D=a B_{-1}$, we may use the equations of Lemma 7 to obtain

$$
\begin{aligned}
0 & \equiv a \cdot b z=\sum x_{i} y_{i} \cdot b z \equiv \sum x_{i}\left(y_{i} \cdot b z\right) \equiv \sum y_{i}\left(x_{i} \cdot b z\right) \equiv-\sum y_{i}\left(x_{i} z \cdot b\right) \\
& \equiv \sum y_{i}\left(x_{i} b \cdot z\right) \equiv \sum y_{i} z \cdot x_{i} b \equiv \sum\left(y_{i} \cdot x_{i} b\right) z \equiv \sum\left(x_{i} \cdot y_{i} b\right) z \equiv-\sum\left(y_{i} x_{i} \cdot b\right) z \\
& =-a b \cdot z
\end{aligned}
$$

and

$$
\begin{aligned}
\sum x_{i}\left(y_{i} \cdot b z\right) \equiv-\sum x_{i}\left(y_{i} z \cdot b\right) \equiv & \sum x_{i}\left(y_{i} b \cdot z\right) \equiv \sum x_{i} z \cdot y_{i} b \equiv \sum\left(x_{i} z \cdot y_{i}\right) b \equiv \\
& \sum\left(x_{i} \cdot z y_{i}\right) b \equiv \sum\left(x_{i} y_{i} \cdot z\right) b=a z \cdot b, \text { modulo } D .
\end{aligned}
$$

Since the equations of Lemma 7 imply that all of the reduced terms are zero, we may conclude that $a z \cdot b \in a B_{-1}$, or that $a B_{-1} \cdot B_{1} \subset a B_{-1}$.

Next, for $x, z \in B_{-1}, b \in B_{1}$, we have that

$$
a x \cdot z b \in a B_{-1} \cdot B_{-1} \quad \text { and } \quad(a x \cdot b) z \in\left(a B_{-1} \cdot B_{1}\right) B_{-1} \subset a B_{-1} \cdot B_{-1}
$$

Hence, $(a x \cdot z) b \in a B_{-1} \cdot B_{-1}$ by (25), showing that $\left(a B_{-1} \cdot B_{-1}\right) B_{1} \subset a B_{-1} \cdot B_{-1}$. And, for $x, y, z \in B_{-1}$, we have $a x \cdot y z \in a B_{-1} \cdot B_{1} \subset a B_{-1}$. Then (23) gives $(a x \cdot y) z \equiv a x \cdot y z \equiv 0$ and $(a x \cdot z) y \equiv a x \cdot z y \equiv 0$ modulo $a B_{-1}$, giving

$$
\left(a B_{-1} \cdot B_{-1}\right) B_{-1} \subset a B_{-1}
$$

Hence $a B_{-1}+a B_{-1} B_{-1}$ is an ideal.
Lemma 9. If $t$ is a non-zero element of either $A_{1}$ or $A_{-1}$, then $t A_{-1} \neq 0$.
Proof. Suppose that $G$ is any subset of $B_{-1}$ such that $e G \subset G$ and that $G A_{-1}=0$. Then, letting $w \in G, x \in B_{-1}$, and $y \in A_{-1}$, we have

$$
w x \cdot y=w \cdot x y=w y \cdot x=0
$$

by using (23), showing that $G B_{-1} \cdot A_{-1}=0$. And if $b \in B_{1}$, we get

$$
w b \cdot x=w \cdot b x=-w x \cdot b=0
$$

using (24) and (25), giving $G B_{1} \cdot A_{-1}=0$. Similarly, if $H$ is a subset of $B_{1}$ such that $e H \subset H$ and that $H A_{-1}=0$, and if $c \in H$, we obtain

$$
c x \cdot y=-c \cdot x y=c y \cdot x=0
$$

from (25), or $H B_{-1} \cdot A_{-1}=0$. Then the set $H B_{-1}$ satisfies the hypotheses of the set $G$ above, so that we may conclude from the relation $G B_{-1} \cdot A_{-1}=0$ that $\left(H B_{-1} \cdot B_{-1}\right) A_{-1}=0$. Hence $(c \cdot x z) y=-(c x \cdot z) y=-(c z \cdot x) y=0$ for $z \in B_{-1}$ by (25) and (24), giving $H B_{1} \cdot A_{-1}=\left(H \cdot B_{-1} B_{-1}\right) A_{-1}=0$.

Using the relations that we have just shown for $G$ and $H$, it follows easily that, if $t A_{-1}=0$, then the ideal generated by $t$ annihilates $A_{-1}$. Since $t \neq 0$ and since $A$ is simple, the ideal generated by $t$ must be all of $A$. Thus, $A A_{-1}=0$, showing that $A_{-1}$ is an ideal of $A$. But since $A_{-1} \neq A$, it follows that $A_{-1}=0$, giving $B_{-1}=0$ and $B_{1}=B_{-1} B_{-1}=0$. This contradiction proves that $t A_{-1} \neq 0$.

Lemma 10. If $a \in A_{-1} A_{-1}$, then $R_{a}$ is a one-to-one mapping of $A$ onto itself, and $R_{a} R_{e}=R_{e} R_{a}$.

Proof. If $a$ is a non-zero element of $A_{-1} A_{-1}$, then $a B_{-1} \neq 0$ by the last lemma, and hence the ideal $a B_{-1}+a B_{-1} \cdot B_{-1}$ is all of $A$. Thus, $a B_{-1}=B_{-1}$ and $a B_{-1} \cdot B_{-1}=B_{1}$. If $x, y \in B_{-1}$, we have that $a x \cdot y \equiv a y \cdot x \equiv-a \cdot y x \equiv 0$ modulo $a B_{1}$ by using (24) and (25), giving $B_{1}=a B_{-1} \cdot B_{-1} \subset a B_{1}$ or $a B_{1}=B_{1}$. The two relations $a B_{-1}=B_{-1}$ and $a B_{1}=B_{1}$ show that $R_{a}$ maps $A$ onto itself.

Next we show that $(y a)^{\prime}=y^{\prime} a$ by induction on the degree of $y \in B_{-1}$. Replacing $b$ by $a$ in (17) yields

$$
-5(y a)^{\prime}+2(y a)^{\prime \prime}+5 y^{\prime} a-\left(y^{\prime} a\right)^{\prime}-y^{\prime \prime} a=0
$$

and assuming that $(z a)^{\prime}=z^{\prime} a$ for $z \in B_{-1}$ of degree less than the degree of $y$, this becomes

$$
5\left[-(y a)^{\prime}+y^{\prime} a\right]-2\left[-(y a)^{\prime}+y^{\prime} a\right]^{\prime}=0
$$

If $-(y a)^{\prime}+y^{\prime} a \neq 0$, let $k$ be the largest integer such that $\left[-(y a)^{\prime}+y^{\prime} a\right]^{(k)} \neq 0$, and apply $\left(R_{e}+I\right)^{k}$ to this equation to get a contradiction. Thus, $(y a)^{\prime}=y^{\prime} a$, giving $y R_{a} R_{e}=-(y a)+(y a)^{\prime}=\left(-y+y^{\prime}\right) a=y R_{e} R_{a}$. Similarly, $b=a$ in (18) gives

$$
(c a)^{\prime}+2(c a)^{\prime \prime}-c^{\prime} a-\left(c^{\prime} a\right)^{\prime}-c^{\prime \prime} a=0
$$

which leads, by the same argument, to $(c a)^{\prime}=c^{\prime} a$ and $c R_{a} R_{e}=c R_{e} R_{a}$. Hence, $R_{a} R_{e}=R_{e} R_{a}$ on all of $A$.

Let $K=\{t \in A \mid t a=0\}$ and let $K_{1}=K \cap B_{1}$ and $K_{-1}=K \cap B_{-1}$. Then $K=K_{1}+K_{-1}$, since an element of $A$ can only annihilate $a$ if both its components do. Since $R_{a} R_{e}=R_{e} R_{a}$, it is clear that $e K_{1} \subset K_{1}$ and $e K_{-1} \subset K_{-1}$. If $w \in K_{-1}$ and $y \in B_{-1}$, then (25) gives $w \cdot a y=-w y \cdot a=w a \cdot y=0$, or $w \cdot B_{-1}=w \cdot a B_{-1}=0$. But then $K_{-1} \cap A_{-1}=0$ from Lemma 9, giving $K_{-1}=0$. If $c \in K_{1} \cap A_{1}$ and $z \in A_{-1}$, and if $a=\sum_{i=1}^{n} x_{i} y_{i}$, where $x_{1}, \ldots, x_{n}$, $y_{1}, \ldots, y_{n} \in A_{-1}$, then the equations of Lemma 7 give
$c z \cdot a=\sum c z \cdot x_{i} y_{i}=\sum\left(c z \cdot x_{i}\right) y_{i}=\sum\left(c x_{i} \cdot z\right) y_{i}=\sum\left(c x_{i} \cdot y_{i}\right) z=$

$$
-\sum\left(c \cdot x_{i} y_{i}\right) z=-c a \cdot z=0
$$

(note that the Induction Lemma is not really being used this time, since everything has degree 1 ). Thus $c A_{-1} \cdot a=0$ or $c A_{-1} \subset K_{-1}=0$, and Lemma 9 gives $c=0$ or $K_{1} \cap A_{1}=0$. Hence, $K_{1}=0$ and $R_{a}$ is one-to-one.

Lemma 11. $A_{-1} A_{-1}$ is a field.
Proof. Let $a, b \in A_{-1} A_{-1}$, let $a=\sum_{i=1}^{n} x_{i} y_{i}$ for $x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n} \in A_{-1}$, and let $z \in A_{-1}$. Then the relations of Lemma 7 give

$$
a b=\sum x_{i} y_{i} \cdot b=-\sum x_{i} \cdot y_{i} b \in A_{-1} A_{-1}
$$

and
$z \cdot a b=-\sum z\left(x_{i} \cdot y_{i} b\right)=-\sum z x_{i} \cdot y_{i} b=-\sum\left(z x_{i} \cdot y_{i}\right) b=-\sum\left(z \cdot x_{i} y_{i}\right) b=-z a \cdot b$,
so that $A_{-1} A_{-1}$ is a subalgebra and $R_{a b}=-R_{a} R_{b}$ on $A_{-1}$. If $a$ and $b$ are nonzero, then $R_{a}$ and $R_{b}$ are one-to-one on $A_{-1}$, so that $R_{a b}=-R_{a} R_{b}$ is one-toone on $A_{-1}$, and $a b \neq 0$. Thus, $A_{-1} A_{-1}$ has no zero divisors. If $c \in A_{-1} A_{-1}$, then $c a \cdot b=\sum\left(c \cdot x_{i} y_{i}\right) b=-\sum\left(c x_{i} \cdot y_{i}\right) b=-\sum c x_{i} \cdot y_{i} b=-\sum c\left(x_{i} \cdot y_{i} b\right)=$ $\sum c\left(x_{i} y_{i} \cdot b\right)=c \cdot a b$, showing that $A_{-1} A_{-1}$ is associative.

Assume now that $a=\sum x_{i} y_{i} \neq 0$ (such elements exist by Lemma 9), and consider the element $f=-\sum x_{i}\left(y_{i} R_{a}^{-1}\right)$. Since

$$
\left(y_{i} R_{a}^{-1}\right) e=\left(y_{i} e\right) R_{a}^{-1}=-y_{i} R_{a}^{-1}
$$

we have $y_{i} R_{a}^{-1} \in A_{-1}$ and $f \in A_{-1} A_{-1}$. Then

$$
f a=-\left[\sum x_{i}\left(y_{i} R_{a}^{-1}\right)\right] a=\sum x_{i}\left(y_{i} R_{a}^{-1} \cdot a\right)=\sum x_{i} y_{i}=a,
$$

giving $b f a=b a$, or $(b f-b) a=0$, for any $b \in A_{-1} A_{-1}$. In view of the fact that there are no zero divisors in $A_{-1} A_{-1}$, this shows that $f$ is the unity element of $A_{-1} A_{-1}$. Letting $a^{*}=\sum x_{i}\left(y_{i} R_{a}^{-2}\right)$, we also have that

$$
a^{*} a=\left[\sum x_{i}\left(y_{i} R_{a}^{-2}\right)\right] a=-\sum x_{i}\left(y_{i} R_{a}^{-2} \cdot a\right)=-\sum x_{i}\left(y_{i} R_{a}^{-1}\right)=f,
$$

showing that $a$ has an inverse in $A_{-1} A_{-1}$. Hence $A_{-1} A_{-1}$ is a field.
Lemma 12. If $a \in A_{-1} A_{-1}$ and if $s, t \in A$, then

$$
(s t) R_{a} R_{e}^{-1}=s R_{a} R_{e}^{-1} \cdot t=s \cdot t R_{a} R_{e}^{-1} .
$$

Proof. This lemma is again proved by induction on the sum of the degrees of the elements involved. However, the Induction Lemma cannot be applied here, since it is set up to prove that appropriate products lie in a given set, whereas the present lemma involves establishing an identity. Here we have to keep account of the terms of lower degree and check that they cancel out using the inductive hypothesis. By linearity, it is sufficient to consider the case when both $s$ and $t$ are in $B_{-1}$, the case when one is in $B_{-1}$ and the other in $B_{1}$, and the case when both are in $B_{1}$.

Writing $T=R_{a} R_{e}^{-1}$ for simplicity, we begin with the case where $s=y \in B_{-1}$ and $t=x \in B_{-1}$. We shall prove that $(y x)^{(k)} T=(y T \cdot x)^{(k)}$, for each nonnegative integer $k$, by induction on $\operatorname{deg} y+\operatorname{deg} x$. First, replacing $y$ by $y T$ in (16), and subtracting this equation from (16) with $T$ applied to it, we obtain

$$
\begin{equation*}
5(y x)^{\prime} T-5(y T \cdot x)^{\prime}+2(y x)^{\prime \prime} T-2(y T \cdot x)^{\prime \prime}=0 \tag{27}
\end{equation*}
$$

after the lower terms have been cancelled using the induction hypothesis
and using the fact that $R_{e}-I$ and $R_{e}+I$ both commute with $T$ by Lemma 10. The latter fact also gives $(y x)^{\prime \prime} T=\left[(y x)^{\prime} T\right]^{\prime}$, and (27) becomes

$$
\begin{equation*}
5\left[(y x)^{\prime} T-(y T \cdot x)^{\prime}\right]+2\left[(y x)^{\prime} T-(y T \cdot x)^{\prime}\right]^{\prime}=0 \tag{28}
\end{equation*}
$$

If $(y x)^{\prime} T-(y T \cdot x)^{\prime} \neq 0$, we let $k$ be the greatest integer such that

$$
\left[(y x)^{\prime} T-(y T \cdot x)^{\prime}\right]^{(k)} \neq 0
$$

and we apply $\left(R_{e}-I\right)^{(k)}$ to (28) to get a contradiction. Thus, $(y x)^{\prime} T=(y T \cdot x)^{\prime}$, and by applying $\left(R_{e}-I\right)^{k}$ to this equation we get $(y x)^{(k)} T=(y T \cdot x)^{(k)}$ for any positive integer $k$.

Next, setting $b=a$ in (21) recalling that $a^{\prime}=0$, and using the relations $y a=(y e) R_{a} R_{e}{ }^{-1}=-y T+y^{\prime} T$ and $c a=c T+c^{\prime} T$ to express $a$ in terms of the operator $T$, we obtain
$2(y x) T+2(y x)^{\prime} T+(y x)^{\prime} T+(y x)^{\prime \prime} T+(y x)^{\prime} T$

$$
\begin{array}{r}
+(y x)^{\prime \prime} T-\left(y x^{\prime}\right) T-\left(y x^{\prime}\right)^{\prime} T= \\
-(y T \cdot x)^{\prime}+\left(y^{\prime} T \cdot x\right)^{\prime}-y^{\prime} T \cdot x+y^{\prime \prime} T \cdot x+y T \cdot x^{\prime} \\
-y^{\prime} T \cdot x^{\prime}+2 x T \cdot y-2 x^{\prime} T \cdot y-x^{\prime} T \cdot y+x^{\prime \prime} T \cdot y
\end{array}
$$

Pulling $T$ to the outside in each term wherever possible and collecting terms, we get

$$
\begin{aligned}
2(y x) T-2 x T \cdot y+5(y x)^{\prime} T & +2(y x)^{\prime \prime} T+\left(y^{\prime} x\right) T-\left(y^{\prime} x\right)^{\prime} T+\left(y x^{\prime}\right) T \\
& -\left(y x^{\prime}\right)^{\prime} T+\left(y^{\prime} x^{\prime}\right) T-\left(y^{\prime \prime} x\right) T-\left(y x^{\prime \prime}\right) T=0
\end{aligned}
$$

But, subtracting from this (16) with $T$ applied, we obtain

$$
2(y x) T-2 x T \cdot y=0
$$

to establish the lemma for the case $s, t \in B_{-1}$.
We wish to show next that $(z b) T=z T \cdot b=z \cdot b T$ for $z \in B_{-1}$ and $b \in B_{1}$. Since this relation is linear in $b$ and since $B_{1}=B_{-1} B_{-1}$, it is sufficient to show that $(z \cdot y x)^{(k)} T=(z T \cdot y x)^{(k)}=(z \cdot(y x) T)^{(k)}$, for all non-negative integers $k$, using induction on $\operatorname{deg} z+\operatorname{deg} y+\operatorname{deg} x$. Replacing $y$ by $z T$ and $b$ by $y x$ in (17), and subtracting this from (17) with $y$ and $b$ replaced by $z$ and $y x$ and with $T$ applied, we obtain

$$
-5(z \cdot y x)^{\prime} T+5(z T \cdot y x)^{\prime}+2(z \cdot y x)^{\prime \prime} T-2(z T \cdot y x)^{\prime \prime}=0
$$

after cancelling the terms of lower degree sum using the inductive hypothesis. (Note that the relation $(y x)^{\prime} \in \sum B_{-1}{ }^{(i)} B_{-1}{ }^{(j)}$, where the sum is over all $i, j$ such that $i+j<\operatorname{deg} y+\operatorname{deg} x$, follows easily from (16); thus, the inductive hypothesis implies that $\left(z \cdot(y x)^{\prime}\right) T=z T \cdot(y x)^{\prime}$.) As in the first part of this proof, we get $(z \cdot x y)^{\prime} T=(z T \cdot x y)^{\prime}$, which leads to

$$
(z \cdot x y)^{(k)} T=(z T \cdot x y)^{(k)}
$$

for all positive integers $k$. An identical argument gives

$$
(z \cdot x y)^{(k)} T=(z \cdot(x y) T)^{(k)}
$$

for all positive integers $k$. Continuing in a manner similar to the first part of the proof, we set $b=a$ and $c=y x$ in (22) to yield

$$
\begin{aligned}
4 z T \cdot y x- & 4 z^{\prime} T \cdot y x-(z T \cdot y x)^{\prime}+\left(z^{\prime} T \cdot y x\right)^{\prime}-z^{\prime} T \cdot y x \\
+ & z^{\prime \prime} T \cdot y x+z T \cdot(y x)^{\prime}-z^{\prime} T \cdot(y x)^{\prime}= \\
& -(y x)^{\prime} T \cdot z-(y x)^{\prime \prime} T \cdot z+4(y x \cdot z) T-4(y x \cdot z)^{\prime} T-(y x \cdot z)^{\prime} T \\
& +(y x \cdot z)^{\prime \prime} T-\left(y x \cdot z^{\prime}\right) T+(y x \cdot z)^{\prime \prime} T+\left((y x)^{\prime} \cdot z\right) T-\left((y x)^{\prime} \cdot z\right)^{\prime} T
\end{aligned}
$$

or

$$
\begin{aligned}
& 4(z \cdot y x) T-4 z T \cdot y x-5(z \cdot y x)^{\prime} T+2(z \cdot y x)^{\prime \prime} T+5\left(z^{\prime} \cdot y x\right) T \\
&-\left(z^{\prime} \cdot y x\right)^{\prime} T-\left(z \cdot(y x)^{\prime}\right) T-\left(z \cdot(y x)^{\prime}\right)^{\prime} T+\left(z^{\prime} \cdot(y x)^{\prime}\right) T \\
& \quad-\left(z^{\prime \prime} \cdot y x\right) T-\left(z \cdot(y x)^{\prime \prime}\right) T=0 .
\end{aligned}
$$

Replacing $y$ by $z$ and $b$ by $y x$ in (17), applying $T$, and subtracting from the equation just above, we obtain $(z \cdot y x) T=z T \cdot y x$.

Since we are inducting on the sum of the degrees of $x, y$, and $z$, anything that we prove for $z \cdot y x$ must also hold for $y \cdot z x$ and $x \cdot y z$. But then we get the same thing from any term on the left side of (19) either by replacing $x$ by $x T$ or by applying $T$ to the whole term. Using the inductive hypothesis and the fact that $(z x) T=z T \cdot x$ has already been proved, we also get the same thing from any term on the right side with a prime in it, either by replacing $x$ by $x T$ or by applying $T$ to the whole terms. Thus the same must be true of the remaining term, or $(z \cdot x T) \cdot y=(z x) T \cdot y=(z x \cdot y) T$. Interchanging $y$ and $z$ gives $(z \cdot y x) T=z \cdot(y x) T$, to complete this case.

It remains to prove that $c b T=c T \cdot b$. Again, it is sufficient to prove that $(y x \cdot b)^{(k)} T=((y x) T \cdot b)^{(k)}$ for each non-negative integer $k$. As in the two preceding cases, we may replace $b$ by $(y x) T$ and $c$ by $b$ in (18) and subtract this equation from (18) with $b$ replaced by $y x$ and $c$ by $b$ and with $T$ applied, and the relation so obtained leads immediately to $(y x \cdot b)^{(k)} T=((y x) T \cdot b)^{(k)}$ for $k$ positive. We now observe that, using the previous two cases of this proof, we obtain the same thing from any term on the right side of (21) by either replacing $x$ by $x T$ or by applying $T$ to the whole term. By the inductive hypothesis, the same is true of every term on the left side containing a prime, and we are left with $(y \cdot x T) \cdot b=(y x) T \cdot b=(y x \cdot b) T$, to complete the proof.

Lemma 13. Regarding $A$ as an algebra over the appropriate field, $A_{1}$ and $A_{-1}$ are both one-dimensional and $A_{1}=A_{-1} A_{-1}$.

Proof. Let $E=\left\{R_{a} R_{e}^{-1} \mid a \in A_{-1} A_{-1}\right\}$ and consider the mapping $\phi: A_{-1} A_{-1} \rightarrow E$ defined by $\phi(a)=R_{a} R_{e}^{-1}$. Using Lemma 12 and the fact that $R_{e}$ is the identity operator on $A_{1}$, we have that

$$
\begin{aligned}
& t \phi(a) \phi(b)=(t a) R_{e}^{-1} R_{b} R_{e}^{-1}= {[(t a)} \\
&\left.R_{b} R_{e}^{-1}\right] R_{e}^{-1}= \\
& {\left[t\left(a R_{b} R_{e}^{-1}\right)\right] R_{e}^{-1}=(t \cdot a b) R_{e}^{-1}=t \phi(a b) }
\end{aligned}
$$

for $t \in A$ and $a, b \in A_{-1} A_{-1}$. And since $\phi(a+b)=\phi(a)+\phi(b)$ from the definition, it follows that $\phi$ is a homomorphism. From Lemma 10 we see that $\phi$ is an isomorphism and that the elements of $E$ act as automorphisms on the additive structure of $A$. Lemma 11 shows that $E$ is a field and Lemma 12 shows that the elements of $E$ act as scalars on $A$. Then $A$ is an algebra over $E$.

If the unity element of $A_{-1} A_{-1}$ is denoted by $f$, then the unity element of $E$ is $\phi(f)=R_{f} R_{e}^{-1}=I$. Hence $0=\left(R_{f} R_{e}^{-1}-I\right) R_{e}=R_{f}-R_{e}=R_{f-e}$, and the simplicity of $A$ implies that $f-e=0$, or $e \in A_{-1} A_{-1}$. We see from this that $E$ contains $F$ in a natural way. Also, if $b \in A_{1}$, and $e=\sum x_{i} z_{i}$ for $x_{1}, \ldots, x_{n}, z_{1}, \ldots, z_{n} \in A_{-1}$, then $b=e b=-\sum x_{i}\left(z_{i} b\right) \in A_{-1} A_{-1}$, showing that $A_{1}=A_{-1} A_{-1}$ and that every element of $A_{1}$ is an $E$-multiple of $e$. Letting $x, z \in A_{-1}$ and $x \neq 0$, we have from Lemma 9 the existence of a $y \in A_{-1}$ such that $x y \neq 0$, and the result just established shows that $x y=\alpha e$, where $\alpha$ is a non-zero element of $E$. Then, $\alpha z=-\alpha e \cdot z=-(x y) z=-x(y z)=$ $-x(\beta e)=\beta x$ for some $\beta \in E$, showing that $x$ and $z$ are $E$-dependent. Regarding $A$ as an algebra over $E$, we have proved that $A_{1}$ and $A_{-1}$ are one-dimensional.

We can now easily prove the main result of this section, namely, Theorem 3.
Theorem 3. Let $A$ be a simple algebra satisfying (3) over a field $F$ of characteristic not 2,3 , or 5 , and let $A$ contain an idempotent e such that $A=B_{1}+B_{-1}$ and $B_{1}=B_{-1} B_{-1}$ with respect to $e$. Then there exists an extension field $E$ of $F$ such that $A$ is an algebra over $E$ of dimension 2. If $g$ is a non-zero element of $B_{-1}$, then $e$ and $g$ form a basis of $A$ over $E$ and multiplication in $A$ is given by $e^{2}=e$, eg $=-g$, and $g^{2}=\alpha e$ for some non-zero $\alpha \in E$. Conversely, any twodimensional algebra with this multiplication table is a simple algebra satisfying (3).

Proof. Let $E$ be as in Lemma 13 and let $g$ be a non-zero element of $A_{-1}$. Then $g^{2}=\alpha e \neq 0$ since $A_{1}=A_{-1} A_{-1}$. If $B_{-1} \neq A_{-1}$, then there must exist an element $h \in B_{-1}$ such that $h^{\prime}=g$. Setting $y=h$ and $x=g$ in (16) and noting that $(h g)^{\prime \prime}=0$ by Lemma 1 , we obtain $5(h g)^{\prime}+g^{2}=0$, or

$$
(h g)^{\prime}=-\frac{1}{5} g^{2}=-\frac{1}{5} \alpha e ;
$$

and setting $y=h$ and $z=x=g$ in (19) and applying $\left(R_{e}+I\right)$, we get $2(h g \cdot g)^{\prime}=\left(2 g^{2} \cdot h\right)^{\prime}=2 \alpha(e h)^{\prime}=2 \alpha e g=-2 \alpha g$, or $(h g \cdot g)^{\prime}=-\alpha g$. But then the substitution $b=h g$ and $y=g$ in (17) gives

$$
0=-5(h g \cdot g)^{\prime}-(h g)^{\prime} \cdot g=5 \alpha g+\frac{1}{5} \alpha e g=\alpha\left(5-\frac{1}{5}\right) g
$$

which is a contradiction since $\alpha \neq 0$ and $g \neq 0$. Thus, $B_{-1}=A_{-1}$, and also $B_{1}=B_{-1} B_{-1}=A_{-1} A_{-1}=A_{1}$, proving all of the theorem except for the last sentence.

Suppose now that $A$ is a commutative algebra with basis $e, g$ over $F$ such that $e^{2}=e, e g=-g$ and $g^{2}=\alpha e$ for $\alpha \in F$ and $\alpha \neq 0$. In order to prove
that $A$ satisfies (3), it is sufficient to linearize (3) and to check that all possible ways of setting these variables equal to $e$ and $g$ gives a valid equation. But since (3) is irreducible (1), any way of setting three or four of the variables equal in the linearization of (3) gives an equation which vanishes identically. It is also easy to check that any way of setting two of the variables equal in the linearization and setting the other two equal also just gives us (3) back again. Thus it is sufficient just to check that setting $y=e$ and $x=g$ in (3) gives a valid relation. But this gives $-2 \alpha e+2 \alpha e+\alpha e=2 \alpha e-2 \alpha e+\alpha e$, which is valid. It is trivial to check that $A$ is simple when $\alpha \neq 0$.
5. We turn now to the study of simple algebras of the form $A=B_{1}+B_{0}$. The methods that we shall employ here are quite different from the methods we have employed so far. Our approach in this section is more elegant and yields results much more rapidly, but requires finite dimensionality and characteristic zero to work here, and does not work at all except in this case. Conversely, the approach used up to now does not seem strong enough to handle this case. We begin with a more general result:

Lemma 14. Let $A$ be an algebra satisfying (3) over a field of characteristic not 2 or 3 , and let $G(A)$ be the subspace of $A$ spanned by the elements of the form $(x, y, y)$ for all $x, y \in A$. Then $G(A)$ is an ideal of $A$.

Proof. Consider the identity

$$
\begin{equation*}
x(y, z, w)+(x, y, z) w=(x y, z, w)-(x, y z, w)+(x, y, z w), \tag{29}
\end{equation*}
$$

which holds in any ring. Setting $z=x$ and $w=y$ in this identity and noting that $(y, x, y)=0$ in a commutative algebra, we get

$$
\begin{equation*}
0=(x y, x, y)-(x, y x, y)+(x, y, x y) . \tag{30}
\end{equation*}
$$

But, modulo $G(A)$, we have $(x, y, x y) \equiv-(x, x y, y) \equiv(x y, x, y)$, and using this in (30) gives $0 \equiv 3(x y, x, y) \equiv-3(x, y x, y)$, or

$$
(y x \cdot x) y \equiv(y x)(y x) \equiv(y x \cdot y) x .
$$

Noting also that $\left(x^{2} y\right) y \equiv x^{2} y^{2} \equiv\left(y^{2} x\right) x$, we find that (3) reduces to

$$
3\left(y^{2} x\right) x \equiv 3(y x \cdot y) x, \quad \text { or } \quad(y, y, x) x \equiv 0, \quad \text { modulo } G(A)
$$

Linearizing $x$ in this relation and using $(y, y, x)=-(x, y, y)$, we obtain

$$
\begin{equation*}
x(y, y, w)-(x, y, y) w \equiv 0 . \tag{31}
\end{equation*}
$$

Equation (29) also gives

$$
\begin{aligned}
x(y, y, w)+(x, y, y) w & =(x y, y, w)-\left(x, y^{2}, w\right)+(x, y, y w) \\
& \equiv-(y, x y, w)+\left(y^{2}, x, w\right)-(y, x, y w) \\
& \equiv\left(y^{2}, x, w\right)-(y, y x, w)+(y, y, x w)-(y, x, w y) \\
& =y(y, x, w)+(y, y, x) w-(y, x, w y)
\end{aligned}
$$

or

$$
x(y, y, w)+2(x, y, y) w \equiv y(y, x, w)-(y, x, w y) .
$$

Interchanging left and right in this equation and switching $x$ and $w$ gives

$$
2 x(y, y, w)+(x, y, y) w \equiv(x, w, y) y-(y x, w, y),
$$

and adding the last two equations yields
$3 x(y, y, w)+3(x, y, y) w \equiv y(x, w, y)+(y, x, w) y-(y x, w, y)-(y, x, w y)$.
But the right side of this equation is equal to $-(y, x w, y)=0$ by (29), showing that

$$
x(y, y, w)+(x, y, y) w \equiv 0 .
$$

Subtracting (31) from this, we have that $2(x, y, y) w \equiv 0$, or $G(A) \cdot A \subset G(A)$, as desired. With this preparation, we can now prove the following theorem

Theorem 4. Let $A$ be a simple finite-dimensional algebra satisfying (3) over a field of characteristic 0 , and let $A=B_{1}+B_{0}$. Then $A$ is a field.

Proof. $G(A)$ is an ideal of $A$ by Lemma 14 , so that either $G(A)=0$ or $G(A)=A$. If the latter possibility holds, then $A$ has a basis of elements of the form ( $y, x, x$ ). Now we may write (5) in operator form as

$$
R_{(y, x, x)}=\left[R_{x}, R_{y x}\right]+\left[R_{x}, R_{y}\right]+\left[R_{y}, R_{x}^{2}\right]+\left[R_{y} R_{x}, R_{x}\right]
$$

and the trace of the right side is zero, implying that the trace of right multiplication by any basis element is zero. By linearity, the trace of any right multiplication is zero and, in particular, the trace of $R_{e}$ is zero.

On the other hand let, us select a basis for $A$ by choosing first a basis for $A_{1}=B_{1}{ }^{(1)}$, augmenting this to a basis of $B_{1}{ }^{(2)}$, augmenting this to a basis of $B_{1}{ }^{(3)}$, and so on until we have a basis of $B_{1}$. We then build up a basis of $B_{0}$ in the same fashion and add it on to get a basis of $A$. In this basis, $R_{e}$ is a triangular matrix having 1 on the diagonal for each basis vector in $B_{1}$, and 0 on the diagonal for each basis vector in $B_{0}$. Hence, the trace of $R_{e}$ is the dimension of $B_{1}$.

The incompatibility of these two conclusions about the trace of $R_{e}$ shows that $G(A) \neq A$, or that $G(A)=0$. Then $(y, x, x)=0$ for all $x, y \in A$, and $A$ is a commutative alternative algebra. But a simple commutative alternative algebra of characteristic not 3 is known to be associative, and the theorem follows from associative theory.
6. We end with four examples illustrating a few of the ways in which algebras satisfying (3) can behave differently from the classes of algebras that have been studied before.

Example 1. Let $V$ be a vector space (possibly infinite-dimensional) over any field $F$, and let $T$ be any linear transformation from $V$ into $V$. Consider
the vector space direct sum $A=e F+V$ made into an algebra by defining $e^{2}=e, v e=v T$ and $u v=0$ for all $u, v \in V$. We claim that $A$ satisfies (3). Since $V$ is an ideal of $A$ whose square is zero, any way of picking more than one of the variables in the linearization of (3) to be in $V$ will make every term vanish, so that we need only consider those substitutions into the linearization of (3) in which at least three of the variables are set equal to $e$. But any equation arising from the linearization of (3) by setting three variables equal must vanish identically since (3) is irreducible, so that $A$ satisfies (3) automatically. This example shows that $R_{e}$ can be completely arbitrarily given, aside from the obvious condition that it must send $e$ into itself.

Example 2. Let $A$ have a basis $e, y, z, w$ over $F$ and let $e^{2}=e, e y=\lambda y$, $e z=\mu z, e w=(\lambda \circ \mu) w, y z=w$, and $y^{2}=z^{2}=y w=z w=w^{2}=0$, where $\lambda, \mu,(\lambda \circ \mu) \in F$ and where $\lambda \circ \mu$ is either of the roots of (4). As we have remarked before, any way of setting more than two of the variables equal to $e$ gives an equation which vanishes identically. On the other hand, any product of either three of four elements chosen from the set $\{y, z, w\}$ will give zero, and the same is true of the product of any two of them unless those two are $y$ and $z$. Thus, the only cases that need to be checked are when two of the variables in the linearization of (3) are set equal to $e$, and the other two are set equal to $y$ and $z$, respectively. It can be easily verified that any way of setting two variables equal in the linearization of (3) always yields (5). Hence, it is sufficient to check that (6) is satisfied with $e, y, z$ as in this example. But this follows trivially from the way that our example is constructed.

This example shows that the relation $B_{\lambda} B_{\mu} \subset B_{\lambda о \mu}+B_{\lambda \circ^{\prime} \mu}$ cannot be strengthened in general. By modifying this example, it is easy to show that $y z$ can have non-zero components in both $B_{\lambda о \mu}$ and $B_{\lambda \circ^{\prime} \mu}$. This example can also be built up to show that the information given in Lemma 1 relating the degrees of $y, z$, and $y z$ is best possible.

Example 3. Let $A$ have a basis $s, t$, where $s^{2}=s+t$, $s t=\frac{1}{2} t$, and $t^{2}=0$. This example again satisfies (3), since any way of setting the variables in the linearization of (3) equal to $s$ and $t$ either has three variables equal, or has two $t$ 's and every term vanishes. If the element $\alpha s+\beta t$ is idempotent, then $(\alpha s+\beta t)^{2}=\alpha^{2} s+\alpha^{2} t+\alpha \beta t=\alpha s+\beta t$, giving the relations $\alpha^{2}=\alpha$ and $\alpha^{2}+\alpha \beta=\beta$, which have only the solution $\alpha=\beta=0$. Thus, $A$ contains no idempotents. However, the homomorphic image of $A$ whose kernel is the ideal spanned by $t$ does have an idempotent. This shows that one cannot expect to lift idempotents in algebras satisfying (3). If a unity element is adjoined to $A$ and if the new algebra is called $A^{*}$, we observe that $A^{*}$ has a unity element which cannot be expressed as a sum of two idempotents, but that the unity element can be so decomposed in a homomorphic image. The examples $A$ and $A^{*}$ also satisfy (2) and are mentioned in (3).

Example 4. Let $A$ have a basis $e_{1}, e_{2}, f, g$, where $e_{1}{ }^{2}=e_{1}, e_{2}{ }^{2}=e_{2}$, $e_{1} e_{2}=e_{1} g=g^{2}=0, e_{1} f=g, e_{2} f=f-g, e_{2} g=g, f^{2}=f$, and $f g=\frac{1}{2} g$. Denoting the subspace spanned by $e_{1}, f, g$ by $B$, we observe that $B$ is a subalgebra of $A$ and that $A$ is the result of adjoining the unity element $e_{1}+e_{2}$ to the algebra $B$. Then $A$ will satisfy (3) if we can show that (3) is satisfied by $B$ ( $\mathbf{1}$, Theorem $\mathbf{1}$ ). As in the previous examples, the linearization of (3) vanishes if three or more of the variables are set equal, and since the multiples of $g$ form an ideal that squares to zero, this equation will also vanish if two variables are set equal to $g$.

If two of the variables in the linearization of (3) are set equal to $e$, then the equation reduces to (6). Since $f, g \in A_{0}\left(e_{1}\right)$, setting $y=z=f$ in (6) yields $-g+\frac{1}{2} g+\frac{1}{2} g=0$, and setting $y=f$ and $z=g$ in (6) yields $0=0$.

The only remaining case to be considered is when two of the variables in the linearization of (3) are set equal to $f$, and the remaining two variables are replaced by $e$ and $g$, respectively. But taking $x=f, y=g$, and $z=e$ in (5), we may check that all the terms vanish identically. Therefore, $A$ satisfies (3).

Decomposing $A$ with respect to $e_{1}$, we see that $R_{e_{1}}$ has characteristic roots 0 and 1 , and that 0 is a multiple root. Furthermore, $B_{0}\left(e_{1}\right)$ contains an idempotent $f$ which is not orthogonal to $e_{1}$. It is easy to check that $e_{2}$ is not the sum of two orthogonal idempotents, despite the fact that $B_{1}\left(e_{2}\right)=B_{0}\left(e_{1}\right)$ contains idempotents not equal to $e_{2}$. Writing the unity element of $A$ as the sum of the two primitive idempotents $f$ and $h=e_{1}+e_{2}-f$, we see that $R_{f}$ and $R_{h}$ have the characteristic roots $0, \frac{1}{2}$, and 1 , and that these are all simple roots. Since $f g=\frac{1}{2} g$ and $f\left(e_{1}-2 g\right)=0$, we have

$$
e_{1}=\left(e_{1}-2 g\right)+2 g \in A_{0}(f)+A_{1 / 2}(f),
$$

although $e_{1}-2 g$ is not idempotent itself.
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