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RELATIONS BETWEEN BOUNDARY VALUE 
FUNCTIONS FOR A NONLINEAR 
DIFFERENTIAL EQUATION AND 
ITS VARIATIONAL EQUATIONS* 

BY 

JAMES D. SPENCER 

We consider here the nonlinear differential equation 

(i.i) y n ) =/ (x ,^ / , . . . , y n - i ) ) 
where x el= [a, oo). We will make the following assumptions : 
(A) / i s continuous on [a, oo)xRn

9 

(B) solutions of initial value problems (I.V.P.'s) are unique and extend throughout 
[a, oo). 

&=0, 1 , 2 , . . . , «—1 is continuous on [a, oo)xRn. 
We could take / = [a, b) where b<co, but for simplicity of statements, we take 

/ = [a, oo). Before we define the boundary value functions that we will be interested 
in we make the preliminary definition. 

DEFINITION 1.1. We say that y e Cn[a, oo) has an (il9..., /^-distribution of 
zeros, 0<im<n, 2 L i lm=w

5
 o n [c, d]^[a, co) provided there are points 

c<t1<t2<- * '<h<d such that y{x) has a zero of order at least im at tm9 m= 
1 , 2 , . . . , / : . 

DEFINITION 1.2. Let R={r>t: there are distinct solutions u(x) and v(x) of 
(1.1) such that w(x)—v(x) has an (il9. . . , /^-distribution of zeros, 0 < / m < « , 
2 ^ = 1 f m = « , on [r,r]}. If R^0, then set rh...im(t)=mfR, and if R=0, set 

These boundary value functions were studied by the author in [7]. Note that if 
t<h<h<m ' '<tm<ri1---im(t)^<:0> then solutions of (1.1) satisfying the boundary 
conditions 

(1.2) y{m*%) = AmtJ 
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where Am f is a constant, 7 = 1 , 2 , . . . , m; m , = 0 , 1 , . . . , ^ — 1 , when they exist 
are unique. This is unlike the linear case where one also gets the existence of solu
tions of (1.1), (1.2). Also we will use the following definition. 

DEFINITION 1.3. The first conjugate point rj^t) for the nonlinear equation (1.1) 
is defined by, 

^ ( 0 = min riv..im(t)9 

where the minimum is taken over all boundary value functions rt .. mi (t) where 

DEFINITION 1.4. If y0(x) is a solution of (1.1), then the linear differential equation 

(1.3) z<»> = Xffc(*; y0(x),..., ^~1)(x))z(fc) 

is called the equation of variation of (1.1) along j0(x). 

DEFINITION 1.5. We will let ri{ ...{(t; y0(xj) denote the boundary value function 
defined in Definition 1.2 for equation (1.3). Similarly rj^t; y0(x)) is the first con
jugate point of x—t for the linear differential equation (1.3). 

Our main interest is in discovering relations which exist between boundary value 
functions for equation (1.1) and the various variational equations (1.3). We also 
discuss the relationship of the first conjugate point function r\x(t) for (1.1) and the 
first conjugate point function 7]±(t; y0(x)) for the various variational equations 
(1.3). 

DEFINITION 1.6. By y(x; x0, y0)=y(x; x0, yl, yl,... , yl) we mean the solution 
of equation (1.1) satisfying the initial conditions 

y{i\x0) = yi+\ i = o , i , . . . , n - i . 

DEFINITION 1.7. Let {Uj(x; x0, j0(*))}juo be the fundamental set of solutions of 
equation (1.3) which satisfy the initial conditions at x=xQ, 

u{p(xQ; x09 y0(x)) = dii9 

i,j=09 1 , . . . , « — 1 , and ô{j is the Kronecker delta. Sometimes it will be convenient 
to write u^x; x0,y0) or w3(x; x0, yl,. . . , yl), j = 0 , 1 , . . . , n—1, to denote the 
solution Uj(x; x0,y0(x)) of (1.3) where y0(x) is the solution of (1.1) with 
Jo (x0)=y0,1=1,2,... ,n. 

We will frequently make use of the next lemma which follows from the proof of 
Theorem 5.3.1 of [2]. 

LEMMMA 1.8. The solution y(x;x0,y0) has continuous partial derivatives with 
respect to its n+2 variables and in particular 

dy(x;x0,y0) 
_, (5., — uk-i\x> xo> y<i)> 
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where 

"jfc-iv̂  j XOJ JoJ — inn ; > 

fc=l,...,7i, converges uniformly on compact subintervals of [a, oo). i4&0 
wĵ C*; *o>Jo)> k=l,... , w, ft a continuous function of its n+2 variables for 
i=0 , 1 , . . . , «—1. 

Next we state and prove a theorem proved by Erbe [1] although the proof we 
give is a somewhat shorter proof than Erbe's. 

THEOREM 1.9. Ift^a, 

rn-i.i(0 > i n f rn-i.i(* ; yo(*)) 
vo(x) 

and 
ri.«-i(0 > inf rhn^(t; y0(x)) 

vo(x) 
where y0(x) is a solution 0/(1.1). 

Proof. We will prove only the first statement, the proof of the other statement 
being similar. Suppose that rn_ltl(t)<mfyoix) rn_ltl(t; y0(x))=c. Then there exist 
two distinct solutions y^x) and y2(x) of (1.1) having an (/*—-1, l)-distribution of 
zeros in [t, c) at the points t<x±<x2<c. Supposey{x"JL)ix^)^y\9 1</<C«, and let 
/ > « J ^ t o - j M * i ) , then 

yi(x)=y(x\xl9y\9... 9yl) 
and 

y*(x) = y(x; xl9y{,... ,yTx
9yl+p) 

and since both solutions are equal at x2 we have 

O = y(x2; xl9 y{9...9 yî+p)-y(x2; xl9 yî9...9 y\) 

dy(x%\xl9y\,...9y*+Xp) 
p dy

{ri) 

where 0<A<1 . Hence by Lemma 1.8, un_1(x2;xl9yx(x))=09 where yx(x) is the 
solution of (1.1) satisfying the initial conditions y(x~1\xj)=yl9 l < / < « — 1 , 
j^n"1)(x1)=A/?. This contradicts rn_ltl(t; yx(x))>c. 

EXAMPLE 1.10. Consider 

(1.4) yin)=f(x9y) 

where/satisfies (A) and (B)9fy(x, y) is continuous on [a, oo)xR9 a.ndfy(x, y)>0. 
It is well known that for the differential equation 

z{n)-fy(x9y0(x))z = 0 
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that rn_ltl(a;y0(x))= + oo for any solution y0(x) of (1.1). Hence by Theorem 1.9 
we have for equation (1.4) that rn_ltl(a)= oo. 

In analogy to a definition made by Peterson [5] we make the following definition. 

DEFINITION 1.11. If ri5(t)=co for i=k,k+l,... ,n—l, then set pk(t)~co, 
k=l,. . . , n-\. Otherwise set Pk(t)=mm{rn_ltl(t), rn_2t2(t),... , rktn_k{t)}, k=-
1 , 2 , . . . , n—l. Similarly pk(t; y0(x)) is defined for equation (1.3). 

For linear equations it is well known that rj1(t)=r1...1(t)=p1(t). For the non
linear case (1.1) it is known that rj1(t)=p1(t) for n=2, 3 [4], and with an additional 
condition for « = 4 [6]. Also for the nonlinear case (1.1) it is known [3] that 
r]1{t)=r1...1{t). Peterson [5] has shown that pk(t)=rkll...1(t), k—l, 2 , . . . , rc—2, 
in the linear case if pk(t)<rk>n_k(t). 

THEOREM 1.12. If pk(t;y0(x))<rk,n__k(t;j0(x)), then 

r*i..-i(0 < Pk(t'> )>o(x))> 

where y0(x) is a solution of (I A). 

Proof. Let £>0 be given. Since pk(t; y0(x))<rktn_k(t; y0(x)) by Theorem 4, 
[5], there is an x0e [t, pk(t;y0(x)) and a solution w(x; y0(x)) of the variational 
equation (1.3) corresponding to the solution y0(x) of (1.1) having a zero of order 
exactly k at x0, n—k—\ simple zeros in (x0, pk(t;y0(x))) and an odd order zero 
in [pk(t; y0(x)), pk(t;y0(x))+e). Now w(x; yQ(x)) can be written as 

w(x; yQx)) = Akuk{x\ x0, y0(x))+- • -+An_1un_l(x; x0, y0(*)) 

and we know that the quotient 

y(x; x0, JQ, . . . , y%+1+hAk9. . . , y^+hA^-yjx; x0, y\, . . . , yn
0) 

h 

= y(x; x0, y],..., yl+1+hAk,. . . , y1+hAn_^ 

h 

y(x; x0, yj. . ., yk
0
+\ y%+2+hAk+l9. . . , yl+hA^) 

h 

. X*; *o, y],..., Jo"1, y g + ^ n - i ) - j ( x ; x0, yl,. . . , yty 

h 

= Akuk(x; x0, y],..., yk
0

+1+èk, yl+2+hAk+1,..., y S + ^ n - i ) 

where £,• is between 0 and Ajh,j=k, . . . , w—1. Hence 

y(x; x0, J 4 . . . , yl+1+hAk,. . . , yg+^ n - i ) -~y (x ; x0, y j , . . . , yn
0) 

h 
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converges uniformly to w(x;y0(x)) as h->0 on [t, pk(t; y0(x))+e]. Thus for h 
sufficiently small the difference 

y(x; x09 yl,..., y%+1+hAk,..., yo+hAn_J-y(x; x09 $>•••> Jo) 

has a (k, 1 , 1 , . . . , l)-distribution of zeros on [t, pk(t;y0(x))+e). Hence 
rki. • -i(t)<pk(t;y0(x))+e. Since e>0 is arbitrary rkll.. . i(0<^(^7o(*))-

REMARK 1.13. Note that we could have stated Theorem 1.12 differently, namely, 
if Ph+i(t>yo(x))<rkin_k(t;y0(x))9 then rkll...1(t)£pM(t;y0(x)). The proof of 
Theorem 1.12 is valid for this last statement for k=0. 

COROLLARY 1.14. rj^Krj^t; y0(x)) where y0(x) is any solution 0/(1.1). 

Proof. The inequality is trivially satisfied if rj1(t;y0(x))=oo. Hence we can 
assume rji(t;y0(x))<,co. From Remark 1.13 since ?]1(t;yo(x))=p1(t;y0(x))< 
ron(t)=0°> w e have that r1...1(t)<p1{f9y0(x)). Since ^ i (0= '" i - - i (0 the proof is 
complete. 

COROLLARY 1.15. For n=2 and 3, 

rj^t) = inîrj^t; y0(x)). 
vo(x) 

Proof. By Theorem 1.9 

*?i(0 = r n(0 > inf r u( t ; y0(x)) = inf rj^t; y0(x))9 
voix) vo(aj) 

and by Corollary 1.14, rj^Kinf^ rj^t; y0(x)) and so ??1(0=inf1,o(a.) rj^t; y0(x)) 
for n=2. 

In the case « = 3 , Jackson [4] showed that 

Vl(t) = min{r12(0, r21(t)}, 
and so by Theorem 1.9, 

*h(0 > mini inf r12(f ; y0(x))9Mr21(t; y0(x))\ 

> inf rj^t ; y0(x)). 
VQ(X) 

Hence again by Corollary 1.14 we have equality. 
The first result in the next theorem follows from the work of Erbe [1], The 

second result in the next theorem with / replaced by t+ follows from work of 
Erbe [1] also. It is easy to see how to extend Erbe's result to the case given here. 

THEOREM 1.16. If rn_ltl(t; y0(x))<rn_2t2(t; y0(x)) for each y0(x) a solution of 
(1.1), then 

rn-i.i(t) = inf rn_ltl(t; j0(x)). 
VQ(X) 
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Also ifrlin_1{t\yQ{x))<r^n_2{t\yQ{x))for eachy0(x) a solution 0/(1.1), then 

*i.*-i(0 = i n f r1>n-i(t; JoW)-
Voix) 

Proof. We will prove only the second result in this theorem. We do this by 
contradiction, so suppose there is a solutiony0(x) of (1.1) such that r1>n_x(/; y0(x))<. 
ri.n-i(0« Since we are assuming that r^^t; . yoWX^.n -a^ Jo(*)) it follows 
[5] that rltM_1(r; y0(x)) is a strictly increasing continuous real valued function in a 
right hand neighborhood of t. Hence there is an x0>t9 close to t, such that if we 
let T=r1,n_1(x0;joW)> then r e ( r ^ , ^ ; j0(*)), r2t7l_2(t;y0(x))) and T<r1,n_1(r). 
It follows that wn_i(x0; f,j;0(*))=0. Since r2n_2(t;y0(x))>T this zero is a simple 
zero. 

Now 

y(x; T,yl,...9 yS~\ yô+h)—y(x; T, j ; j , . . . , yg) 

h 

converges uniformly on [t, r^^t)] to un_x{x\ r , j0(*)) a s A-*0> and so for 
h>0 sufficiently small we have thaty(x; r,y],...,yl^.y^+h)— y(x; r, j j , . . . , y l ) 
has a zero in (t, r) as well as a zero at r of order w—1. But this is a contradic
tion and the proof is complete. 

EXAMPLE 1.17. Consider the nonlinear differential equation 

yin)=f(x,y) 
where /satisfies (A), (B), (C), and/ , (* , j ) < 0 . It is well known that for the dif
ferential equation 

z{n)-fy(x;y0(x))z = 0 

that rn_2t2(a\y0(x))=oo. Hence if rn_ltl(t;y0(x))<co9 t>a, for all solutions 
y0(x) of (1.1), then we have by Theorem 1.16 that 

r»-i.i(0 = inf rn_ltl(t; y0(xj). 
V0(x) 

Also it is well known that if n is even, then r2tn_2(t; y0(x))= co. Hence if rlfn_!(t; 

J o W X 0 0 * *>#> f° r ail solutionsy0(x) of (1.1), then 

^i,n-i(0 = inf ri.n-iO; y0W). 

The example given by Erbe [1] to show in the statement that if rltn_±(t+; 
yo(x))<r2,n^2(t+;y0(x))9 then r1,n_1(t+)=mfyoix)rltn_1(t+;y0(x)) you cannot 
remove the hypothesis, gives us the corresponding example for the second result 
in Theorem 1.16. 

EXAMPLE 1.18. For the differential equations for which solutions extend to 
[a, oo) of the form 

ym+4y'+p(x)y8 = 0 
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where ^>1 is the quotient of odd integers,/? G C[a9 co),p(x)>0 on [a9 oo), a > 0 , 
one can show that 

oo = r12(a) > inf r12(a; y0(x)) = r12(a; 0) 
voix) 

= r2i(a; 0) = inf r21(a; y0(x)) = r21(a) 
vo(x) 

The following theorem generalizes Lemma 2.1, [1]. 

THEOREM 1.19. (Local Uniqueness Theorem). If pk(t;y0(x))>b, where y0(x) is a 
solution 0/(1.1), xQ G [t, b), and jd*-1 (x^)=yl9 i=l, 2 , . . . , n, then there exist 
positive numberspi09 z = l , . . . , n—k9 such that if^<\Pi\<piQ, / = 1 , 2 , . . . ,n—k, 
with 2wlfi I/7*! 5^0, f/ze difference 

(1.5) x * ; *o> >& • • • > yl yko+1+Pi> • • > y*+Pn-ù-y*(x) 

does not have n zeros on [x09 b]. 

Proof. Assume the conclusion is false, then there is a sequence {(plj9. . . , 

Pn-kJ}î^>l%£PmJ**Q> ° f P ° i n t S i n n ~ k S P a C e S U c h t h a t tim^aoPmi = Q> 

m=l,. . . , n-k9 and y(pc; xQ9y\9.. . , yk
Q9 yl+1+p15,. . . , Jo+/V-fc,;)-Jo(>) h a s 

at least n zeros on [x0, Z>] for eachy>l . Let ^=(2m=*/?mi)1/2> then {(p^/tj,... , 
Pn-k.}ltj)}T=i a r e points on the unit sphere in «—A: space and so there is a subse
quence, which for convenience we label the same as above, which converges to a 
point (Al9... , An_k) which is on the unit sphere, so that not all the A/s are zero. 
Rewrite (1.5) as 

[y(x; *o, >&•••» yt y^+Pu., • • > yô+Pn-k.j) 

-y(x; x09 yl,...9 yk
0
+\ yko+2+Pv, • • •, yo+Pn-kj)] 

+• • •+ [y(x; x09 y],..., yS~\ yZ+pn-kj)-y(*i *o, yl. • . , Jo)] 

= JPi*K*(*; *o> ?*(*))+' • •+Pn-fc,^n_i(x; x09 yn-.!(x)) where y j x ) , 

# 2 = / : , . . . , «—1 is the solution of (1.1) with Jw~1)(x0)=>yj, Ï = 1 , . . . , m; 

y{m\xo)=y™+1+Pm-k+iy>yim~1\xo)^ i=m+2,...,«, where A»-*+i.j 
is between 0 and pm-k+i,j', m=k9.. . , «—1. Hence it follows that if we divide 
(1.5) by tj9 then this goes to 

(1.6) îW&O ; *o> yo(x))+' ' ' +An__kun_1(x ; x09 y0(x)) 

uniformly on [x09 b] as /->oo. Therefore equation (1.6) gives us a nontrivial 
solution of the variational equation (1.3) with n zeros on [x09 b]. Since (Theorem 1, 
[5]), rf .. .t- (/; y0(x))>pk(t; y0(x)) for /X>Â: this is a contradiction. 

It is easy to see from the proof of Theorem 1.19 that the following more general 
result is true. 
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THEOREM 1.20. If pk(t;y0(x))>b where y0(x) is a solution of (1.1), x0 e [t, b), 
andy{

0
l~1)(x0)=yl, i=l, 2 , . . . , n, then there exist positive numbers pi0, i=l, 2, . . . , 

n—k, such that if 0< 1/̂ — 1̂ <pi0, /=1 5 2 , . . . ,n—k, with ^Zi\Pi—qi\7^0 the 
difference 

y(x; x0, y],..., yl yk
0
+1+pl9..., yo+Pn-*) 

-y(x; x0, y],. . . , yl yk
0
+1+ql9. . . , yl+qn-k) 

does not have n zeros on [x0, b]. 

Questions that remain open involve comparison theorems for boundary value 
functions of (1.1) and its variational equation (1.3). In particular is the following 
true. 

CONJECTURE 1.21. Ifrk_ln_k+1(t)=co then 

(1.7) rir..im(t)>mfPk(t;y0(x)) 
VQ(X) 

for ix>k, k=l, 2, . . . , n—\. 

Probably Theorem 1.19 could be used to prove this result. 

REMARK 1.22. If this conjecture were true, then by Theorem 1.12 if 
Pkif\ yoix))<rktn_k{t\ y0(x)) for allj0(x) a solution of (1.1), then 

(1.8) ^1...1(0=infrH...ia;j;o(x)) 
Voix) 

k=\, 2 , . . . , n—\. In particular it would follow from (1.7) with k=l and Corol
lary 1.14 that in general 

*h(0 =inf^(r; y0(x)). 
Vo(x) 
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