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## 1. Introduction.

1.1. The covering problem. Let $S_{i}(i=1,2, \ldots, n)$ be given sets containing $m_{i}$ elements respectively and let

$$
\begin{equation*}
S^{(n)}=S_{1} \times S_{2} \times \cdots \times S_{n} \tag{1}
\end{equation*}
$$

be their cartesian product. The elements of $S^{(n)}$ will be called vectors. The vector $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ covers $\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ if $x_{i}=y_{i}$ for at least $n-1$ values of $i$. A subset $M$ of $S^{(n)}$ is said to be a covering (perfect covering) of $S^{(n)}$ if each member of $S^{(n)}$ is covered by at least (exactly) one member of $M$. A covering $M$ is said to be linear if the sets $S_{i}$ are groups $G_{i}$ and $M$ is a subgroup of $G^{(n)}=S^{(n)}$. Denote by $\sigma\left(n ; m_{1}, m_{2}, \ldots, m_{n}\right)$ the value of $\min |M|$ when $M$ runs through all coverings of $S^{(n)}$ and by $\hat{\sigma}\left(n ; m_{1}, m_{2}, \ldots, m_{n}\right)$ the value of $\min |M|$ when the sets $S_{i}$ are given groups $G_{i}$ and $M$ runs through all linear coverings of $G^{(n)}$.

The questions arising in connection with the above concepts are
(i) to find exact values or bounds for $\sigma$ and $\hat{\sigma}$.
(ii) to establish conditions for the existence of linear or nonlinear perfect coverings.

Both questions have been considered so far in particular cases only, namely, both have been asked by Taussky and Todd [1] when

$$
\begin{equation*}
S^{(n)}=S^{n}=S \times S \times \cdots \times S \tag{2}
\end{equation*}
$$

References and new partial answers to (i) in this case, are given in [2].
For (ii), again in case (2), it is not known whether perfect coverings exist if $m$, the number of elements of $S$ is not a power $q$ of a prime $p$. If $m=q$, Zaremba [3, 4] proved, generalizing an earlier result [5] established for $q=p$, that the condition

$$
\begin{equation*}
n=q^{r}-1 / q-1 \quad \text { for some } n \text { and } r \tag{3}
\end{equation*}
$$

is necessary and sufficient for the existence of a perfect covering of $S^{n}$. He also proved that for $n$ satisfying (3)

$$
\begin{equation*}
\sigma(n ; q, q, \ldots, q)=q^{n-r} \tag{4}
\end{equation*}
$$

and if $S$ is the additive group of $G F(q)$, then
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$$
\begin{equation*}
\hat{\sigma}(n ; q, \ldots, q)=q^{n-r} \tag{5}
\end{equation*}
$$

however if $S$ is the cyclic group of order $q$, then

$$
\begin{equation*}
\hat{\sigma}(n, q, \ldots, q)>q^{n-r} \tag{6}
\end{equation*}
$$

The condition (3) is generalized in Theorem 2, $\S 4$, while conditions (4), (5), and (6) are generalized in §5.
1.2. Group factorization and partition. The mentioned known results have been obtained by a method using factorization and partition of abelian groups. Our results will be obtained by generalizing this method. We will consider only finite abelian groups.
A group $\mathscr{H}$ is said to have a factorization $\mathscr{H}=\mathscr{A}+\mathscr{B}$ if there exist two subsets $\mathscr{A}$ and $\mathscr{B}$ of $\mathscr{H}$, such that every element $h$ of $\mathscr{H}$ has a unique representation $h=a+b, a \in \mathscr{A}, b \in \mathscr{B}$. The problem of finding all factorizations of finite abelian groups is unsolved [6].

A group $H$ is said to have a partition $H=G_{1} \cup G_{2} \cup \cdots \cup G_{n}$ if $H$ is the union of $n$ of its subgroups, which have pairwise only the zero element in common. The problem of finding all partitions of a finite abelian group is also unsolved.
The covering problem of the former subsection is related (Lemma 6, §4) to factorizations $\mathscr{A}+\mathscr{B}$ of groups $G^{(n)}=G_{1} \times G_{2} \times \cdots \times G_{n}$ such that $\mathscr{A}$ consists of all elements of $G^{(n)}$ having at most one component different from the zero element. We will call such factorizations one-factorization.

Zaremba actually proved the existence of an one-factorization of

$$
\begin{equation*}
g^{n}=g \times g \times \cdots \times g \tag{7}
\end{equation*}
$$

for $n$ satisfying (3), $g$ being a group of order $q$. We will generalize this result to

$$
\begin{equation*}
g^{(n)}=g_{1} \times g_{2} \times \cdots \times g_{n} \tag{8}
\end{equation*}
$$

for $n$ satisfying certain conditions, the $g_{i}$ being groups of order $p^{\alpha_{i}}$.
Zaremba's essential observation is that the one-factorization of (7) depends on the existence of a group $H$ having a partition into $n$ subgroups, each of order $q$, and the fact that the group

$$
\begin{equation*}
G^{r}=G \times G \times \cdots \times G \tag{9}
\end{equation*}
$$

where $G$ is the additive group of $G F(q)$ has such a partition for $n$ satisfying (3).
We will observe more generally (Theorem 1) that the one factorization of (8) depends on the existence of a group $H$ having a partition into $n$ subgroups of order $m_{i}$ respectively and that the group $G^{r}$ for $n$ satisfying certain conditions has such a partition (§3). Consequences regarding problem (ii) will be formulated in $\S 4$.

## 2. Group partitions leading to one-factorizations.

Theorem 1. If an abelian group $G$ has a partition

$$
G=G_{1} \cup G_{2} \cup \cdots \cup G_{n}
$$

and if $g_{i}$ are abelian groups, $\left|g_{i}\right|=\left|G_{i}\right|, i=1,2, \ldots, n$, then the group

$$
g^{(n)}=g_{1} \times g_{2} \times \cdots \times g_{n}
$$

has a one-factorization $\mathscr{A}+\mathscr{B}$. Moreover, if

$$
\begin{equation*}
g_{i} \simeq G_{i} \tag{10}
\end{equation*}
$$

then $\mathscr{B}$ is a subgroup of $g^{(n)}$.
Proof. First we prove the second part of the theorem. Denote by $x_{i}$ an element of $g_{i}$ and by $x_{i}{ }^{\prime}$ its image by (10). Define the mapping

$$
g^{(n)} \in x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \rightarrow x_{1}^{\prime}+x_{2}^{\prime}+\cdots+x_{n}^{\prime}=x^{\prime} \in G
$$

which is clearly a homomorphism. Denote its kernel by $\mathscr{B}$. Let $\mathscr{A}$ be as in $\S 1.2$ the set of elements of $g^{(n)}$ having at most one component different from the zero element. Then $\mathscr{A}+\mathscr{B}$ is an one-factorization. Indeed, if $g^{(n)} \in g \rightarrow g^{\prime} \in G$ then for some unique $a \in A, a \rightarrow g^{\prime}, g-a \rightarrow 0$ and

$$
\begin{equation*}
g=a+b, \quad a \in \mathscr{A}, \quad b \in \mathscr{B} . \tag{11}
\end{equation*}
$$

Moreover (11) is unique. Indeed $g=a+b=a_{1}+b_{1}$ would imply $a-a_{1}=b-b_{1} \in \mathscr{B}$, hence $a-a_{1} \rightarrow 0$ and therefore $a^{\prime}=a_{1}^{\prime}$, implying $a=a_{1}$ and finally $b=b_{1}$.

For the first part, let $H$ be the group $G_{1} \times G_{2} \times \cdots \times G_{n}$. By the second part of the theorem it has an one-factorization $H=\mathscr{A}+\mathscr{B}$. Let $g_{i} \leftrightarrow G_{i}(i=1,2, \ldots, n)$ be a 1-1 correspondence between the elements of $g_{i}$ and $G_{i}$, the zero elements corresponding to each other. These correspondence induce a 1-1 correspondence between $\mathscr{g}^{(n)}$ and $H$, the zeros still corresponding. Denote by $\mathscr{A}^{*}$ and $\mathscr{B}^{*}$ the subsets of $\mathscr{g}^{(n)}$ being the images of $\mathscr{A}$ and $\mathscr{B}$ respectively. We claim that $\mathscr{A}^{*}+\mathscr{B}^{*}$ is a onefactorization of $g^{(n)}$. Indeed, let $g^{*} \in g^{(n)}$ and $g^{*} \leftrightarrow g \in H$. Let $g=a+b, a \in \mathscr{A}$, $b \in \mathscr{B}$ and let $b^{*} \leftrightarrow b$. Since $b$ differs from $g$ in one component at most, also $b^{*}$ differs at most in one component from $g^{*}$. Therefore we can determine $a_{1}^{*}$, having at most one nonzero component and such that $a_{1}^{*}+b^{*}=g^{*}$. This representation is unique, since $b^{*}$ determines $a_{1}^{*}$ uniquely and a representation with $b_{1}^{*} \neq b^{*}$ would imply $g=a_{2}+b_{1}, b_{1} \neq b$, which is impossible.
3. Groups having prescribed partitions. Denote by $G(q)$ the additive group of $G F(q)$.

Lemma 1. If a finite abelian group $G$ has a partition

$$
\begin{equation*}
G=G_{1} \cup G_{2} \cup \cdots \cup G_{n} \tag{12}
\end{equation*}
$$

then $G$ is isomorphic to $G^{r}(p)$ for some $r$ and $G_{i}(i=1,2, \ldots, n)$ is isomorphic to $G^{\alpha_{i}}(p)$ for some $\alpha_{i}$. Moreover,

$$
\begin{equation*}
p^{r}=1+\sum_{i=1}^{n}\left(p^{\alpha_{i}}-1\right) . \tag{13}
\end{equation*}
$$

Remark 1. If for certain $\mu, 0 \leq \mu \leq n, \alpha_{i}=1$ for all $i$ satisfying $\mu<i \leq n$ then condition (13) becomes

$$
\begin{equation*}
n-\mu=\frac{p^{r}-1}{p-1}+\frac{\mu-\sum_{i=1}^{\mu} p^{\alpha_{i}}}{p-1} \tag{14}
\end{equation*}
$$

Proof of Lemma 1. By a known lemma [7] every element of $G$ must be of order $p$. This proves the first part of the lemma. Counting the number of elements in the left-hand part and right-hand part of (12), we get (13).

In the next lemmas we will establish various sufficient conditions for the existence of a partition (12) for $n, r$ and $\mu$ satisfying the necessary condition (13) or (14). Lemma 2 is known and leads to the partition (9), which corresponds to the case where all the $\alpha_{i}^{\prime}$ 's in (13) have the same value $\alpha \geq 1$.

Lemma 2. If for some $n$ and $r$

$$
\begin{equation*}
\left(q^{r}-1\right) /(q-1)=n \tag{15}
\end{equation*}
$$

then the group $G^{r}(q)$ has a partition

$$
\begin{equation*}
G^{r}(q)=G_{1} \cup G_{2} \cup \cdots \cup G_{n} \tag{16}
\end{equation*}
$$

with

$$
\begin{equation*}
G_{i} \simeq G(q) \tag{17}
\end{equation*}
$$

Proof. Let $\sigma=f_{0}, f_{1}, f_{2}, \ldots, f_{q-1}$ be the elements of $G F(q)$ and let $g$ be a fixed nonzero element of $G^{r}(q)$. Then the set $S_{g}=\left\{g f_{i}\right\}_{i=0}^{q-1}$ is a subgroup of $G^{r}(q)$ isomorphic to $G(q)$. Moreover the sets $S_{g}$ and $S_{g^{\prime}}$ either consist of the same elements or have only the zero in common. This and (15) imply (16) and (17).

Lemma 3. If for some $n, \mu$ and $r=\sum_{i=1} \beta_{i}$

$$
\begin{equation*}
\left.\left.n-\mu=\left(q^{r}-\sum_{i=1}^{\mu} q^{\beta_{i}}+\mu-1\right)\right) / q-1\right) \tag{18}
\end{equation*}
$$

then $G^{r}(q)$ has the partition

$$
\begin{equation*}
G^{r}(q)=G_{1} \cup G_{2} \cup \cdots \cup G_{n} \tag{19}
\end{equation*}
$$

with

$$
\begin{array}{ll}
G_{i}=G\left(q^{\beta_{i}}\right) & \text { for } i=1,2, \ldots, \mu  \tag{20}\\
G_{i} \simeq G(q) & \text { for } i=\mu+1, \mu+2, \ldots, n .
\end{array}
$$

Proof. Let $G_{j}(j=1,2, \ldots, \mu)$ be the subgroups of $G^{r}(q)$ consisting of elements with only the $\nu+\sum_{i=1}^{j} \beta_{i-1}$ components, where $\beta_{0}=0$ and $\nu$ runs over the numbers $1,2, \ldots, \beta_{j}$, possibly different from zero. Then $G_{j} \simeq G\left(q^{\beta_{j}}\right)$ and these subgroups
have pairwise only the zero in common. The number of elements of $G^{r}(q)$ not members in $G_{1} \cup \cdots \cup G_{\mu}$ is $q^{r}-\sum_{i=1}^{\mu} q^{p_{i}}+\mu-1$ and they can be partitioned, by (18) and by an argument similar to that used in proving Lemma 2 , into $n-\mu$ subgroups, of $q$ elements each.

A useful particularization of Lemma 3 is obtained by taking all $\beta_{i}$ 's but $\beta_{1}$ equal to 1 . This gives:

Lemma 3*. If for some $n, r$ and $\beta$

$$
n-1=\frac{q^{r}-q^{\beta}}{q-1}
$$

then $G^{\gamma}(q)$ has the partition

$$
G(q)=G_{1} \cup \cdots \cup G_{n}
$$

with $G_{1} \simeq G\left(q^{\beta}\right)$ and $G_{i} \simeq G(q)$ for $i=2,3, \ldots, n$.
Lemma 4. Denote $\max \alpha_{i}=\alpha$. If for some $n, \mu$ and $r \geq k \alpha$

$$
\begin{equation*}
n-\mu=\left(q^{r}-\sum_{i=1}^{\mu} q^{\alpha_{i}}+\mu-1\right) /(q-1) \tag{21}
\end{equation*}
$$

and

$$
\left(q^{\alpha k}-1\right) /\left(q^{\alpha}-1\right) \geq \mu
$$

then the group $G^{r}(q)$ has the partition:

$$
\begin{equation*}
G^{r}(q)=G_{1} \cup \cdots \cup G_{n} \tag{22}
\end{equation*}
$$

with

$$
\begin{array}{ll}
G_{i} \simeq G\left(q^{\alpha_{i}}\right), & i=1,2, \ldots, \mu \\
G_{i} \simeq G(q), & i=\mu+1, \mu+2, \ldots, n
\end{array}
$$

Proof. Let $r=k \alpha+\beta, \beta \geq 0,\left(q^{k \alpha}-1\right) /\left(q^{\alpha}-1\right)=\mu+v, v \geq 0$. By Lemma 3* $G^{r}(q)$ has the partition

$$
G^{r}(q)=H_{1} \cup \cdots \cup H_{m}
$$

with $H_{1} \simeq G\left(q^{k \alpha}\right), H_{i} \simeq G(q), i=2,3, \ldots m$, and $m-1=q^{k \alpha}\left(q^{\beta}-1\right) /(q-1)$. Since $H_{1} \simeq G\left(q^{k \alpha}\right) \simeq G^{k}\left(q^{\alpha}\right), H_{1}$ has by Lemma 2 the partition

$$
H_{1}=D_{1} \cup D_{2} \cup \cdots \cup D_{\mu+v}
$$

with $D_{i} \simeq G\left(q^{\alpha}\right), i=1,2, \ldots, \mu+v$. For each $i=1,2, \ldots, n, D_{i}$ has by Lemma 3* a partition

$$
\begin{equation*}
D_{\mu}=F_{i 1} \cup \cdots \cup F_{i n_{\mathrm{i}}} \tag{23}
\end{equation*}
$$

with $F_{i v} \simeq G\left(q^{\alpha_{i}}\right)$ and $F_{i n} \simeq G(q)$ for $\nu>1$, while for $i>\mu, D_{i}$ has by Lemma 2 a partition (23) with $F_{i v}=G(q)$ for every $\nu$. Moreover, for each $i \leq \mu$,

$$
n_{i}=\frac{q^{\alpha}-q^{\alpha_{i}}}{q-1}+1
$$

whereas $n_{i}=\left(q^{\alpha}-1\right) /(q-1)$ if $i>\mu$. In order to conclude the proof of the lemma set $G_{i}=F_{i 1}, i=1,2, \ldots, \mu$, and for $i>\mu$ let $G_{i}$ run over all other subgroups, each of order $g$, of the above successive partitions. Counting all members of the partition we get the number $m$ given by (21). This completes the proof.
4. Perfect coverings. We return now to problem (ii). First we will establish a necessary condition for the existence of perfect coverings.

Lemma 5. For the existence of a perfect covering of (1) it is necessary that

$$
\begin{equation*}
\prod_{i=1}^{\mu} m_{i} /\left(1-n+\sum_{i=1}^{n} m_{i}\right)=\text { integer. } \tag{24}
\end{equation*}
$$

Proof. The number of vectors covered by a given vector is $1-n+\sum_{i=1}^{n} m_{i}$. The total number of vectors of (1) being $\prod_{i=1}^{n} m_{i}$, left side part of (24) must be an integer.

We will use the following particularization of Lemma 5.
Lemma $5^{*}$. Let $m_{i}=q^{\alpha_{i}}$. For the existence of a perfect covering of (1) in this case it is necessary that for some $r$ :

$$
\begin{equation*}
1-n+\sum_{i=1}^{n} q^{\alpha_{i}}=q^{r} \tag{25}
\end{equation*}
$$

Remark 2. If for some $\mu, \alpha_{i}=1$ for all $i>\mu$, then (25) becomes

$$
\begin{equation*}
n-\mu=\frac{q^{r}-1}{q-1}+\frac{\mu-\sum_{i=1}^{\mu} q^{\alpha_{1}}}{q-1} \tag{26}
\end{equation*}
$$

This generalizes the necessity of (3).
The first sufficient condition is given in the following:
Lemma 6. If a group $G^{(n)}=G_{1} \times G_{2} \times \cdots \times G_{n}$ has an one-factorization and $S_{i}(i=1,2, \ldots, n)$ are sets with $\left|S_{i}\right|=\left|G_{i}\right|$ then (1) has a perfect covering.

Proof. If $\mathscr{A}+\mathscr{B}$ is the assumed one-factorization of $G^{(n)}$ then $\mathscr{B}$ is clearly a perfect covering of $G^{(n)}$. Let $S_{i} \leftrightarrow G_{i}$ be any $1-1$ correspondence between the elements of $S_{i}$ and $G_{i}$. Then the elements of $S^{(n)}$ corresponding to $\mathscr{B}$ form the required covering.

Taking into consideration also the results of $\S 3$ we can formulate now the results of this section as follows:

Theorem 2. For the existence of a perfect covering of the set $S^{(n)}=S_{1} \times S_{2} \times \cdots$ $\times S_{n}$, with $\left|S_{i}\right|=q^{\alpha_{i}}, \max \alpha_{i}=\alpha, \alpha_{i}=1$ for $i>\mu$ it is necessary that for some $r$

$$
\begin{equation*}
n-\mu=\frac{q^{r}-1}{q-1}+\frac{\mu-\sum_{i-1}^{\mu} q^{\alpha_{i}}}{q-1} \tag{27}
\end{equation*}
$$

and it is sufficient that (27) and one of the following conditions hold:

$$
\begin{align*}
\alpha_{i} & =\alpha, \quad i=1,2, \ldots, n  \tag{28}\\
\sum_{i=1}^{\mu} \alpha_{i} & =r  \tag{29}\\
r & \geq k \alpha, \quad \text { where }\left(q^{k \alpha}-1\right) /\left(q^{\alpha}-1\right) \geq \mu . \tag{30}
\end{align*}
$$

Proof. The necessity of (27) follows from Lemma 5*, Remark 2. For the sufficiency, supposing (28), (29), or (30) the conditions of Lemmas 2, 3, or 4 are respectively satisfied. Therefore the existence of partitions (16), (19), or (22) follows. This implies, by Theorem 1, the existence of an one-factorization of $G^{(r)}$ which by Lemma 6 leads to the required covering.
5. Bounds. Restricting our attention to coverings $M$ of sets (1) with $m_{i}=q^{\alpha_{i}}$ we can state now

Proposition 1. If (27) and one of (28), (29), or (30) are satisfied, then

$$
\begin{equation*}
\sigma\left(n ; q^{\alpha_{1}}, \ldots, q^{\alpha_{n}}\right)=q^{\sum_{i=1}^{n} \alpha_{i}-r} . \tag{31}
\end{equation*}
$$

Proof. (31) is a consequence of (25), of the fact that $|M|$ is the right side part of (24) and of the existence of a perfect covering, by Theorem 2.

Proposition 2. Under the assumptions of Proposition 1 and if $S_{i}=G\left(q^{\alpha_{i}}\right)$, then

$$
\hat{\sigma}\left(n ; q^{\alpha_{1}}, \ldots, q^{\alpha_{n}}\right)=\sigma\left(n, q^{\alpha_{1}}, \ldots, q^{\alpha_{n}}\right)=q^{\sum_{i=1}^{n} \alpha_{1}-r} .
$$

Proof. By Theorem 1 the one-factorizations used in order to construct the coverings of Theorem 2 are linear coverings.

Proposition 3. Under the assumptions of Proposition 1, if $S_{i}=G_{i}$ are groups, and if for some $i, G_{i}$ is not isomorphic to $G\left(q^{\alpha_{i}}\right)$ a perfect covering of $S^{(n)}$ cannot be a subgroup, consequently

$$
\hat{\sigma}\left(n ; q^{\alpha_{1}}, \ldots, q^{\alpha_{n}}\right)>q^{\sum_{i=1}^{n} \alpha_{t}-r} .
$$

Proof. By a well-known property of perfect coverings containing the zero vector, every nonzero member of the covering has at least three nonzero com-ponents-and the vectors having two nonzero components are covered by vectors with three components.

Let $G_{v}$ be nonisomorphic to $G\left(q^{\alpha}\right)$ then there exists $x \in G_{v}$ the order of $x$ being $m p, m>1$. Let $y \in G_{u}, \mu \neq \nu, y$ of order $p$. The vector $(0, \ldots, x, \ldots, y, \ldots, 0)$ having the only nonzero components in the $\nu$ th and $\mu$ th position is covered by a vector $(0, \ldots, x, \ldots, y, \ldots, z, \ldots, 0)$.

If the covering would be a subgroup it should contain the vector

$$
(0, \ldots, p x, \ldots, p y, \ldots, p z)
$$

having at most two nonzero components. This contradicts the mentioned property. A similar argument has been used in [7] in order to prove (6).
6. Final remarks. Unfortunately the methods of this paper do not permit to decide whether a perfect covering of $S^{(n)}$ exists if $\left|S^{n}\right|$ is not a power of a prime.

The topic of this paper is strongly related to single error-correcting codes [8]. However, this point of view will be emphasized elsewhere.
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