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Abstract

In this note, the weak duality theorem of symmetric duality in nonlinear programming
and some related results are established under weaker (strongly Pseudo-convex/strongly
Pseudo-concave) assumptions. These results were obtained by Bazaraa and Goode [1]
under (stronger) convex/concave assumptions on the function.

1. Introduction

We use the following notation and terminology throughout the paper. Let \}/(x, y)
be a real-valued twice-differentiable function, defined on an open set in Rn+m

containing C^X C2, where Cx and C2 are closed convex cones with non-empty
interiors in R" and Rm respectively. Let C* be the polar of Cx, that is

C* = { z • x'z < 0 for each x e C , where x' represents the transpose of x }.

(1)
C* is defined similarly. vxip(xQ, y0) denotes the gradient vector of \j/ with respect
to x at the point (x0, y0), Vy\p(x0, y0) is defined similarly. V^iK^o- ^o) denotes
the matrix (Hessian) of second partial derivative with respect to x evaluated at
(*o> yo)- VX>,«K*O> ^o). V^iKxo, yo) md Vyy^(x0, y0) are defined similarly.

DEFINITION 1. I f / i s a scalar-valued differentiable function on a convex set
r c R", and K(x, y) is an arbitrary positive scalar function satisfying

K(x, y){f(y) -f{x)} > (y - x)'vf(x), (2)

'Indian Institute of Technology, Kharagpur-721302, India.
© Copyright Australian Mathematical Society 1985, Serial-fee code 0334-2700/85

238

https://doi.org/10.1017/S0334270000004884 Published online by Cambridge University Press

https://doi.org/10.1017/S0334270000004884


| 2 | Strong pseudo-convexity 239

then we say that / i s strongly Pseudo-convex with respect to K(x, y) (see [2], [5]). If
K(x, y) = 1 then (2) reduces to the definition of convex function.

DEFINITION 2. If / is a scalar-valued differentiable function on a convex set

F c R" and K(x, y) is an arbitrary positive scalar function satisfying

K(x, y){f(y) -f(x)} < (y - x)'vf{x), (3)

then we say that/is strongly Pseudo-concave with respect to K(x, y). If K(x, y) = 1
then (3) reduces to the definition of concave function.

It may be noted that strong Pseudo-convexity is weaker than convexity and
stronger than Pseudo-convexity.

It may be remarked here that strong Pseudo-convexity is not a modification of
the usual pseudoconvexity, but rather is a special case of invex, as mentioned by
Mond [7]. Thus

f(y)-f(x)>[h(x,y)]'vf(x),
with h(x, y) = (y — x)/K(x, y), shows the invex property.

We say that \p is strongly Pseudo-convex/strongly Pseudo-concave on C1 X C2 if
and only if ^ ( - , y) is strongly Pseudo-convex with respect to a positive scalar
function K1 on C1 for each given y e C2 and \p(x, •) is strongly Pseudo-concave
with respect to a positive scalar function K2 on C2 for each given x e Cv

Let us consider a pair of nonlinear programs, as follows.

Po (Primal): Minimize [f{x, y) = 4>(x, y) -y'vyt(x, y)}

subject to (x, y)e Cl X C2, Vyi>{x, y) e C2*.

D0(Dual): Maximize {g(x, y) = ̂ (x, y) - x'vxi(x, y)}

subject to (x, y) e C\ X C2, -vx4>(x, y) e Cf.

For notational convenience, the sets of feasible solutions of Po and Do are
denoted by P and D respectively, that is

P = {(*, y)t=Clx C2: V ^ ( J C , y) e C2*}

and
Z)= { ( x , ^ ) e C 1 x C 2 : - v ^ ( x , ^ ) e C f } .

2. Main results

THEOREM 1. Let \p be strongly Pseudo-convex/strongly Pseudo-concave on Cl X C2

with respect to scalar-valued functions Kx > 1 and K2 > 1 respectively. Then

Inf /(*, ^) > Sup g(x, / ) .
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PROOF. Let (x, y) e P and (u, v) G D. It is sufficient to prove that/(;c, y) ^
g(", v).

Since \p is strongly Pseudo-convex/strongly Pseudo-concave on Cl X C2 with
respect to the scalar-valued functions Kx > 1 and K2 > 1 respectively, the follow-
ing two inequalities hold.

or

^(x,«;) - *(«, B) > ̂ = ^ vMu, o), (4)

K2(y, v){t(x, v) - *(x, y)}<(o-y)'v,*{x, y)

or

+ (x, v) - +(x, y) < I" ~ ̂ ^ V^(x, ^). (5)

By multiplying by — 1 in (5) and adding it to (4), we get

, y)

*(*'y) K2(y,V) + K2(y,V) '

Since u G CX and -vu4>(u, v) e Cf => -u'vu^(u, v) < 0, by the definition of
polar, we have

- » ' V " ^ « ' 0 ) > _ M » v ^ ( M > t > ) a s ^ ( U , x ) > l . (7)

Similarly^ e C2 and vy*l>(x, y) G C* => y'Vy4>(x, y) < 0. So we have

ylyjy'o) >^MX'^ ™K2(y,v)>h (8)

7^{x, y)<0 and K2(y,v)^l. (10)
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Using (7), (8), (9) and (10) in (6), we get

0 > i(u, v) - u'vut{u, v) -{*(*, y)-y'Vy^{x, y)}

= g(",")-f(x, y) =*f(x,y) > g(u,v).

This completes the proof.

Theorem 1 was motivated by the works of Bazaraa and Goode [1] and Dantzig
et al. [4], who proved the same result under stronger assumptions on the cone and
the function. In [4], the cone was taken to be non-negative orthant and the
function convex/concave. Bazaraa and Goode [1] generalized the results of [4] to
arbitrary cones. In Theorem 1 we assume the function to be strongly Pseudo-con-
vex/strongly Pseudo-concave, which is weaker than convex/concave.

It may be noted here that the result does not hold only under Pseudo-convex-
ity/Pseudo-concavity assumptions, and this follows from the following example:
Let n = m = 1. Let Cx = {x: x > 0}, C2={y: y > 0}. Let \p{x, y) =
exp(x — y2). Then it is easy to check that ty is Pseudo-convex/Pseudo-concave on
Cj X C2. But in this case

which contradicts Theorem 1. However, the conclusion of Theorem 1 holds under
Pseudo-convexity/Pseudo-concavity, provided we make use of an additional
feasibility assumption. This has been discussed in [6].

The following results are also true under weaker assumptions on the function.
Since the proofs use ideas similar to those used in [1], we state the theorems
without proofs.

THEOREM 2. Suppose that (x0, y0) solves Po, and suppose that Vyy^(x0, y0) is
negative definite. Then (x0, y0) e D and f(x0, y0) = g(x0, y0). Further, if ty is
strongly Pseudo-convex/strongly Pseudo-concave with respect to scalar-valued func-
tions Kx > 1 and K2 > 1, then (x0, y0) is an optimal solution of problem Do.

THEOREM 3. Suppose that (xQ, yQ) solves Do, and Vxx^(x0, y0) is positive
definite. Then (x0, y0) G P andf(x0, y0) = g(x0, y0) = xp(x0, y0). Further, if^ is
strongly Pseudo-convex/strongly Pseudo-concave with respect to scalar-valued func-
tions Kx > 1 and K2 > 1, then (x0, yQ) is an optimal solution of problem Po.
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3. Special case

We now consider a special case of the symmetric dual programs, namely the
case when the vector y and the corresponding cone C2 are deleted from the
formulation. Denoting <//(x, y) by f(x) and C1 by C, these two problems arise as
special cases of Po and Do.

PL (Primal): Minimize/(JC) subject to x t C.

Dx (Dual): Maximize/(*) - x'vf(x) subject to x e C and -Vf(x) e C*.

Theorem 1 holds, that is x e C, u e C with -v/(w) e C* when/is strongly
Pseudo-convex with respect to a scalar function K > 1. To prove this, observe
that/is strongly Pseudo-convex with respect to scalar function K > 1. So we have

* ( « , x){f{x) - / ( « ) } > (* - u)'vf(u) = x 'v / («) - «'V/(M)

> -u'vf(u) as x'vf(u) > 0,
that is

/ ( X ) / ( M ) > > -
A^U, X)

that i s / (x) > / (« ) - M'V/(W), and this completes the proof.
It may be noted that since y is deleted from the problem, a direct application of

Theorem 2 does not hold. However, the theorem is indeed true, that is, if x0 solves
Px then it solves Dv In order to show this we need the following Lemma.

LEMMA. Consider the problem: minimize f(x) subject to x G C, where C is a
closed convex cone. Ifx0solves the problem, then -Vf(x0) e C* andx'ovf(xo) = 0.
If f is strongly Pseudo-convex with respect to an arbitrary positive scalar function K,
then conditions are sufficient for x0 to solve the problem.

PROOF. The first part of the proof is same as that of Lemma ([1], page 7) where
no strong Pseudo-convexity is required. The second part of the proof is as follows.

If x0 solves the problem then -V/(*o) G C* and x'ovf(xo) = 0. Now assume
that / is strongly Pseudo-convex with respect to an arbitrary positive scalar
function K, and xQ e C with -V/(*o) G ^* an<^ ^oWX^o) = 0- Then, for each
x e C, we have

K(x0, x){f{x) -f(x0)} >(x- xo)'vf(x0) = x'vf(x0) - x'ovf(xo)

> 0 as* e C and -Vf{x0) <= C

=»fix) ~ f(x0) > 0 asA->0

=»/(*)>/(*„)•
This completes the proof.

*
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It may be noted that if x0 is an optimal solution of the primal problem Px then
- V/(*o) G C*> x0 is indeed a feasible solution of the dual Dv In other words the
optimality of P1 ensures the feasibility of Dv The following theorem gives a
parallel of Theorem 2.

THEOREM 4. Suppose that f is strongly Pseudo-convex with respect to a scalar
function K ^ 1, and x0 solves the problem Pv Then x0 solves the problem Z)t.

PROOF. Let x be a feasible solution of Dx, that i s x e C and - V / ( * ) G C*.
Since x0 solves the problem i*x then by the above lemma -Vf(x0) e C* and
x'ovf(xo) = 0. Since/is strongly Pseudo-convex with respect to a scalar function
K > 1, we have

> -x'vf(x) asxj,v/(x) > 1,

that is

as -x 'V/(JC) < 0 and K(x, x0) > 1, that is

f(xo)>f(x)-x'vf(x),

that is

/(JC0) - x'ovf(xQ) > f(x) - x'vf(x),

as x'ovf(x) = 0.
This shows that x0 solves Dx. The converse of this theorem can be obtained as a

special case of Theorem 3, as long as Vxxf(x0) is positive definite.
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