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The scope of the detection techniques in particle detectors is very wide,
depending on the aim of the measurement. Each physics phenomenon
can be used as the basis for a particle detector. Elementary particles
have to be identified with various techniques, and relevant quantities
like time, energy, and spatial coordinates have to be measured. Particle
physics requires extremely high accuracies for these quantities using multi-
purpose installations as well as dedicated experimental set-ups. Depending
on the aim of the measurement, different effects are used. Detectors cover
the measurement of energies from very low energies (micro-electron-volts)
to the highest of energies observed in cosmic rays.

Describing the current state-of-the-art instrumentation for experiments
in high energy physics and astroparticle physics, this new edition covers
track detectors, calorimeters, particle identification, neutrino detectors,
momentum measurement, electronics and data analysis. It also discusses
up-to-date applications of these detectors in other fields such as nuclear
medicine, radiation protection and environmental science. Problem sets
have been added to each chapter and additional instructive material has
been provided, making this an excellent reference for graduate students
and researchers in particle physics. This title, first published in 2008, has
been reissued as an Open Access publication on Cambridge Core.
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Simulation of a Higgs-boson production in proton—proton interactions
in the ATLAS experiment at the Large Hadron Collider
(LHC) at CERN. The Higgs decays into a pair of Z bosons,
each of which decays in turn into muons pairs. The four muons are
indicated by the four straight lines. The hadronic background
originates from the interactions of spectator quarks and other
interactions in the same beam crossing.

(With permission of the CERN photo archive.)
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Preface to the second edition

Scientific knowledge is a body of statements of varying degrees of
certainty — some most unsure, some nearly sure, but none absolutely
certain.

Richard Feynman

The book on Particle Detectors was originally published in German (‘Teil-
chendetektoren’) with the Bibliographisches Institut Mannheim in 1993.
In 1996, it was translated and substantially updated by one of us (Claus
Grupen) and published with Cambridge University Press. Since then
many new detectors and substantial improvements of existing detectors
have surfaced. In particular, the new proton collider under construc-
tion at CERN (the Large Hadron Collider LHC), the planning for new
detectors at a future electron—positron linear collider, and experiments
in astroparticle physics research require a further sophistication of exist-
ing and construction of novel particle detectors. With an ever increasing
pace of development, the properties of modern detectors allow for high-
precision measurements in fields like timing, spatial resolution, energy and
momentum resolution, and particle identification.

Already in the past, electron—positron storage rings, like LEP at CERN,
have studied electroweak physics and quantum chromodynamics at ener-
gies around the electroweak scale (=~ 100GeV). The measurement of
lifetimes in the region of picoseconds required high spatial resolutions on
the order of a few microns. The Large Hadron Collider and the Tevatron at
Fermilab will hopefully be able to solve the long-standing question of the
generation of masses by finding evidence for particles in the Higgs sector.
Also the question of supersymmetry will be addressed by these colliders.
Detectors for these enterprises require precision calorimetry and high
spatial resolution as well as unanticipated time resolution and extreme
selectivity of events, to cope with high backgrounds. Particles in crowded

xiii
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jets have to be identified to allow for the invariant-mass reconstruction of
short-lived particles. Radiation hardness is certainly also a hot topic for
detectors at hadron colliders.

Particle detection in astroparticle physics also presents a challenge. The
origin of the highest-energy cosmic rays, even in spite of recent indications
of possible correlations with active galactic nuclei, is still an unsolved
problem. Detectors like in the Auger experiment or possibly also the giant
IceCube array under construction in Antarctica will very likely find the
sources of energetic cosmic rays either in our galaxy or beyond. Also
the interaction mechanisms at very high energies, which are inaccessible
at present and future accelerators and storage rings, will be attacked
by measuring the shape and the elemental composition of the primary
cosmic-ray spectrum beyond the expected Greisen cutoff, where energetic
protons or nuclei are assumed to lose significant energy, e.g. in proton—
photon collisions with the omnipresent blackbody radiation.

These modern developments in the field of particle detection are
included in the second edition which is substantially updated compared
to the first English edition. Also new results on modern micropattern
detectors only briefly mentioned in the first edition and chapters on accel-
erators and neutrino detectors are included. The chapters on ‘Electronics’
and ‘Data analysis’ are completely rewritten.

We would like to mention that excellent books on particle detectors
already exist. Without trying to be exhaustive we would like to mention
the books of Kleinknecht [1], Fernow [2], Gilmore [3], Sauli [4], Tait [5],
Knoll [6], Leo [7], Green [8], Wigmans [9], and Leroy and Rancoita [10].
There are also many excellent review articles in this field published in the
literature.

We gratefully acknowledge the help of many colleagues. In particular,
we would like to thank Helmuth Spieler for contributing the chapter on
‘Electronics’. Archana Sharma has contributed some ideas for micropat-
tern detectors and muon momentum measurement. Steve Armstrong
assisted in rewriting the chapter on ‘Data analysis’. Iskander Ibragimov
very carefully transformed those figures which were recycled from the
first edition, where they were just pasted in manually, into an electronic
format. He also took care of the labelling of all figures to make them
look uniform. T. Tsubo-yama, Richard Wigmans and V. Zhilich provided
a number of figures, and A. Buzulutskov and Lev Shekhtman explained
us several details concerning microstrip detectors. They also suggested a
couple of relevant references. Some useful discussions with A. Bondar, A.
Kuzmin, T. Ohshima, A. Vorobiov and M. Yamauchi were very helpful.
Simon Eidelman and Tilo Stroh have carefully read the whole book and
checked all problems. Tilo Stroh has also taken over the Herculean task
to set the text in LaTeX, to improve the figures, to arrange the layout,
and prepare a comprehensive index. This was of enormous help to us.
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Preface to the first edition

The basic motive which drives the scientist to new discoveries and under-
standing of nature is curiosity. Progress is achieved by carefully directed
questions to nature, by experiments. To be able to analyse these exper-
iments, results must be recorded. The most simple instruments are the
human senses, but for modern questions, these natural detection devices
are not sufficiently sensitive or they have a range which is too limited.
This becomes obvious if one considers the human eye. To have a visual
impression of light, the eye requires approximately 20 photons. A photo-
multiplier, however, is able to ‘see’ single photons. The dynamical range
of the human eye comprises half a frequency decade (wavelengths from
400nm to 800nm), while the spectrum of electromagnetic waves from
domestic current over radio waves, microwaves, infrared radiation, visi-
ble light, ultraviolet light, X-rays and gamma rays covers 23 frequency
decades!

Therefore, for many questions to nature, precise measurement devices
or detectors had to be developed to deliver objective results over a large
dynamical range. In this way, the human being has sharpened his ‘senses’
and has developed new ones. For many experiments, new and special
detectors are required and these involve in most cases not only just one
sort of measurement. However, a multifunctional detector which allows
one to determine all parameters at the same time does not exist yet.

To peer into the world of the microcosm, one needs microscopes. Struc-
tures can only be resolved to the size of the wavelength used to observe
them; for visible light this is about 0.5 um. The microscopes of elementary
particle physicists are the present day accelerators with their detectors.
Because of the inverse proportionality between wavelengths and momen-
tum (de Broglie relation), particles with high momentum allow small
structures to be investigated. At the moment, resolutions of the order

Xvi
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of 107" cm can be reached, which is an improvement compared to the
optical microscope of a factor of 10*3.

To investigate the macrocosm, the structure of the universe, energies
in the ranges between some one hundred micro-electron-volts (ueV, cos-
mic microwave background radiation) up to 10?° eV (high energy cosmic
rays) must be recorded. To master all these problems, particle detectors
are required which can measure parameters like time, energy, momentum,
velocity and the spatial coordinates of particles and radiation. Further-
more, the nature of particles must be identified. This can be achieved by
a combination of a number of different techniques.

In this book, particle detectors are described which are in use in elemen-
tary particle physics, in cosmic ray studies, in high energy astrophysics,
nuclear physics, and in the fields of radiation protection, biology and
medicine. Apart from the description of the working principles and char-
acteristic properties of particle detectors, fields of application of these
devices are also given.

This book originated from lectures which I have given over the past 20
years. In most cases these lectures were titled ‘Particle Detectors’. How-
ever, also in other lectures like ‘Introduction to Radiation Protection’,
‘Elementary Particle Processes in Cosmic Rays’, ‘Gamma Ray Astron-
omy’ and ‘Neutrino Astronomy’, special aspects of particle detectors were
described. This book is an attempt to present the different aspects of radi-
ation and particle detection in a comprehensive manner. The application
of particle detectors for experiments in elementary particle physics and
cosmic rays is, however, one of the main aspects.

I would like to mention that excellent books on particle detectors do
already exist. In particular, I want to emphasise the four editions of the
book of Kleinknecht [1] and the slightly out-of-date book of Allkofer [2].
But also other presentations of the subject deserve attention [3-25].

Without the active support of many colleagues and students, the com-
pletion of this book would have been impossible. I thank Dr U. Schafer and
Dipl. Phys. S. Schmidt for many suggestions and proposals for improve-
ment. Mr R. Pfitzner and Mr J. Dick have carefully done the proof
reading of the manuscript. Dr G. Cowan and Dr H. Seywerd have sig-
nificantly improved my translation of the book into English. I thank Mrs
U. Bender, Mrs C. Tamarozzi and Mrs R. Sentker for the production of
a ready-for-press manuscript and Mr M. Euteneuer, Mrs C. Tamarozzi as
well as Mrs T. Stocker for the production of the many drawings. I also
acknowledge the help of Mr J. Dick, Dipl. Phys.-Ing. K. Reinsch, Dipl.
Phys. T. Stroh, Mr R. Pfitzner, Dipl. Phys. G. Gillessen and Mr Cor-
nelius Grupen for their help with the computer layout of the text and the
figures.
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Introduction

Every act of seeing leads to consideration, consideration to reflection,
reflection to combination, and thus it may be said that in every
attentive look on nature we already theorise.

Johann Wolfgang von Goethe

The development of particle detectors practically starts with the discovery
of radioactivity by Henri Becquerel in the year 1896. He noticed that
the radiation emanating from uranium salts could blacken photosensitive
paper. Almost at the same time X rays, which originated from materials
after the bombardment by energetic electrons, were discovered by Wilhelm
Conrad Rontgen.

The first nuclear particle detectors (X-ray films) were thus extremely
simple. Also the zinc-sulfide scintillators in use at the beginning of the
last century were very primitive. Studies of scattering processes — e.g. of
« particles — required tedious and tiresome optical registration of scintil-
lation light with the human eye. In this context, it is interesting to note
that Sir William Crookes experimenting in 1903 in total darkness with
a very expensive radioactive material, radium bromide, first saw flashes
of light emitted from the radium salt. He had accidentally spilled a small
quantity of this expensive material on a thin layer of activated zinc sulfide
(ZnS). To make sure he had recovered every single speck of it, he used
a magnifying glass when he noticed emissions of light occurring around
each tiny grain of the radioactive material. This phenomenon was caused
by individual « particles emitted from the radium compound, striking the
activated zinc sulfide. The flashes of light were due to individual photons
caused by the interaction of « particles in the zinc-sulfide screen. A par-
ticle detector based on this effect, the spinthariscope, is still in use today
for demonstration experiments [1].

XX
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Scintillations in the form of ‘northern lights’ (aurora borealis) had
already been observed since long. As early as in 1733 this phenomenon was
correctly interpreted as being due to radiation from the Sun (Jean-Jacques
D’Ortous De Mairan). Without knowing anything about elementary par-
ticles, the atmosphere was realised to be a detector for solar electrons,
protons and « particles. Also, already about 50 years before the dis-
covery of Cherenkov radiation, Heaviside (1892) showed that charged
particles moving faster than light emit an electromagnetic radiation at
a certain angle with respect to the particle direction [2]. Lord Kelvin,
too, maintained as early as 1901 that the emission of particles was pos-
sible at a speed greater than that of light [3, 4]. At the beginning of
the twentieth century, in 1919, Madame Curie noticed a faint light emit-
ted from concentrated solutions of radium in water thereby operating
unknowingly the first Cherenkov detector. Similarly, Cherenkov radiation
in water-cooled reactors or high-intensity radiation sources is fascinat-
ing, and sometimes extremely dangerous (e.g. in the Tokaimura nuclear
reactor accident) to observe. The human eye can also act as Cherenkov
detector, as the light flashes experienced by astronauts during their space
mission with eyes closed have shown. These light emissions are caused
by energetic primary cosmic rays passing through the vitreous body of
the eye.

In the course of time the measurement methods have been greatly
refined. Today, it is generally insufficient only to detect particles and
radiation. One wants to identify their nature, i.e., one would like to
know whether one is dealing, for example, with electrons, muons, pions
or energetic v rays. On top of that, an accurate energy and momentum
measurement is often required. For the majority of applications an exact
knowledge of the spatial coordinates of particle trajectories is of interest.
From this information particle tracks can be reconstructed by means of
optical (e.g. in spark chambers, streamer chambers, bubble and cloud
chambers) or electronic (in multiwire proportional or drift chambers,
micropattern or silicon pixel detectors) detection.

The trend of particle detection has shifted in the course of time from
optical measurement to purely electronic means. In this development
ever higher resolutions, e.g. of time (picoseconds), spatial reconstruction
(micrometres), and energy resolutions (eV for «y rays) have been achieved.
Early optical detectors, like cloud chambers, only allowed rates of one
event per minute, while modern devices, like fast organic scintillators,
can process data rates in the GHz regime. With GHz rates also new prob-
lems arise and questions of radiation hardness and ageing of detectors
become an issue.

With such high data rates the electronic processing of signals from
particle detectors plays an increasingly important role. Also the storage
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of data on magnetic disks or tapes and computer-aided preselection of
data is already an integral part of complex detection systems.

Originally, particle detectors were used in cosmic rays and nuclear
and particle physics. Meanwhile, these devices have found applications in
medicine, biology, environmental science, oil exploration, civil engineer-
ing, archaeology, homeland security and arts, to name a few. While the
most sophisticated detectors are still developed for particle physics and
astroparticles, practical applications often require robust devices which
also function in harsh environments.

Particle detectors have contributed significantly to the advancement of
science. New detection techniques like cloud chambers, bubble chambers,
multiwire proportional and drift chambers, and micropattern detectors
allowed essential discoveries. The development of new techniques in this
field was also recognised by a number of Nobel Prizes (C.T.R. Wilson,
cloud chamber, 1927; P. Cherenkov, I. Frank, I. Tamm, Cherenkov effect,
1958; D. Glaser, bubble chamber, 1960; L. Alvarez, bubble-chamber anal-
ysis, 1968; G. Charpak, multiwire proportional chamber, 1992; R. Davis,
M. Koshiba, neutrino detection, 2002).

In this book the chapters are ordered according to the object or type
of measurement. However, most detectors are highlighted several times.
First, their general properties are given, while in other places specific
features, relevant to the dedicated subject described in special chapters,
are discussed. The ordering principle is not necessarily unique because
solid-state detectors, for example, in nuclear physics are used to make
very precise energy measurements, but as solid-state strip or pixel detec-
tors in elementary particle physics they are used for accurate track
reconstruction.

The application of particle detectors in nuclear physics, elementary par-
ticle physics, in the physics of cosmic rays, astronomy, astrophysics and
astroparticle physics as well as in biology and medicine or other applied
fields are weighted in this book in a different manner. The main object
of this presentation is the application of particle detectors in elementary
particle physics with particular emphasis on modern fast high-resolution
detector systems. This also includes astroparticle physics applications and
techniques from the field of cosmic rays because these activities are very
close to particle physics.
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1

Interactions of particles and radiation
with matter

When the intervals, passages, connections, weights, impulses, collisions,
movement, order, and position of the atoms interchange, so also must
the things formed by them change.

Lucretius

Particles and radiation can be detected only through their interactions
with matter. There are specific interactions for charged particles which
are different from those of neutral particles, e.g. of photons. One can say
that every interaction process can be used as a basis for a detector concept.
The variety of these processes is quite rich and, as a consequence, a large
number of detection devices for particles and radiation exist. In addition,
for one and the same particle, different interaction processes at different
energies may be relevant.

In this chapter, the main interaction mechanisms will be presented in
a comprehensive fashion. Special effects will be dealt with when the indi-
vidual detectors are being presented. The interaction processes and their
cross sections will not be derived from basic principles but are presented
only in their results, as they are used for particle detectors.

The main interactions of charged particles with matter are ionisation
and excitation. For relativistic particles, bremsstrahlung energy losses must
also be considered. Neutral particles must produce charged particles in
an interaction that are then detected via their characteristic interaction
processes. In the case of photons, these processes are the photoelectric
effect, Compton scattering and pair production of electrons. The elec-
trons produced in these photon interactions can be observed through their
ionisation in the sensitive volume of the detector.
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1.1 Interactions of charged particles

Charged particles passing through matter lose kinetic energy by excitation
of bound electrons and by ionisation. Excitation processes like

e~ +atom —atom™ + e~ (1.1)
— atom + 7y

lead to low-energy photons and are therefore useful for particle detectors
which can record this luminescence. Of greater importance are pure scat-
tering processes in which incident particles transfer a certain amount of
their energy to atomic electrons so that they are liberated from the atom.

The maxzimum transferable kinetic energy to an electron depends on
the mass mg and the momentum of the incident particle. Given the
momentum of the incident particle

p =ymofc (1.2)

where 7 is the Lorentz factor (= E/mgc?), fc = v the velocity, and mg the
rest mass, the maximum energy that may be transferred to an electron
(mass m.) is given by [1] (see also Problem 1.6)

Emax o 2m6626272 o 2m€p2
Ko 2yme fmo + (me/mo)2 T mE 4+ m2 +2m E/c?

(1.3)

In this case, it makes sense to give the kinetic energy, rather than
total energy, since the electron is already there and does not have to
be produced. The kinetic energy FEii, is related to the total energy F

according to
Ekin =F — m002 = C\/]TWL%C2 — m002 . (14)

For low energies
2yme/mo < 1 (1.5)

and under the assumption that the incident particles are heavier than
electrons (mg > m.) Eq. (1.3) can be approximated by

ER x5 2m 25742 . (1.6)
A particle (e.g. a muon, m,c* = 106 MeV) with a Lorentz factor of v =

E/mgc? = 10 corresponding to E = 1.06 GeV can transfer approximately
100 MeV to an electron (mass m.c? = 0.511 MeV).
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If one neglects the quadratic term in the denominator of Eq. (1.3),
(me/mg)? < 1, which is a good assumption for all incident particles
except for electrons, it follows that

2

p
B2 = . 1.7
kin Yo n m(Q)/Qme ( )

For relativistic particles Fy, ~ E and pc = E holds. Consequently, the
maximum transferable energy is

E2
EmeX 1.8
E+ m%cz/Qme ( )
which for muons gives
E2
Pt = — 1.9
E+11GeV (1.9)

In the extreme relativistic case (E > mac?/ 2me), the total energy can
be transferred to the electron.

If the incident particle is an electron, these approximations are no longer
valid. In this case, one gets, compare Eq. (1.3),
Y :

Ermax - — E—m.? | 1.10
kin me + E/c? E +m,c? fhec ( )

which is also expected in classical non-relativistic kinematics for particles
of equal mass for a central collision.

1.1.1 FEnergy loss by ionisation and excitation

The treatment of the maximum transferable energy has already shown
that incident electrons, in contrast to heavy particles (mg > m.), play a
special role. Therefore, to begin with, we give the energy loss for ‘heavy’
particles. Following Bethe and Bloch [2-8]*, the average energy loss dF
per length dx is given by

dE Z 1 2m .22 3 )
——— =A4aNar*m 2 S — (In T 32— 1.11
dz ™ AremczAﬂ2<n I B 5 ) ( )

* For the following considerations and formulae, not only the original literature but also
secondary literature was used, mainly [1, 4-12] and references therein.
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4 1 Interactions of particles and radiation with matter
where

z — charge of the incident particle in units of the elementary charge
Z, A — atomic number and atomic weight of the absorber

me — electron mass

1
Ameg

. . 2 . . . .
re — classical electron radius (r. = - 5 with g9 — permittivity

of free space)

Na — Avogadro number (= number of atoms per gram atom) = 6.022-
10%% mol ™!

I — mean excitation energy, characteristic of the absorber material,
which can be approximated by

I1=16 Z°%eV for Z >1 .

To a certain extent, I also depends on the molecular state of
the absorber atoms, e.g. I = 15eV for atomic and 19.2eV for
molecular hydrogen. For liquid hydrogen, I is 21.8eV.

0 — is a parameter which describes how much the extended trans-
verse electric field of incident relativistic particles is screened
by the charge density of the atomic electrons. In this way,
the energy loss is reduced (density effect, ‘Fermi plateau’ of
the energy loss). As already indicated by the name, this den-
sity effect is important in dense absorber materials. For gases
under normal pressure and for not too high energies, it can be
neglected.

For energetic particles, § can be approximated by

0=2Iny+ ¢,
where ( is a material-dependent constant.
Various approximations for  and material dependences for

parameters, which describe the density effect, are discussed
extensively in the literature [9]. At very high energies

§/2 = Wn(hwy/I) +1n By —1/2

where hw, = \/47rNcr3m.c?/a = 28.8/0(Z/A)eV is the

plasma energy (¢in g/cm?), N, the electron density, and « the
fine-structure constant.
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A useful constant appearing in Eq. (1.11) is

M
4w Nar2moc = 0.3071 eV (1.12)
¢ g/cm?

In the logarithmic term of Eq. (1.11), the quantity 2m.c?v23? occurs in
the numerator, which, according to Eq. (1.6), is identical to the maximum
transferable energy. The average energy of electrons produced in the ion-
isation process in gases equals approximately the ionisation energy [2, 3].

If one uses the approximation for the maximum transferable energy,
Eq. (1.6), and the shorthand

Z 1
Kk = 2T NaT2mc?2? - 1 (1.13)
the Bethe—Bloch formula can be written as
dE Emex )
T 9k In=kin 32 7). 1.14
dz " < n=ph 2> (1.14)

The energy loss —dE/dx is usually given in units of MeV /(g/cm?). The
length unit dz (in g/cm?) is commonly used, because the energy loss per
area density

dz =p-ds (1.15)

with ¢ density (in g/cm?) and ds length (in cm) is largely independent of
the properties of the material. This length unit d consequently gives the
area density of the material.

Equation (1.11) represents only an approximation for the energy loss
of charged particles by ionisation and excitation in matter which is, how-
ever, precise at the level of a few per cent up to energies of several hundred
GeV. However, Eq. (1.11) cannot be used for slow particles, i.e., for parti-

cles which move with velocities which are comparable to those of atomic

62

4meghc :
fine-structure constant) the energy loss is proportional to 3. The energy

loss of slow protons, e.g. in silicon, can be described by [10-12]

electrons or slower. For these velocities (az > 8 > 1073, a =

dE GeV
——— =6128 —— 21073 . 1.1
o 6 ﬂg/cmz’ B<5-10 (1.16)

Equation (1.11) is valid for all velocities

B> az . (1.17)
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Table 1.1.  Awerage energy loss of minimum-ionising particles in various mate-
rials [10-12]; gases for standard pressure and temperature

Absorber % min [ gl\//lcen\fz] % min [Nc[fnv]
Hydrogen (Hz) 4.10 0.37-1073
Helium 1.94 0.35-1073
Lithium 1.64 0.87
Beryllium 1.59 2.94
Carbon (Graphite) 1.75 3.96
Nitrogen 1.82 2.28 1073
Oxygen 1.80 2.57-1073
Air 1.82 2.35-1073
Carbon dioxide 1.82 3.60-1073
Neon 1.73 1.56 - 1073
Aluminium 1.62 4.37
Silicon 1.66 3.87
Argon 1.52 2.71-1073
Titanium 1.48 6.72
Iron 1.45 11.41
Copper 1.40 12.54
Germanium 1.37 7.29
Tin 1.26 9.21
Xenon 1.25 7.32-1073
Tungsten 1.15 22.20
Platinum 1.13 24.24
Lead 1.13 12.83
Uranium 1.09 20.66
Water 1.99 1.99
Lucite 1.95 2.30
Shielding concrete 1.70 4.25
Quartz (SiOq) 1.70 3.74

Given this condition, the energy loss decreases like 1/3? in the low-energy
domain and reaches a broad minimum of ionisation near gy ~ 4. Rela-
tivistic particles (8 = 1), which have an energy loss corresponding to this
minimum, are called minimum-ionising particles (MIPs). In light absorber
materials, where the ratio Z/A ~ 0.5, the energy loss of minimum-ionising
particles can be roughly represented by

CAER g MeV (1.18)
min g/cm
In Table 1.1, the energy losses of minimum-ionising particles in different
materials are given; for further values, see [10-12].
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The energy loss increases again for v > 4 (logarithmic rise or relativistic
rise) because of the logarithmic term in the bracket of Eq. (1.11). The
increase follows approximately a dependence like 21n~.

The decrease of the energy loss at the ionisation minimum with increas-
ing atomic number of the absorber originates mainly from the Z/A term
in Eq. (1.11). A large fraction of the logarithmic rise relates to large
energy transfers to few electrons in the medium (6 rays or knock-on elec-
trons). Because of the density effect, the logarithmic rise of the energy
loss saturates at high energies.

For heavy projectiles (e.g. like copper nuclei), the energy loss of slow
particles is modified because, while being slowed down, electrons get
attached to the incident nuclei, thereby decreasing their effective charge.

The energy loss by ionisation and excitation for muons in iron is shown
in Fig. 1.1 [10, 11, 13].

The energy loss according to Eq. (1.11) describes only energy losses
due to ionisation and excitation. At high energies, radiation losses become
more and more important (see Sect. 1.1.5).

Figure 1.2 shows the ionisation energy loss for electrons, muons, pions,
protons, deuterons and « particles in air [14].

Equation (1.11) gives only the average energy loss of charged particles
by ionisation and excitation. For thin absorbers (in the sense of Eq. (1.15),
average energy loss (AFE) < Fyax), in particular, strong fluctuations
around the average energy loss exist. The energy-loss distribution for thin
absorbers is strongly asymmetric [2, 3].

15
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& muons in iron
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Fig. 1.1. Energy loss by ionisation and excitation for muons in iron and its
dependence on the muon momentum.
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Fig. 1.2. Energy loss for electrons, muons, pions, protons, deuterons and «
particles in air [14].

This behaviour can be parametrised by a Landau distribution. The
Landau distribution is described by the inverse Laplace transform of
the function s® [15-18]. A reasonable approximation of the Landau
distribution is given by [19-21]

L(\) = —— -exp [—;(/\ + e_’\)} , (1.19)

where \ characterises the deviation from the most probable energy loss,

o \%%
- AE(SAE , (1.20)

AE — actual energy loss in a layer of thickness z,
AEY — most probable energy loss in a layer of thickness x,

Z 1
€ = 2rNarim c?2? 1 [32 — 0T = KOX (1.21)

(0 — density in g/cm?, z — absorber thickness in cm).

The general formula for the most probable energy loss is [12]

AEW —¢ [m <2m 617252) + m% 10282688y . (1.22)
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For example, for argon and electrons of energies up to 3.54 MeV from a
106Rh source the most probable energy loss is [19]

2,232
AEV —¢ [m <W§> — 3+ 0.423] . (1.23)
The most probable energy loss for minimum-ionising particles (Bvy = 4)
in 1cm argon is AEW = 1.2keV, which is significantly smaller than the
average energy loss of 2.71keV [2, 3, 19, 22]. Figure 1.3 shows the energy-
loss distribution of 3 GeV electrons in a thin-gap drift chamber filled with
Ar/CHy (80:20) [23].

Experimentally, one finds that the actual energy-loss distribution is
frequently broader than represented by the Landau distribution.

For thick absorber layers, the tail of the Landau distribution origi-
nating from high energy transfers, however, is reduced [24]. For very
thick absorbers (% ST > 2m602ﬁ2'}/2), the energy-loss distribution can
be approximated by a Gaussian distribution.

The energy loss dE/dz in a compound of various elements i is given by

dE dE
=2l

, (1.24)

%

tal 3 GeV electrons
400 pedesta

350
300

250 Landau-distributed energy loss

200 /

150

number of events

100
50

0 1 2 3 4 5
energy loss [keV/cm]

Fig. 1.3.  Energy-loss distribution of 3 GeV electrons in a thin-gap drift chamber
filled with Ar/CH4 (80:20) [23].
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where f; is the mass fraction of the ith element and % ;» the average
energy loss in this element. Corrections to this relation because of the
dependence of the ionisation constant on the molecular structure can be
safely neglected.

The energy transfers to ionisation electrons can be so large that these
electrons can cause further ionisation. These electrons are called 0 rays or
knock-on electrons. The energy spectrum of knock-on electrons is given
by [1, 10-12, 25]

dN ¢ F
dEkin Elzin

(1.25)

for I < Eyin < EJSSX.

F' is a spin-dependent factor of order unity, if Ey;, < EN2* [12]. Of
course, the energy spectrum of knock-on electrons falls to zero if the
maximum transferable energy is reached. This kinematic limit also con-
strains the factor F' [1, 25]. The spin dependence of the spectrum of the
knock-on electrons only manifests itself close to the maximum transferable
energy [1, 25].

The strong fluctuations of the energy loss in thin absorber layers are
quite frequently not observed by a detector. Detectors only measure the
energy which is actually deposited in their sensitive volume, and this
energy may not be the same as the energy lost by the particle. For exam-
ple, the energy which is transferred to knock-on electrons may only be
partially deposited in the detector because the knock-on electrons can
leave the sensitive volume of the detector.

Therefore, quite frequently it is of practical interest to consider only
that part of the energy loss with energy transfers F smaller than a given
cut value E.ut. This truncated energy loss is given by [10-12, 26]

2 . 2102 2Ecu
:/{(ln et i; ¢ —52—5> , (1.26)

ar
dx

SEcut

where k is defined by Eq. (1.13). Equation (1.26) is similar, but not iden-
tical, to Eq. (1.11). Distributions of the truncated energy loss do not show
a pronounced Landau tail as the distributions (1.19) for the mean value
(1.11). Because of the density effect — expressed by ¢ in Egs. (1.11) or
(1.26), respectively — the truncated energy loss approaches a constant at
high energies, which is given by the Fermi plateau.

So far, the energy loss by ionisation and excitation has been described
for heavy particles. Electrons as incident particles, however, play a spe-
cial role in the treatment of the energy loss. On the one hand, the total
energy loss of electrons even at low energies (MeV range) is influenced by
bremsstrahlung processes. On the other hand, the ionisation loss requires
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special treatment because the mass of the incident particle and the target
electron is the same.

In this case, one can no longer distinguish between the primary and
secondary electron after the collision. Therefore, the energy-transfer prob-
ability must be interpreted in a different manner. One electron after
the collision receives the energy FEiyi, and the other electron the energy
E—mec? — Eyin (E is the total energy of the incident particle). All possi-
ble cases are considered if one allows the energy transfer to vary between
0 and %(E —mec?) and not up to E — mc?.

This effect can be most clearly seen if in Eq. (1.11) the maximum energy
transfer B2 of Eq. (1.6) is replaced by the corresponding expression for
electrons. For relativistic partlcles the term % (E —m.c?) can be approx-
imated by E/2 = 27m c?. Using z = 1, the ionisation loss of electrons
then can be approximated by

dE 04 1
——— = 4nNpr’m,c <ln (1.27)

Mo c? o*
dx A 62

J— 2_7
21 g

where 6* takes a somewhat different value for electrons compared to
the parameter § appearing in Eq. (1.11). A more precise calculation
considering the specific differences between incident heavy particles and
electrons yields a more exact formula for the energy loss of electrons due
to ionisation and excitation [27],

dF zZ 1 ymec By — 1

——— = 47N, JeaRnp— |

e U Arech e [n \/§I
1 2y — 1 1 /[y—1\°
—(1-p%) - In24 — (+— . 1.2
R “+16(7>] (1.25)

This equation agrees with the general Bethe-Bloch relation (1.11) within
10%-20%. It takes into account the kinematics of electron—electron
collisions and also screening effects.

The treatment of the ionisation loss of positrons is similar to that of
electrons if one considers that these particles are of equal mass, but not
identical charge.

For completeness, we also give the ionisation loss of positrons [28]:

dF 2Z 1 {1 M, czﬂ./

e 47rNAr MeC

da AP NGT,
N 14 10 4
24 [23+7+1+(7+1)2+(v+1)3]} ' (1.29)

Since positrons are antiparticles of electrons, there is, however, an addi-
tional consideration: if positrons come to rest, they will annihilate with
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an electron normally into two photons which are emitted anticollinearly.
Both photons have energies of 511keV in the centre-of-mass system,
corresponding to the rest mass of the electrons. The cross section for
annihilation in flight is given by [28]

Zar? [12 44y 11 3
o(Z,B) =21 | e VR — ) - L2 (1.30)

1| o1 V71

More details about the ionisation process of elementary particles, in
particular, its spin dependence, can be taken from the books of Rossi and
Sitar et al. [1-3].

1.1.2  Channelling

The energy loss of charged particles as described by the Bethe—-Bloch
formula needs to be modified for crystals where the collision partners
are arranged on a regular lattice. By looking into a crystal it becomes
immediately clear that the energy loss along certain crystal directions
will be quite different from that along a non-aligned direction or in an
amorphous substance. The motion along such channelling directions is
governed mainly by coherent scattering on strings and planes of atoms
rather than by the individual scattering off single atoms. This leads to
anomalous energy losses of charged particles in crystalline materials [29].

It is obvious from the crystal structure that charged particles can only
be channelled along a crystal direction if they are moving more or less
parallel to crystal axes. The critical angle necessary for channelling is
small (approx. 0.3° for 8 =~ 0.1) and decreases with energy. For the axial
direction ((111), body diagonal) it can be estimated by

1 [degrees] = 0.307 - [z - Z/(E - d)]°5 (1.31)

where z and Z are the charges of the incident particle and the crystal
atom, FE is the particle’s energy in MeV, and d is the interatomic spacing
in A. ¢ is measured in degrees [30].

For protons (z = 1) passing through a silicon crystal (Z = 14;d =
2.35 A), the critical angle for channelling along the direction-of-body
diagonals becomes

¢ = 13prad/\/E [TeV] . (1.32)

For planar channelling along the face diagonals ((110) axis) in silicon
one gets [29]

¢ = 5urad/\/E[TeV] . (1.33)
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Of course, the channelling process also depends on the charge of the
incident particle.

For a field inside a crystal of silicon atoms along the (110) crystal
direction, one obtains a value of 1.3 - 1019V /cm. This field extends over
macroscopic distances and can be used for the deflection of high-energy
charged particles using bent crystals [30].

Channelled positive particles are kept away from a string of atoms and
consequently suffer a relatively small energy loss. Figure 1.4 shows the
energy-loss spectra for 15 GeV/c protons passing through a 740 um thick
germanium crystal [30]. The energy loss of channelled protons is lower by
about a factor of 2 compared to random directions through the crystal.

1.1.8 lIonisation yield

The average energy loss by ionisation and excitation can be transformed
into a number of electron—ion pairs produced along the track of a charged
particle. One must distinguish between primary ionisation, that is the
number of primarily produced electron—ion pairs, and the total ionisation.
A sufficiently large amount of energy can be transferred to some primarily
produced electrons so that they also can ionise (knock-on electrons). This
secondary ionisation together with the primary ionisation forms the total
ionisation.

The average energy required to form an electron—ion pair (W value)
exceeds the ionisation potential of the gas because, among others, inner
shells of the gas atoms can also be involved in the ionisation process,

15GeV/c p —> 740 pm Ge
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energy loss [keV]

Fig. 1.4. The energy-loss spectra for 15 GeV /¢ protons passing through a 740 pm
thick germanium crystal [30].
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Table 1.2.  Compilation of some properties of gases. Given is the average effec-
tive ionisation potential per electron Iy, the average energy loss W per produced
ion pair, the number of primary (n,), and total (n) produced electron—ion pairs
per cm at standard pressure and temperature for minimum-ionising particles
[10, 11, 31-33]

Gas Density o [g/cm®] Ip [eV] W [eV] np[em™] np [em™!]
H, 8.99-107° 15.4 37 5.2 9.2
He 1.78 - 10~ 24.6 41 5.9 7.8
N, 1.25-1073 15.5 35 10 56
05 1.43-1073 12.2 31 22 73
Ne 9.00-10~4 21.6 36 12 39
Ar 1.78 - 1073 15.8 26 29 94
Kr 3.74-1073 14.0 24 22 192
Xe 5.89-1073 12.1 22 44 307
CO, 1.98 - 1073 13.7 33 34 91
CH, 717104 13.1 28 16 53
C4Hyo 2.67-1073 10.8 23 46 195

and a fraction of the energy of the incident particle can be dissipated by
excitation processes which do not lead to free electrons. The W value of
a material is constant for relativistic particles and increases only slightly
for low velocities of incident particles.

For gases, the W values are around 30eV. They can, however, strongly
depend on impurities in the gas. Table 1.2 shows the W values for
some gases together with the number of primary (n,) and total (nr)
electron—ion pairs produced by minimum-ionising particles (see Table 1.1)
[10, 11, 31-33).

The numerical values for n,, are somewhat uncertain because experi-
mentally it is very difficult to distinguish between primary and secondary
ionisation. The total ionisation (nr) can be computed from the total
energy loss AFE in the detector according to

_ A

e (1.34)

nr

This is only true if the transferred energy is completely deposited in the
sensitive volume of the detector.

In solid-state detectors, charged particles produce electron—hole pairs.
For the production of an electron—hole pair on the average 3.6eV in sili-
con and 2.85eV in germanium are required. This means that the number
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of charge carriers produced in solid-state detectors is much larger com-
pared to the production rate of electron—ion pairs in gases. Therefore, the
statistical fluctuations in the number of produced charge carriers for a
given energy loss is much smaller in solid-state detectors than in gaseous
detectors.

The production of pairs of charge carriers for a given energy loss is
a statistical process. If, on average, N charge-carrier pairs are produced
one would naively expect this number to fluctuate according to Poisson
statistics with an error of v/N. Actually, the fluctuation around the aver-
age value is smaller by a factor v/F depending on the material; this was
demonstrated for the first time by Fano [34]. If one considers the situation
in detail, the origin of the Fano factor is clear. For a given energy deposit,
the number of produced charge carriers is limited by energy conservation.

In the following, a formal justification for the Fano factor will be given
[34, 35]. Let E = Elota be the fixed energy deposited in a detector, e.g.
by an X-ray photon or a stopping « particle. This energy is transferred in
p steps to the detector medium, in general, in unequal portions F, in each
individual ionisation process. For each interaction step, m, electron-ion
pairs are produced. After N steps, the total energy is completely absorbed
(Fig. 1.5).

Let

ml(f) = % be the expected number of ionisations in the step p, and

n®) = % be the average expected number of the totally produced
electron—ion pairs.

The quantity, which will finally describe the energy resolution, is

o*={(n-n)*) , (1.35)

Etotal

energy E

p N
step p of energy absorption

Fig. 1.5. Energy loss in NN discrete steps with energy transfer E, in the pth
step [35].
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where 7 is the average value over many experiments for fixed energy
absorption:
1L
2 4 2
ot =7 Z(nk n)° . (1.36)
k=1
That is, we perform L gedanken experiments, where in experiment k
a total number nj electron—ion pairs is produced. In experiment k the
energy is transferred to the detector medium in Ny steps, where in the
pth interval the number of produced electron—ion pairs is mypy;

nE —n = Mpk — 5 = Mpk — =5 Epk . (137)
p=1 w p=1 w p=1

The second term in the sum constrains the statistical character of the
charge-carrier production rate through energy conservation. Therefore,
one would expect that the fluctuations are smaller compared to an
unconstrained accidental energy-loss process.

The energy E is subdivided consequently into N}, discrete steps each
with energy portion E,. If we introduce

FE
Vpk: = mpk — ka 5 (138)
it follows that
N
nEg —n= Zypk . (139)
p=1

The variance for L experiments is given by

2

) 1 L Ng
o*(n) =1 > > vpn , (1.40)

k=1 p=
\,../ ~—
L experiments per experiment

L Ng L Ng

ZZVW —}—ZZVZ]CI/]}C . (1.41)

k=1 p=1 k=1 i#j

Let us consider the mixed term at first:

L Ny L Ny
7 Z D vivik =+ Z > vk Z Vil — : (1.42)
k 1 i#j I»: 1i=1
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The last term in the bracket of Eq. (1.42) originates from the suppression
of the product v;,v;, for @ = j, which is already contained in the quadratic
terms.

For a given event k the average value

1 k
T=—9 v 1.43
k Nk; ik (1.43)

can be introduced. Using this quantity, one gets

L Ng

i Zzylk’jﬂk = ZNka (Nk¥k — Uk) - (1.44)

k=1 i#j

In this equation the last term v;; has been approximated by the average
value 7. Under these conditions one obtains

L Np L
XS = 1 NN - DR = (VN (145)
k: 1 i#j k=1

if one assumes that N and 7, are uncorrelated, and 7, = 7, if N, is
sufficiently large.

The average value of v, however, vanishes according to Eq. (1.38), conse-
quently the second term in Eq. (1.41) does not contribute. The remaining
first term gives

L N L B B
ZZ ZNkyg:NVQZN-(mp—Ep/W)Q
L= 1p—1 L=

(1.46)

In this case m,, is the actually measured number of electron-ion pairs in
the energy-absorption step p with energy deposit E),.
Remembering that N = =2, leads to

mp’

my — By, /W)?

0'2(77,) — (

™ (1.47)
The variance of n consequently is
o’(n)=F-7m (1.48)
with the Fano factor
A e 7ML (1.49)
my
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Table 1.3. Fano factors for typical detector
materials at 300K [35, 36]

Absorber F
Ar +10% CH4 ~ 0.2
Si 0.12
Ge 0.13
GaAs 0.10
Diamond 0.08

As a consequence, the energy resolution is improved by the factor v F
compared to Poisson fluctuations. However, it must be remembered that
one has to distinguish between the occasional very large fluctuations of
the energy loss (Landau fluctuations) in thin absorber layers and the fluc-
tuation of the number of produced electron—ion pairs for a given fixed
well-defined energy loss. This last case is true for all particles which
deposit their total energy in the sensitive volume of the detector.

Table 1.3 lists some Fano factors for various substances at 300 K [35, 36].
The improvement on the energy resolution can be quite substantial.

1.1.4 Multiple scattering

A charged particle traversing matter will be scattered by the Coulomb
potentials of nuclei and electrons. In contrast to the ionisation energy loss
which is caused by collisions with atomic electrons, multiple-scattering
processes are dominated by deflections in the Coulomb field of nuclei.
This leads to a large number of scattering processes with very low devia-
tions from the original path. The distribution of scattering angles due to
multiple Coulomb scattering is described by Moliére’s theory [10-12, 37].
For small scattering angles it is normally distributed around the average
scattering angle © = 0. Larger scattering angles caused by collisions of
charged particles with nuclei are, however, more frequent than expected
from a Gaussian distribution [38].

The root mean square of the projected scattering-angle distribution is
given by [10-12]

| 13.6M
orroi- —  /167) :?’gcpwz £ 40088 I(e/Xo)] , (150)
0

where p (in MeV/c) is the momentum, (¢ the velocity, and z the
charge of the scattered particle. 2/Xq is the thickness of the scattering
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medium, measured in units of the radiation length (see Sect. 1.1.5)
[1, 39, 40]

A
X, =
O 4aNAZ2r21n(183 Z-1/3)

(1.51)

where Z and A are the atomic number and the atomic weight of the
absorber, respectively.

Equation (1.50) is already an approximation. For most practical appli-
cations Eq. (1.50) can be further approximated for particles with z =

1 by
: 13.6 MeV [ x
P — O ————— [ — . 1.52
e = V07~ S (152)

Equation (1.50) or (1.52) gives the root mean square of the projected
distribution of the scattering angles. Such a projected distribution is, for
example, of interest for detectors, which provide only a two-dimensional
view of an event. The corresponding root mean square deviation for non-
projected scattering angles is increased by factor v/2 so that we have

19.2 MeV T
O ——— [ — . 1.53

1.1.5 Bremsstrahlung

Fast charged particles lose, in addition to their ionisation loss, energy
by interactions with the Coulomb field of the nuclei of the traversed
medium. If the charged particles are decelerated in the Coulomb field
of the nucleus, a fraction of their kinetic energy will be emitted in form
of photons (bremsstrahlung).

The energy loss by bremsstrahlung for high energies can be described

by [1]

dE 72 1 2’ 183
= ~da - Na -2 22 —— ] Eln——7¢ . 1.54
dz ariAT Ty (47T€0 m02> N7 (154)

In this equation

Z, A — are the atomic number and atomic weight of the medium,

z,m, l — are the charge number, mass and energy of the incident
particle.
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The bremsstrahlung energy loss of electrons is given correspondingly by

dE 72, 183

if £>>m.c*/aZl/3.

It should be pointed out that, in contrast to the ionisation energy
loss, Eq. (1.11), the energy loss by bremsstrahlung is proportional to the
energy of the particle and inversely proportional to the mass squared of
the incident particles.

Because of the smallness of the electron mass, bremsstrahlung energy
losses play an especially important role for electrons. For electrons (z =
1, m = m.) Eq. (1.54) or Eq. (1.55), respectively, can be written in the
following fashion:

dE  FE
dz N XO ’
This equation defines the radiation length Xy. An approximation for Xg

has already been given by Eq. (1.51).
The proportionality

(1.56)

Xyt 722 (1.57)

in Eq. (1.51) originates from the interaction of the incident particle with
the Coulomb field of the target nucleus.

Bremsstrahlung, however, is also emitted in interactions of incident par-
ticles with the electrons of the target material. The cross section for this
process follows closely the calculation of the bremsstrahlung energy loss
on the target nucleus, the only difference being that for atomic target
electrons the charge is always equal to unity, and therefore one obtains
an additional contribution to the cross section, which is proportional to
the number of target electrons, that is o< Z. The cross section for brems-
strahlung must be extended by this term [9]. Therefore, the factor Z2 in
Eq. (1.51) must be replaced by Z?+Z = Z(Z+1), which leads to a better
description of the radiation length, accordingly,’

A
"~ 4aNaZ(Z +1)r2In(183 Z-1/3)

Xo {g/cm?} . (1.58)

In addition, one has to consider that the atomic electrons will screen
the Coulomb field of the nucleus to a certain extent. If screening effects

T Units presented in curly brackets just indicate that the numerical result of the formula is
given in the units shown in the brackets, i.e., in this case the radiation length comes out in

g/cm?.
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are taken into account, the radiation length can be approximated by
[10-12]

X, = 716.4 - A[g/mol] ¢/cm? . (159)
Z(Z +1)In(287/V/Z)
The numerical results for the radiation length based on Eq. (1.59) deviate
from those of Eq. (1.51) by a few per cent.
The radiation length X is a property of the material. However, one can
also define a radiation length for incident particles other than electrons.
Because of the proportionality

Xo o< 72 (1.60)

and the relation
1 e?

Amey mec?

Te (1.61)
the ‘radiation length’, however, also has a dependence on the mass of the
incident particle,

Xoocm? . (1.62)

The radiation lengths given in the literature, however, are always meant
for electrons.
Integrating Eq. (1.54) or (1.56), respectively, leads to

E = Eye /X0 (1.63)

This function describes the exponential attenuation of the energy of
charged particles by radiation losses. Note the distinction from the expo-
nential attenuation of the intensity of a photon beam passing through
matter (see Sect. 1.2, Eq. (1.92)).

The radiation length of a mixture of elements or a compound can be
approximated by

1
YLy fil X
where f; are the mass fractions of the components with the radiation
length X§.
Energy losses due to bremsstrahlung are proportional to the energy
while ionisation energy losses beyond the minimum of ionisation are pro-
portional to the logarithm of the energy. The energy, where these two

interaction processes for electrons lead to equal energy losses, is called
the critical energy E,

Xo , (1.64)

https://doi.org/10.1017/9781009401531 Published online by Cambridge University Press


https://doi.org/10.1017/9781009401531

22 1 Interactions of particles and radiation with matter

dE dE
——(E. -
dx( ) d:c(

ionisation

E) . (1.65)

bremsstrahlung

The energy distribution of bremsstrahlung photons follows a 1/E., law
(E, — energy of the emitted photon). The photons are emitted preferen-
tially in the forward direction (6, =~ m.c?/E). In principle, the critical
energy can be calculated from the Eqgs. (1.11) and (1.54) using Eq. (1.65).
Numerical values for the critical energy of electrons are given in the
literature [9-11]. For solids the equation

610 MeV
e = 1.66

Z+1.24 (1.66)
describes the critical energies quite satisfactorily [41]. Similar parametri-
sations for gases, liquids and solids are given in [12]. The critical energy
is related to the radiation length by

dE
— |- Xo= E. . 1.
() x (167

Table 1.4 lists the radiation lengths and critical energies for some mate-
rials [9-12]. The critical energy — as well as the radiation length — scales
as the square of the mass of the incident particles. For muons (m, =
106 MeV /c?) in iron one obtains:

2
E'~ E°- (”“) = 890 GeV . (1.68)

me

1.1.6 Direct electron-pair production

Apart from bremsstrahlung losses, additional energy-loss mechanisms
come into play, particularly at high energies. Electron—positron pairs can
be produced by virtual photons in the Coulomb field of the nuclei. For
high-energy muons this energy-loss mechanism is even more important
than bremsstrahlung losses. The energy loss by trident production (e.g.
like p1+nucleus — p+et +e~ +nucleus) is also proportional to the energy
and can be parametrised by

dE

Bl = bpair(Z, A E) - E 1.69
1 pair ( ) (1.69)

pair pr.
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Table 1.4. Radiation lengths and critical energies for some absorber materi-
als [9-12]. The values for the radiation lengths agree with Eq. (1.59) within a
few per cent. Only the experimental value for helium shows a somewhat larger
deviation. The numerical results for the critical energies of electrons scatter
quite significantly in the literature. The effective values for Z and A of miz-
tures and compounds can be calculated for A by Ay = Zil fiA;, where f;
are the mass fractions of the components with atomic weight A;. Correspond-
ingly, one obtains the effective atomic numbers using Fqs. (1.59) and (1.64).
Neglecting the logarithmic Z dependence in Eq. (1.59), Zqg can be calculated
from Zey - (Zeg + 1) = Ei\il fiZi(Z; + 1), where f; are the mass fractions of
the components with charge numbers Z;. For the practical calculation of an effec-
tive radiation length of a compound one determines first the radiation length of
the contributing components and then determines the effective radiation length
according to Eq. (1.64)

Material Z A X [g/cm?] Xy [cm] E. [MeV]
Hydrogen 1 1.01 61.3 731000 350
Helium 2 4.00 94 530000 250
Lithium 3 6.94 83 156 180
Carbon 6 12.01 43 18.8 90
Nitrogen 7 14.01 38 30500 85
Oxygen 8 16.00 34 24000 75
Aluminium 13 26.98 24 8.9 40
Silicon 14 28.09 22 9.4 39
Iron 26 55.85 13.9 1.76 20.7
Copper 29 63.55 12.9 1.43 18.8
Silver 47 109.9 9.3 0.89 11.9
Tungsten 74 183.9 6.8 0.35 8.0
Lead 82 207.2 6.4 0.56 7.40
Air 7.3 14.4 37 30000 84
Si0O- 11.2 21.7 27 12 57
Water 7.5 14.2 36 36 83

the b(Z, A, E') parameter varies only slowly with energy for high energies.
For 100 GeV muons in iron the energy loss due to direct electron-pair
production can be described by [25, 42, 43]

dE E  MeV
- =3-1076. 1.70
A7 | air pr. MeV g/cm? ’ (1.70)
dE M
ie. — o =03 LVQ . (1.71)
£ pair pr. g/CIIl
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The spectrum of total energy of directly produced electron—positron
pairs at high energy transfers is steeper than the spectrum of bremsstrah-
lung photons. High fractional energy transfers are therefore dominated by
bremsstrahlung processes [25].

1.1.7 FEnergy loss by photonuclear interactions

Charged particles can interact inelastically via virtual gauge particles (in
this case, photons) with nuclei of the absorber material, thereby losing
energy (nuclear interactions).

In the same way as for energy losses through bremsstrahlung or direct
electron-pair production, the energy loss by photonuclear interactions is
proportional to the particle’s energy,

dE

— = Onucl. ZaA7E B 1.72
. bnue. ( ) (1.72)

photonucl.

For 100 GeV muons in iron the energy-loss parameter b is given by
bnucl. = 04- 10_6 g_l cm? [25], i.e.,

_dE
dx

M
— .04 MeV_ (1.73)

2
photonucl. g/cm

This energy loss is important for leptons and negligible for hadrons in
comparison to direct nuclear interactions.

1.1.8 Total energy loss

In contrast to energy losses due to ionisation those by bremsstrahlung,
direct electron-pair production and photonuclear interactions are charac-
terised by large energy transfers with correspondingly large fluctuations.
Therefore, it is somewhat problematic to speak of an average energy
loss for these processes because extremely large fluctuations around this
average value can occur [44, 45].

Nevertheless, the total energy loss of charged particles by the above
mentioned processes can be parametrised by

gl _ _dE dE dE dE
dx total dx ionisation dx brems. dx pair pr. dx photonucl.
= a(Z,AE)+b(Z A E)-E | (1.74)

where a(Z, A, E) describes the energy loss according to Eq. (1.11) and
b(Z, A, E) is the sum over the energy losses due to bremsstrahlung, direct
electron-pair production and photonuclear interactions. The parameters
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Fig. 1.6. Variation of the b parameters with energy for muons in iron. Plotted
are the fractional energy losses by direct electron-pair production (bpair), brems-
strahlung (bprems), and photonuclear interactions (byua), as well as their sum
(btotal) [42]
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Fig. 1.7. Contributions to the energy loss of muons in iron [42].

a and b and their energy dependence for various particles and materials
are given in the literature [46].

Figure 1.6 shows the b parameters and in Fig. 1.7 the various energy-loss
mechanisms for muons in iron in their dependence on the muon energy
are presented [42].

Up to energies of several hundred GeV the energy loss in iron due to
ionisation and excitation is dominant. For energies in excess of several
TeV direct electron-pair production and bremsstrahlung represent the
main energy-loss processes. Photonuclear interactions contribute only at
the 10% level. Since the energy loss due to these processes is proportional
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to the muon’s energy, this opens up the possibility of muon calorimetry
by means of energy-loss sampling [47].

The dominance of the energy-proportional interaction processes over
ionisation and excitation depends, of course, on the target material. For
uranium this transition starts around several 100 GeV, while in hydro-
gen bremsstrahlung and direct electron-pair production prevail only at
energies in excess of 10 TeV.

1.1.9 Energy-range relations for charged particles

Because of the different energy-loss mechanisms, it is nearly impossible
to give a simple representation of the range of charged particles in mat-
ter. The definition of a range is in any case complicated because of the
fluctuations of the energy loss by catastrophic energy-loss processes, i.e.
by interactions with high energy transfers, and because of the multiple
Coulomb scattering in the material, all of which lead to substantial range
straggling. In the following, therefore, some empirical formulae are given,
which are valid for certain particle species in fixed energy ranges.
Generally speaking, the range can be calculated from:

moc® (R
_ , 1.
R [E dE/dz (L.75)

However, since the energy loss is a complicated function of the energy, in
most cases approximations of this integral are used. For the determination
of the range of low-energy particles, in particular, the difference between
the total energy F and the kinetic energy Fy;, must be taken into account,
because only the kinetic energy can be transferred to the material.

For « particles with kinetic energies between 2.5 MeV < Fy;, < 20 MeV
the range in air (15°C, 760 Torr) can be described by [48]

R = 0.31(Eyin/MeV)* 2 cm . (1.76)
For rough estimates of the range of a particles in other materials one can
use
A 1
Ro=32- 10—4M - Rair {em} (1.77)
o/(gem=?)

(A atomic weight) [48]. The range of « particles in air is shown in Fig. 1.8.
For protons with kinetic energies between 0.6 MeV < Fij, < 20MeV
the range in air [48] can be approximated by

By 1.8
=100 [ —=2 : L.
R, =100 (9.3 MeV) cm (1.78)
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Fig. 1.8. Range of « particles in air [48].
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Fig. 1.9. Absorption of electrons in aluminium [49, 50].

The range of low-energy electrons (0.5MeV < FEi, < 5MeV) in
aluminium is described [48] by

R. = 0.526 (Eyin/MeV — 0.094) g/cm? . (1.79)

Figure 1.9 shows the absorption of electrons in aluminium [49, 50]. Plotted
is the fraction of electrons (with the energy Fiiy ), which penetrate through
a certain absorber thickness.

This figure shows the difficulty in the definition of a range of a particle
due to the pronounced range straggling, in this case mainly due to the fact
that electrons will experience multiple scattering and will bremsstrahl in
the absorber. For particles heavier than the electron the range is much
better defined due to the reduced effect of multiple scattering ((©?) o
1/p). The extrapolation of the linear part of the curves shown in Fig. 1.9
to the intersection with the abscissa defines the practical range [50]. The
range of electrons defined in this way is shown in Fig. 1.10 for various
absorbers [50].

For higher energies the range of muons, pions and protons can be taken
from Fig. 1.11 [12].
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Fig. 1.10. Practical range of electrons in various materials [50].

The range of high-energy muons can be obtained by integrating
Eq. (1.75), using Eqs. (1.74) and (1.11), and neglecting the logarithmic
term in Eq. (1.11). This leads to

1 b
R,(E,) = 3 In <1 + aE“> . (1.80)
For 1 TeV muons in iron Eq. (1.80) yields

R, (1TeV) = 265m . (1.81)

A numerical integration for the range of muons in rock (standard rock
with Z = 11, A = 22) yields for E, > 10 GeV [51]

1 b InE,,— 7894
R,(E,) = [b In(1 + aEM)] (0'96M> (1.82)
H,n .

with a = 2.2 7¢%, b = 44-10°g " em® and E,, = E,/MeV. This

energy-range dependence of muons in rock is shown in Fig. 1.12.

1.1.10 Synchrotron-radiation losses

There are further energy-loss processes of charged particles like Cherenkov
radiation, transition radiation and synchrotron radiation. Cherenkov radi-
ation and transition radiation will be discussed in those chapters where
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Fig. 1.12. Range of muons in rock [51].
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Cherenkov detectors and transition-radiation detectors are described.
Synchrotron-radiation losses are of general importance for charged-
particle detection and acceleration, therefore a brief account on their
essentials is given here.

Any charged particle accelerated in a straight line or on a curved
path will emit electromagnetic radiation. This energy loss is particularly
important for electrons deflected in a magnetic field.

The radiated power from an accelerated electron can be worked out
from classical electrodynamics,

1 2e%
P = 47{'5‘0@(1 N (183)

where a is the acceleration. For the general case one has to consider
relativistic effects. From

Ldp

= 1.84
@ mo dr ( )
and the proper time 7 = ¢/ one gets
1 d(ymgv) o dv 5 v
_ . L N2 2 1.85
“ mo " dt i dt 7 r ( )

for an acceleration on a circle of radius 7 (v?/r is the centrifugal
acceleration).
This gives [40, 52]

1 2¢e? 41)4 1, o
N 7 1.86
4deg 3c3 7 r2 677506 Cr2 ( )

for relativistic particles with v & c. For electrons one gets

e’c E\* 1 E* [GeV?]
= c— =4.22-10° ——-— GeV/s . 1.87
6meo <m662> r? 72 [m?] ev/s (1.87)
The energy loss per turn in a circular accelerator is
9 2 .4 E4 4
AE=P. T 0 ges10 OV Gy (1ss)
c 3eo T r [m]
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For the Large Electron—Positron collider LEP at CERN with a bending
radius in the dipoles of 3100 m one obtains for a beam energy of 100 GeV

AFE = 2.85GeV per turn (1.89)

while for the Large Hadron Collider LHC for proton beam energies of
7TeV in the LEP tunnel one has

GeV =6-10"%GeV = 6keV .
(1.90)

The emitted synchrotron photons have a broad energy spectrum with a
characteristic (critical) energy of

4 g 4
AE =885-107° - (me> M

Mp 7 [m]

Ee =y . (1.91)

They are emitted into a forward cone with opening angle o % In partic-
ular, for electron accelerators the synchrotron-radiation loss is a severe
problem for high-energy electrons. Therefore, electron accelerators for
E > 100 GeV have to be linear instead of circular.

On the other hand, the synchrotron radiation from circular electron
machines is used for other fields of physics like solid state or atomic
physics, biophysics or medical physics. Here the high brilliance of these
machines, often augmented by extra bending magnets (undulators and
wigglers) provides excellent opportunities for structure analysis of a
large variety of samples. Also the dynamical behaviour of fast biological

processes can be investigated.

1.2 Interactions of photons

Photons are detected indirectly via interactions in the medium of the
detector. In these processes charged particles are produced which are
recorded through their subsequent ionisation in the sensitive volume of
the detector. Interactions of photons are fundamentally different from ion-
isation processes of charged particles because in every photon interaction,
the photon is either completely absorbed (photoelectric effect, pair pro-
duction) or scattered through a relatively large angle (Compton effect).
Since the absorption or scattering is a statistical process, it is impossible
to define a range for + rays. A photon beam is attenuated exponentially
in matter according to

IT=Iye " . (1.92)
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The mass attenuation coefficient  is related to the cross sections for the
various interaction processes of photons according to

Na

where o; is the atomic cross section for the process i, A the atomic weight
and N the Avogadro number.

The mass attenuation coefficient (according to Eq. (1.93) given
per g/cm?) depends strongly on the photon energy. For low energies
(100keV > E., > ionisation energy) the photoelectric effect dominates,

v+ atom — atom™ +e” . (1.94)

In the range of medium energies (£, ~ 1 MeV) the Compton effect, which
is the scattering of photons off quasi-free atomic electrons,

y+e = y+e (1.95)

has the largest cross section, and at higher energies (£, > 1MeV) the
cross section for pair production dominates,

v+ nucleus — e + e~ + nucleus . (1.96)

The length z in Eq. (1.92) is an area density with the unit g/cm?. If
the length is measured in cm, the mass attenuation coefficient p must be
divided by the density o of the material.

1.2.1 Photoelectric effect

Atomic electrons can absorb the energy of a photon completely, while —
because of momentum conservation — this is not possible for free electrons.
The absorption of a photon by an atomic electron requires a third colli-
sion partner which in this case is the atomic nucleus. The cross section
for absorption of a photon of energy F, in the K shell is particularly
large (=~ 80% of the total cross section), because of the proximity of
the third collision partner, the atomic nucleus, which takes the recoil
momentum. The total photoelectric cross section in the non-relativistic
range away from the absorption edges is given in the non-relativistic Born
approzimation by [53]

32\ '/?
affhoto = (7> ot 75 . 0%, {cm?/atom} | (1.97)
€
where ¢ = E.,/m.c® is the reduced photon energy and o%, = %WTE =

6.65 - 10725 cm? is the Thomson cross section for elastic scattering of
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photons on electrons. Close to the absorption edges, the energy depen-
dence of the cross section is modified by a function f (EW,ESnge). For
higher energies (¢ > 1) the energy dependence of the cross section for the
photoelectric effect is much less pronounced,

1
affhoto =4rr2Z%a* - (1.98)

In Egs. (1.97) and (1.98) the Z dependence of the cross section is approx-
imated by Z°. This indicates that the photon does not interact with an
isolated atomic electron. Z-dependent corrections, however, cause ophoto
to be a more complicated function of Z. In the energy range between
0.1MeV < E, <5MeV the exponent of Z varies between 4 and 5.

As a consequence of the photoelectric effect in an inner shell (e.g. of
the K shell) the following secondary effects may occur. If the free place,
e.g. in the K shell, is filled by an electron from a higher shell, the energy
difference between those two shells can be liberated in the form of X rays
of characteristic energy. The energy of characteristic X rays is given by
Moseley’s law,

E=Ry(Z-1)>3 (;2 - ﬂ;) , (1.99)

where Ry ( = 13.6eV) is Rydberg’s constant and n and m are the principal
quantum numbers characterising the atomic shells. For a level transition
from the L shell (m = 2) to the K shell (n = 1) one gets

E(K,) = %Ry (Z-1)2. (1.100)

However, this energy difference can also be transferred to an electron
of the same atom. If this energy is larger than the binding energy of
the shell in question, a further electron can leave the atom (Auger effect,
Auger electron). The energy of these Auger electrons is usually quite small
compared to the energy of the primary photoelectrons.

If the photoionisation occurs in the K shell (binding energy Bk), and
if the hole in the K shell is filled up by an electron from the L shell
(binding energy Br,), the excitation energy of the atom (Bk — By,) can be
transferred to an L electron. If Bx — By, > By, the L electron can leave
the atomic shell with an energy Bk — 2By, as an Auger electron.

1.2.2  Compton effect

The Compton effect is the scattering of photons off quasi-free atomic elec-
trons. In the treatment of this interaction process, the binding energy of
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Fig. 1.13. Definition of kinematic variables in Compton scattering.

the atomic electrons is neglected. The differential probability of Comp-
ton scattering ¢.(E,, E!)dE! for mec? /2 < E! < E, is given by the

Klein—Nishina formula
EN? B
1+ (E:) - E—::sm2 97] ,
(1.101)

where 6, is the scattering angle of the photon in the laboratory system (see
Fig. 1.13) and E,, E'/v are the energies of the incident and scattered photon
[54, 55]. The total cross section for Compton scattering per electron is

o NAZ mec? dE
A B, B

de(B,, L) dE! = mr

given by [55]
I+e\ (2(1+e) 1 1
e __ 2
ol =2mr: K = ) { T2 61n(1+2€)} + Eln(l—i-%)
1
— di;] {ecm?/electron} | (1.102)
where
Ly

= . 1.103
c meC? ( )

The angular and energy distributions of Compton electrons are discussed
in great detail in R.D. Evans [56] and G. Hertz [48]. For the energy
spectrum of Compton electrons one gets

dof  dog¢  2m (146)2 —c2cos26, | (1.104)
dBgn, A2 e2mec? [(1+¢€)2 —e(2+¢)cos?b.| '
where
do¢ 12 (E] 2 E, E| )
s=S\=) |& -7 —sin"0,| . 1.1
a2~ 2 <E7> [EL/ B, " ”] (1.105)
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For Compton scattering off atoms the cross section is increased by the fac-

tor Z, because there are exactly Z electrons as possible scattering partners

in an atom; consequently g2t™i¢ = 7. g€,

At high energies the energy dependence of the Compton-scattering cross
section can be approximated by [57]

1
o° o % . (1.106)

The ratio of scattered to incident photon energy is given by

3

/

1
= . 1.1
E, 1+¢&(1—cosby) (1.107)

For backscattering (6, = m) the energy transfer to the electron reaches
a maximum value, leading to a ratio of scattered to incident photon
energy of

CO

E, 142

The scattering angle of the electron with respect to the direction of the
incident photon can be obtained from (see Problem 1.5)

(1.108)

0
cot ., = (1 +¢)tan ?” . (1.109)

Because of momentum conservation the scattering angle of the electron,
0., can never exceed /2.

In Compton-scattering processes only a fraction of the photon energy
is transferred to the electron. Therefore, one defines an energy scattering
cross section
_E

Ocs = -0 (1.110)

E, ¢

and subsequently an energy-absorption cross section
Oca = 05 — Ocs - (1.111)

The latter is relevant for absorption processes and is related to the prob-

ability that an energy Fiiy, = E, — E; is transferred to the target

electron.

In passing, it should be mentioned that in addition to the normal Comp-
ton scattering of photons on target electrons at rest, inverse Compton
scattering also exists. In this case, an energetic electron collides with a
low-energy photon and transfers a fraction of its kinetic energy to the
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photon which is blueshifted to higher frequencies. This inverse Compton-
scattering process plays an important role, e.g. in astrophysics. Starlight
photons (eV range) can be shifted in this way by collisions with energetic
electrons into the X-ray (keV) or gamma (MeV) range. Laser photons
backscattered from high-energy electron beams also provide energetic
beams which are used in accelerator experiments [58].

Naturally, Compton scattering does not only occur with electrons, but
also for other charged particles. For the measurement of photons in par-
ticle detectors, however, Compton scattering off atomic electrons is of
special importance.

1.2.3  Pair production

The production of electron—positron pairs in the Coulomb field of a
nucleus is only possible if the photon energy exceeds a certain threshold.
This threshold energy is given by the rest masses of two electrons plus
the recoil energy which is transferred to the nucleus. From energy and
momentum conservation, this threshold energy can be calculated to be

2
B, > 2mec? +2— e 2 (1.112)

Mnpucleus

Since Myucleus = Me, the effective threshold can be approximated by
E,>2m.c* . (1.113)

If, however, the electron—positron pair production proceeds in the
Coulomb field of an electron, the threshold energy is

E, > dm.c* . (1.114)

Electron—positron pair production in the Coulomb field of an electron is,
however, strongly suppressed compared to pair production in the Coulomb
field of the nucleus.

In the case that the nuclear charge is not screened by atomic electrons,
(for low energies the photon must come relatively close to the nucleus to
make pair production probable, which means that the photon sees only
the ‘naked’ nucleus),

1
the pair-production cross section is given by [1]
7 109
Opair = dar2Z? (9 In2e — 54) {cm?/atom} ; (1.116)

https://doi.org/10.1017/9781009401531 Published online by Cambridge University Press


https://doi.org/10.1017/9781009401531

1.2 Interactions of photons 37

for complete screening of the nuclear charge, however, (5 > ﬁ) 1]

Opair = 4ar?Z? <g§ ln% - 514> {cm?/atom} . (1.117)
(At high energies pair production can also proceed at relatively large
impact parameters of the photon with a respect to the nucleus. But in
this case the screening of the nuclear charge by the atomic electrons must
be taken into account.)

For large photon energies, the pair-production cross section approaches
an energy-independent value which is given by Eq. (1.117). Neglecting
the small term i in the bracket of this equation, this asymptotic value
is given by

183
71/3

A 1
Ny Xo'

Opair & ! 4o 2 Z%1n ~ . (1.118)
9 9
see Eq. (1.51).

The partition of the energy between the produced electrons and
positrons is uniform at low and medium energies and becomes slightly
asymmetric at large energies. The differential cross section for the cre-
ation of a positron of total energy between E, and E. + dE, with an

electron of total energy F_ is given by [53]

2

dopair ars 9 9
dEp+ = B, — 2my® -Z%- f(e,Z) {cm”/(MeV -atom)} .  (1.119)

f(e,Z) is a dimensionless, non-trivial function of ¢ and Z. The trivial
Z? dependence of the cross section is, of course, already considered in
a factor separated from f(e, 7). Therefore, f(e, Z) depends only weakly
(logarithmically) on the atomic number of the absorber, see Eq. (1.117).
f(g, Z) varies with Z only by few per cent [14]. The dependence of this
function on the energy-partition parameter

2 kin
By —m.* EY

T = = —
_ 2 kin
E, —2m.c Ep .

(1.120)

for average Z values is shown in Fig. 1.14 for various parameters &
[14, 59, 60]. The curves shown in Fig. 1.14 do not just include the pair
production on the nucleus, but also the pair-production probability on
atomic electrons (o< Z), so that the Z? dependence of the pair-production
cross section, Eq. (1.119), is modified to Z(Z + 1) in a similar way as
was argued when the electron-bremsstrahlung process was presented, see
Eq. (1.58). The angular distribution of the produced electrons is quite
narrow with a characteristic opening angle of © ~ m.c*/E,.
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Fig. 1.14. Form of the energy-partition function f(e, Z,z) with e = E,/m.c?
as parameter. The total pair-production cross section is given by the area under
the corresponding curve in units of Z(Z + 1)ar? [14, 59, 60].

1.2.4 Total photon absorption cross section

The total mass attenuation coefficient, which is related to the cross sec-
tions according to Eq. (1.93), is shown in Figs. 1.15-1.18 for the absorbers
water, air, aluminium and lead [48, 56, 61, 62].

Since Compton scattering plays a special role for photon interactions,
because only part of the photon energy is transferred to the target elec-
tron, one has to distinguish between the mass attenuation coefficient
and the mass absorption coefficient. The mass attenuation coefficient
les 1s related to the Compton-energy scattering cross section o.s, see
Eq. (1.110), according to Eq. (1.93). Correspondingly, the mass absorption
coefficient p, is calculated from the energy absorption cross section o,
Eq. (1.111) and Eq. (1.93). For various absorbers the Compton-scattering
cross sections, or absorption coefficients shown in Figs. 1.15-1.18, have
been multiplied by the atomic number of the absorber, since the Compton-
scattering cross section, Eq. (1.102), given by the Klein—Nishina formula is
valid per electron, but in this case, the atomic cross sections are required.

Ranges in which the individual photon interaction processes dominate,
are plotted in Fig. 1.19 as a function of the photon energy and the atomic
number of the absorber [14, 50, 53].

Further interactions of photons (photonuclear interactions, photon—
photon scattering, etc.) are governed by extremely low cross sections.
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Fig. 1.15. Energy dependence of the mass attenuation coefficient p and mass
absorption coefficient u, for photons in water [48, 56, 61, 62]. up, describes the
photoelectric effect, ues the Compton scattering, ., the Compton absorption
and p, the pair production. pu, is the total mass absorption coefficient (p, =
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Fig. 1.16. Energy dependence of the mass attenuation coefficient p and mass
absorption coefficient p, for photons in air [48, 56, 61, 62].
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Fig. 1.17. Energy dependence of the mass attenuation coefficient p and mass
absorption coefficient p, for photons in aluminium [48, 56, 61, 62].
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Fig. 1.18. Energy dependence of the mass attenuation coefficient p and mass
absorption coefficient y, for photons in lead [48, 56, 61, 62].

Therefore, these processes are of little importance for the detection of pho-
tons. However, these processes are of large interest in elementary particle
physics and particle astrophysics.
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Fig. 1.19. Ranges in which the photoelectric effect, Compton effect and pair
production dominate as a function of the photon energy and the target charge
number Z [14, 50, 53].

1.3 Strong interactions of hadrons

Apart from the electromagnetic interactions of charged particles strong
interactions may also play a role for particle detection. In the following
we will sketch the strong interactions of hadrons.

In this case, we are dealing mostly with inelastic processes, where
secondary strongly interacting particles are produced in the collision. The
total cross section for proton—proton scattering can be approximated by
a constant value of 50mb (1mb = 10727 cm?) for energies ranging from
2GeV to 100 TeV. Both the elastic and inelastic part of the cross section
show a rather strong energy dependence at low energies [12, 63],

Ototal = Oeclastic T Tinel - (1121)

The specific quantity that characterises the inelastic processes is the aver-
age interaction length A1, which describes the absorption of hadrons in
matter according to

N = Nye 2/M | (1.122)

The value of A1 can be calculated from the inelastic part of the hadronic
cross section as follows:

A

M=
NA'Q'Uinel

(1.123)

If A is given in g/mol, N in mol™*, p in g/cm? and the cross section in
cm?, then A1 has the unit cm. The area density corresponding to A\; {cm}
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Table 1.5. Total and inelastic cross sections as well as collision and interac-
tion lengths for various materials derived from the corresponding cross sections

[10-12]
Material Z A Ototal Oinel AT 0 Al 0
[barn] [barn] [g/cm?] [g/cm?]
Hydrogen 1 1.01 0.0387 0.033 43.3 50.8
Helium 2 4.0 0.133 0.102 49.9 65.1
Beryllium 4 9.01 0.268 0.199 59.8 75.2
Carbon 6 12.01 0.331 0.231 60.2 86.3
Nitrogen 7 14.01 0.379 0.265 61.4 87.8
Oxygen 8 16.0 0.420 0.292 63.2 91.0
Aluminium 13 26.98 0.634 0.421 70.6 106.4
Silicon 14 28.09 0.660 0.440 70.6 106.0
Iron 26 55.85 1.120 0.703 82.8 131.9
Copper 29 63.55  1.232 0.782 85.6 134.9
Tungsten 74 183.85 2.767 1.65 110.3 185
Lead 82 207.19 2.960 1.77 116.2 194
Uranium 92 238.03  3.378 1.98 117.0 199

would be A - o {g/cm?}. The collision length At is related to the total
cross section oiota according to

A

M=
NA'Q'Utotal

(1.124)

Since Tiotal > Tinel, it follows that Ap < Ar.

The interaction and collision lengths for various materials are given in
Table 1.5 [10-12].

Strictly speaking, the hadronic cross sections depend on the energy
and vary somewhat for different strongly interacting particles. For the
calculation of the interaction and collision lengths, however, the cross
sections ojne and oyota1 have been assumed to be energy independent and
independent of the particle species (protons, pions, kaons, etc.).

For target materials with Z > 6 the interaction and collision lengths,
respectively, are much larger than the radiation lengths Xy (compare
Table 1.4).

The definitions for A; and At are not uniform in the literature.

The cross sections can be used to calculate the probabilities for inter-
actions in a simple manner. If oy is the nuclear-interaction cross section
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(i.e. per nucleon), the corresponding probability for an interaction per
g/cm? is calculated to be

¢p{g~t em?} = on - Na [mol ™ ']/g , (1.125)

where N is Avogadro’s number. In the case that the atomic cross section
oa is given, it follows that

N
ol emy =oa- =2, (1.126)

where A is the atomic weight.

1.4 Drift and diffusion in gases?

Electrons and ions, produced in an ionisation process, quickly lose their
energy by multiple collisions with atoms and molecules of a gas. They
approach a thermal energy distribution, corresponding to the temperature
of the gas.

Their average energy at room temperature is

€= %kT =40meV , (1.127)

where k is the Boltzmann constant and T the temperature in Kelvin.
They follow a Maxwell-Boltzmann distribution of energies like

F(g) = const - \/z - e </*T" (1.128)

The locally produced ionisation diffuses by multiple collisions correspond-
ing to a Gaussian distribution

dN 1 x?
— = exp| —— | dz , 1.129

N~ VirDi p( 4Dt> (1.129)
aN

where < is the fraction of the charge which is found in the length element
dz at a distance x after a time ¢. D is the diffusion coefficient. For linear
or volume diffusion, respectively, one obtains

0, = V2Dt , (1.130)
Ovol = V30, = V6Dt . (1.131)

¥ Extensive literature to these processes is given in [2, 3, 12, 31, 32, 64-70].
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Table 1.6.  Awverage mean free path Nion, diffusion constant D;s, and mobilities
Lion Of tons in some gases for standard pressure and temperature [32, 71]

Gas Aion [cm] Dion [cm?/s] _ cm/s
pion [ S92 ]

Hs 1.8-107° 0.34 13.0
He 2.8-107° 0.26 10.2
Ar 1.0-107° 0.04 1.7
02 1.0-107° 0.06 2.2
The average mean free path in the diffusion process is

N (1.132)

No(e)

where o(¢) is the energy-dependent collision cross section, and N = %g
the number of molecules per unit volume. For noble gases one has N =
2.69 - 10! molecules/cm? at standard pressure and temperature.

If the charge carriers are exposed to an electric field, an ordered drift
along the field will be superimposed over the statistically disordered
diffusion. A drift velocity can be defined according to

Taviee = p(E) - E - % , (1.133)

where

p(E) — energy-dependent charge-carrier mobility,
E — electric field strength, and

p/po — pressure normalised to standard pressure.

The statistically disordered transverse diffusion, however, is not influenced
by the electric field.

The drift of free charge carriers in an electric field requires, however,
that electrons and ions do not recombine and that they are also not
attached to atoms or molecules of the medium in which the drift proceeds.

Table 1.6 contains numerical values for the average mean free path, the
diffusion constant and the mobilities of ions [32, 71]. The mobility of ions
does not depend on the field strength. It varies inversely proportional to
the pressure, i.e. - p = const [72, 73].

The corresponding quantity for electrons strongly depends on the
energy of the electrons and thereby on the field strength. The mobilities
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Fig. 1.20. Dependence of the root-mean-square deviation of an originally
localised electron cloud after a drift of 1cm in various gases [32, 74].

of electrons in gases exceed those of ions by approximately three orders
of magnitude.

Figure 1.20 shows the root-mean-square deviation of an originally
localised electron cloud for a drift of 1cm [32, 74]. The width of the
electron cloud o, = v/2Dt per 1 cm drift varies significantly with the field
strength and shows characteristic dependences on the gas. For a gas mix-
ture of argon (75%) and isobutane (25%) values around o, =~ 200 um are
measured, which limit the spatial resolution of drift chambers. In prin-
ciple, one has to distinguish between the longitudinal diffusion in the
direction of the field and a transverse diffusion perpendicular to the elec-
tric field. The spatial resolution of drift chambers, however, is limited
primarily by the longitudinal diffusion.

In a simple theory [75] the electron drift velocity can be expressed by

e - N
Uaritt = — E 7(E, €) , 1.134
Udrift m T(E,¢) ( )

where E is the field strength and 7 the time between two collisions, which
in itself depends on E. The collision cross section, and as a consequence
also 7, depends strongly on the electron energy £ and passes through
pronounced maxima and minima (Ramsauer effect). These phenomena
are caused by interference effects, if the electron wavelength A\ = h/p
(h — Planck’s constant, p — electron momentum) approaches molecular
dimensions. Of course, the electron energy and electric field strength are
correlated. Figure 1.21 shows the Ramsauer cross section for electrons in
argon as a function of the electron energy [76-81].
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Fig. 1.21. Ramsauer cross section for electrons in argon as a function of the
electron energy [76-81].
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Fig. 1.22. Drift velocities of electrons in pure argon and in argon with minor
additions of nitrogen [32, 76, 82, 83].

Even small contaminations of a gas can drastically modify the drift
velocity (Fig. 1.22 [32, 76, 82, 83]).

Figure 1.23 shows the drift velocities for electrons in argon—-methane
mixtures [32, 84-86] and Fig. 1.24 those in argon-isobutane mixtures [32,
85, 87-89).

As an approximate value for high field strengths in argon—isobutane
mixtures a typical value for the drift velocity of

Vdrift = 5 CIn/MS (1135)
is observed. The dependence of the drift velocity on the field strength,
however, may vary considerably for different gases [69, 85, 90]. Under

comparable conditions the ions in a gas are slower by three orders of
magnitude compared to electrons.
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Fig. 1.23. Drift velocities for electrons in argon—methane mixtures [32, 84-86].
The percentage of methane is indicated on the curves.
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Fig. 1.24. Drift velocities for electrons in argon—isobutane mixtures [32, 85, 87—
89]. The percentage of isobutane is indicated on the curves.

The drift velocity and, in general, the drift properties of electrons in
gases are strongly modified in the presence of a magnetic field. In addition
to the electric force, now the Lorentz force also acts on the charge carriers
and forces the charge carriers into circular or spiral orbits.

The equation of motion for the free charge carriers reads

mZ =qE +q-7x B+mA(t) , (1.136)
where m/f(t) is a time-dependent stochastic force, which has its origin

in collisions with gas molecules. If one assumes that the time average of
the product m- A(t) can be represented by a velocity-proportional friction
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force —ma//T, where 7 is the average time between two collisions, the drift
velocity can be derived from Eq. (1.136) [31] to be

L <, E
Udrift—HW<E+

wT + — W > , (1.137)

if one assumes that for a constant electric field a drift with constant
velocity is approached, i.e., Uqygs = 0. In Eq. (1.137)

i = e-7/m is the mobility of the charge carriers, and
w = e- B/m is the cyclotron frequency (from mrw? = evB).

In the presence of electric and magnetic fields the drift velocity has com-
ponents in the direction of E, of B, and perpendicular to E and B [91],

see also Eq. (1.137). If E 1B , the drift velocity ¥U4.g along a line forming
an angle o with the electric field can be derived from Eq. (1.137) to be

T 1)
‘vdrift’ = \/ﬁ .

The angle between the drift velocity Tqrig and E (Lorentz angle) can be
calculated from Eq. (1.137) under the assumption of £ 1 B,

(1.138)

tana = wr ; (1.139)

if 7 is taken from Eq. (1.134), it follows that

B
tan o = Vdrift, - - (1.140)

This result may also be derived if the ratio of the acting Lorentz force
e x B (with ¥ L B) to the electric force eF is considered.
For E = 500V /cm and a drift velocity in the electric field of vqyig =

3.5cm/ps, a drift velocity in a combined electric and magnetic field (E L

—

B) is obtained from Eq. (1.138) for B = 1.5 T on the basis of these simple
considerations to be

v(E=500V/cm,B=15T)=24cm/us ; (1.141)
correspondingly the Lorentz angle is calculated from Eq. (1.140) to be
a =46°, (1.142)

which is approximately consistent with the experimental findings and the
results of a more exact calculation (Fig. 1.25) [32, 87].
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Fig. 1.25. Dependence of the electron drift velocity vg,i¢r and the Lorentz angle
a on the magnetic field for low electric field strengths (500 V/cm) in a gas mixture
of argon (67.2%), isobutane (30.3%) and methylal (2.5%) [32, 87].

Small admixtures of electronegative gases (e.g. oxygen) considerably
modify the drift behaviour due to electron attachment. For a 1% fraction
of oxygen in argon at a drift field of 1kV/cm the average mean free
path of electrons for attachment is of the order 5 cm. Small admixtures of
electronegative gases will reduce the charge signal and in case of strong
electronegative gases (such as chlorine) operation of a drift chamber may
be even impossible.

Because of the high density the effect of impurities is even more pro-
nounced for liquefied gases. For liquid-noble-gas chambers the oxygen
concentration must stay below the ppm (= 107%) level. ‘Warm’ liquids,
like tetramethylsilane (TMS) even require to reduce the concentration of
electronegative impurities to below ppb (= 1077).

1.5 Problems

1.1 The range of a 100 keV electron in water is about 200 um. Estimate
its stopping time.

1.2 The energy loss of TeV muons in rock can be parametrised by

dFE
—— =a+bE ,
dz +
where a stands for a parametrisation of the ionisation loss and
the b term includes bremsstrahlung, direct electron-pair pro-
duction and nuclear interactions (¢ ~ 2MeV/(g/cm?), b =
4.4- 1075 (g/cm?)~ 1) Estimate the range of a 1 TeV muon in rock.
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1.3 Monoenergetic electrons of 500 keV are stopped in a silicon counter.
Work out the energy resolution of the semiconductor detector if a
Fano factor of 0.1 at 77K is assumed.

1.4 For non-relativistic particles of charge z the Bethe-Bloch formula
can be approximated by

dEkin 2,’2
- = In(bExin)
dx “ Ekin n( K )

where a and b are material-dependent constants (different from
those in Problem 1.2). Work out the energy-range relation if
In(bEyiy,) can be approximated by (bEkin)l/ 4

1.5 In Compton telescopes for astronomy or medical imaging one fre-
quently needs the relation between the scattering angle of the
electron and that of the photon. Work out this relation from
momentum conservation in the scattering process.

1.6 The ionisation trail of charged particles in a gaseous detector is
mostly produced by low-energy electrons. Occasionally, a larger
amount of energy can be transferred to electrons (0 rays, knock-on
electrons). Derive the maximum energy that a 100 GeV muon can
transfer to a free electron at rest in a pe collision.

1.7 The production of § rays can be described by the Bethe-Bloch for-
mula. To good approximation the probability for d-ray production
is given by

1 Z =z

2 A E?

H(E)dE = K dE |

where

K =0.154 MeV /(g/cm?),
7, A = atomic number and mass of the target,

x = absorber thickness in g/cm?.

Work out the probability that a 10 GeV muon produces a § ray of
more than Ey = 10MeV in an 1cm argon layer (gas at standard
room temperature and pressure).

1.8 Relativistic particles suffer an approximately constant ionisation
energy loss of about 2 MeV /(g/cm?). Work out the depth—intensity
relation of cosmic-ray muons in rock and estimate the intensity
variation if a cavity of height Ah = 1m at a depth of 100 m were
in the muon beam.
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2

Characteristic properties of detectors

Technical skill is the mastery of complexity while creativity is the
mastery of simplicity.
E. Christopher Zeeman

2.1 Resolutions and basic statistics

The criterion by which to judge the quality of a detector is its resolution
for the quantity to be measured (energy, time, spatial coordinates, etc.). If
a quantity with true value zq is given (e.g. the monoenergetic « radiation
of energy Ej), the measured results zp,e.s Of a detector form a distribution
function D(z) with z = zpeas— 20; the expectation value for this quantity is

() —/z-D(z)dz//D(z)dz, (2.1)

where the integral in the denominator normalises the distribution func-
tion. This normalised function is usually referred to as the probability
density function (PDF).

The wvariance of the measured quantity is

o :/(z— (2))2D(2) dz //D(z) dz . (2.2)

The integrals extend over the full range of possible values of the
distribution function.

As an example, the expectation value and the variance for a rectangular
distribution will be calculated. In a multiwire proportional chamber with
wire spacing 0z, the coordinates of charged particles passing through the
chamber are to be determined. There is no drift-time measurement on

26
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D(2)

wire positions

Fig. 2.1. Schematic drawing for the determination of the variance of a rectan-
gular distribution.

the wires. Only a hit on a particular wire with number nw is recorded
(assuming only one hit per event) and its discrete coordinate, zpeas =
Zin + nwoz is measured. The distribution function D(z) is constant = 1
from —dz/2 up to +0z/2 around the wire which has fired, and outside
this interval the distribution function is zero (see Fig. 2.1).

The expectation value for z is evidently zero (= position of the fired

wire):
+6z/2 +6z/2 52 +62/2
(z)—/ z-1dz / dz = — z
—5z/2 —0z/2 2 —6z/2

correspondingly, the variance is calculated to be

162/2 1 [+o/2
o? = / (z—0)2-1dz / 6z = 5 22 dz (2.4)
2

+6z/2
=0; (23)
—0z/2

—0z/2 —6z/2
12721 (627 (52 (62)°
T 523 =352\ 8 T8 )T 12 ¢ (2:5)
—6z/2
which means
o= (2.6)

V12 o
The quantities dz and o, have dimensions. The relative values dz/z or
0./z, respectively, are dimensionless.

In many cases experimental results are normally distributed, corre-
sponding to a distribution function (Fig. 2.2)
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D(2)

2y

Fig. 2.2. Normal distribution (Gaussian distribution around the average value
Zo).

al2 af2
Z—<Z
20, —0, 0 o, 20, <22

Fig. 2.3. Illustration of confidence levels.

1

D(z) = P

e (zm70)*/207 (2.7)

The variance determined according to Eq. (2.2) for this Gaussian distri-
bution implies that 68.27% of all experimental results lie between zg — o
and zg+o,. Within 20, there are 95.45% and within 30, there are 99.73%
of all experimental results. In this way an interval ([z9 — 0,20 + 0]) is
defined which is called confidence interval. It corresponds to a confidence
level of 68.27%. The value o, is usually referred to as a standard error or
the standard deviation.

For the general definition we plot the normalised distribution function
in its dependence on z — (z) (Fig. 2.3). For a normalised probability distri-
bution with an expectation value (z) and root mean square deviation o,

(z)+0
l—a= /< D(z)dz (2.8)
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is the probability that the true value zg lies in the interval ¢ around the
measured quantity z or, equivalently: 100 (1 —a)% of all measured values
lie in an interval +4, centred on the average value (z).

As stated above, the choice of § = o, for a Gaussian distribution leads to
a confidence interval, which is called the standard error, and whose proba-
bility is 1 —a = 0.6827 (corresponding to 68.27%). On the other hand, if a
confidence level is given, the related width of the measurement interval can
be calculated. For a confidence level of 1 — a = 95%, one gets an interval
width of § = £1.960,; 1 — a = 99.9% yields a width of § = £3.29 0, [1].
In data analysis physicists deal very often with non-Gaussian distribu-
tions which provide a confidence interval that is asymmetric around the
measured value. Consequently, this is characterised by asymmetric errors.
However, even in this case the quoted interval of 1o, corresponds to
the same confidence level, 68.27%. It should be noted that sometimes the
confidence level is limited by only one border, while the other one extends
to +0o0 or —oo. In this case one talks about a lower or upper limit of the
measured value set by the experiment.*

A frequently used quantity for a resolution is the half width of a dis-
tribution which can easily be read from the data or from a fit to it. The
half width of a distribution is the full width at half mazimum (FWHM).
For normal distributions one gets

Az(FWHM) = 2v/2In20., = 2.3548 0, . (2.9)

The Gaussian distribution is a continuous distribution function. If one
observes particles in detectors the events frequently follow a Poisson dis-
tribution. This distribution is asymmetric (negative values do not occur)
and discrete.

For a mean value p the individual results n are distributed according to

pre

f(n,u) = —, n=012.. (2.10)
n!

The expectation value for this distribution is equal to the mean value p
with a variance of 02 = p.

Let us assume that after many event-counting experiments the average
value is three events. The probability to find, in an individual experiment,
e.g. no event, is f(0,3) = e=3 = 0.05 or, equivalently, if one finds no
event in a single experiment, then the true value is smaller than or equal
to 3 with a confidence level of 95%. For large values of n the Poisson
distribution approaches the Gaussian.

* E.g., direct measurements on the electron-antineutrino mass from tritium decay yield a limit
of less than 2eV. From the mathematical point of view this corresponds to an interval from
—o0 to 2eV. Then one says that this leads to an upper limit on the neutrino mass of 2eV.
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The determination of the efficiency of a detector represents a random
experiment with only two possible outcomes: either the detector was effi-
cient with probability p or not with probability 1 —p = ¢. The probability
that the detector was efficient exactly r times in n experiments is given
by the binomial distribution (Bernoulli distribution)

n —Tr n! T _ NnN—r
f(n,rp) = < >qun = """ (2.11)

T rl(n—r)

The expectation value of this distribution is (r) = n - p and the variance
isoc?2=n-p-q.

Let the efficiency of a detector be p = 95% for 100 triggers (95 particles
were observed, 5 not). In this example the standard deviation (o of the

expectation value (r)) is given by

o=\n-p-q=1+100-0.95-0.05 = 2.18 (2.12)

resulting in
p=(95+218)% . (2.13)

Note that with this error calculation the efficiency cannot exceed 100%, as
is correct. Using a Poissonian error (£+/95) would lead to a wrong result.

In addition to the distributions mentioned above some experimental
results may not be well described by Gaussian, Poissonian or Bernoulli dis-
tributions. This is the case, e.g. for the energy-loss distribution of charged
particles in thin layers of matter. It is obvious that a distribution func-
tion describing the energy loss must be asymmetric, because the minimum
dE /dx can be very small, in principle even zero, but the maximum energy
loss can be quite substantial up to the kinematic limit. Such a distribution
has a Landau form. The Landau distribution has been described in detail
in the context of the energy loss of charged particles (see Chap. 1).

The methods for the statistical treatment of experimental results pre-
sented so far include only the most important distributions. For low event
rates Poisson-like errors lead to inaccurate limits. If, e.g., one genuine
event of a certain type has been found in a given time interval, the exper-
imental value which is obtained from the Poisson distribution, n + /n,
in this case 1 + 1, cannot be correct. Because, if one has found a genuine
event, the experimental value can never be compatible with zero, also not
within the error.

The statistics of small numbers therefore has to be modified, leading
to the Regener statistics [2]. In Table 2.1 the +1o limits for the quoted
event numbers are given. For comparison the normal error which is the
square root of the event rate is also shown.
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Table 2.1.  Statistics of low numbers. Quoted are the 10 errors on the basis of
the Regener statistics [2] and the =10 square oot errors of the Poisson statistics

lower limit number of events upper limit
square statistics of statistics of square
root error low numbers low numbers root error
0 0 0 1.84 0
0 0.17 1 3.3 2
0.59 0.71 2 4.64 3.41
1.27 1.37 3 5.92 4.73
6.84 6.89 10 14.26 13.16
42.93 42.95 50 58.11 57.07

The determination of errors or confidence levels is even more compli-
cated if one considers counting statistics with low event numbers in the
presence of background processes which are detected along with searched-
for events. The corresponding formulae for such processes are given in the
literature [3-7].

A general word of caution, however, is in order in the statistical treat-
ment of experimental results. The definition of statistical characteristics
in the literature is not always consistent.

In the case of determination of resolutions or experimental errors, one is
frequently only interested in relative quantities, that is, 0z/(z) or o,/(z);
one has to bear in mind that the average result of a number of experiments
(z) must not necessarily be equal to the true value zy. To obtain the
relation between the experimental answer (z) and the true value zg, the
detectors must be calibrated. Not all detectors are linear, like

(2) =c-z+d, (2.14)
where ¢, d are constants. Non-linearities such as
(z) = c(z0)z0 + d (2.15)

may, however, be particularly awkward and require an exact knowledge
of the calibration function (sometimes also called ‘response function’). In
many cases the calibration parameters are also time-dependent.

In the following some characteristic quantities of detectors will be
discussed.

Energy resolutions, spatial resolutions and time resolutions are calcu-
lated as discussed above. Apart from the time resolution there are in
addition a number of further characteristic times [8].
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2.2 Characteristic times

The dead time mp is the time which has to pass between the registration
of one set of incident particles and being sensitive to another set. The
dead time, in which no further particles can be detected, is followed by
a phase where particles can again be measured; however, the detector
may not respond to the particle with full sensitivity. After a further time,
the recovery time Tr, the detector can again supply a signal of normal
amplitude.

Let us illustrate this behaviour using the example of a Geiger—Miiller
counter (see Sect. 5.1.3) (Fig. 2.4). After the passage of the first particle
the counter is completely insensitive for further particles for a certain
time 7p. Slowly, the field in the Geiger—Miiller counter recovers so that
for times ¢ > 7p a signal can again be recorded, although not at full
amplitude. After a further time 7g, the counter has recovered so that
again the initial conditions are established.

The sensitive time 75 is of importance for pulsed detectors. It is the
time interval in which particles can be recorded, independent of whether
these are correlated with the triggered event or not. If, for example, in
an accelerator experiment the detector is triggered by a beam interaction
(i.e. is made sensitive), usually a time window of defined length (7g) is
opened, in which the event is recorded. If by chance in this time interval
Tg a cosmic-ray muon passes through the detector, it will also be recorded
because the detector having been made sensitive once cannot distinguish
at the trigger level between particles of interest and particles which just
happen to pass through the detector in this time window.

The readout time is the time that is required to read the event, possibly
into an electronic memory. For other than electronic registering (e.g. film),
the readout time can be considerably long. Closely related to the readout
time is the repetition time, which describes the minimum time which must
pass between two subsequent events, so that they can be distinguished.
The length of the repetition time is determined by the slowest element in
the chain detector, readout and registering.

amplitude
) TR .
time
first possible second
event events

Fig. 2.4. Tllustration of dead and recovery times in a Geiger—Miiller counter.
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The memory time of a detector is the maximum allowed time delay
between particle passage and trigger signal, which still yields a 50%
efficiency.

The previously mentioned time resolution characterises the minimum
time difference where two events can still be separated. This time res-
olution is very similar to the repetition time, the only difference being
that the time resolution refers, in general, to an individual component of
the whole detection system (e.g. only the front-end detector), while the
repetition time includes all components. For example, the time resolution
of a detector can be extremely short, but the whole speed can be lost by
a slow readout.

The term time resolution is frequently used for the precision with which
the arrival time of a particle in a detector can be recorded. The time
resolution for individual events defined in this way is determined by the
fluctuation of the rise time of the detector signal (see Chap. 14).

2.3 Dead-time corrections

Every particle detector has a dead time mp where no particles after an
event can be recorded. The dead time can be as short as 1 ns in Cherenkov
counters, but in Geiger—Miiller tubes it can account for 1ms.

If the count rate is N, the counter is dead for the fraction N7 of the
time, i.e., it is only sensitive for the fraction 1 — N7p of the measurement
time. The true count rate — in the absence of dead-time effects — would
then be

N

Nruezi- 2.1
‘ 1- Nm (2.16)

Rate measurements have to be corrected, especially if
Nmp < 1 (2.17)

is not guaranteed.

2.4 Random coincidences

Coincidence measurements, in particular for high count rates, can be sig-
nificantly influenced by chance coincidences. Let us assume that N; and
Ny are the individual pulse rates of two counters in a twofold coincidence
arrangement. For the derivation of the chance coincidence rate we assume
that the two counters are independent and their count rates are given by
Poisson statistics. The probability that counter 2 gives no signal in the
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time interval 7 after a pulse in counter 1 can be derived from the Poisson
distribution, see Eq. (2.10), to be

f(0,Ny) =e N7, (2.18)

Correspondingly, the chance of getting an uncorrelated count in this
period is

P=1-c¢ M, (2.19)

Since normally No7 < 1, one has
P~ Nor . (2.20)

Because counter 2 can also have a signal before counter 1 within the
resolving time of the coincidence circuit, the total random coincidence
rate is [9, 10]

Ry = 2N NyT . (2.21)

If the signal widths of the two counters are different, one gets
R :N1N2(7'1+7'2) . (222)

In the general case of ¢ counters with identical pulse widths 7 the ¢-fold
random coincidence rate is obtained to be [9, 10]

R,=qNiNy--- N9 . (2.23)

To get coincidence rates almost free of random coincidences it is essential
to aim for a high time resolution.

In practical situations a ¢-fold random coincidence can also occur, if
q — k counters are set by a true event and k£ counters have uncorrelated
signals. The largest contribution mostly comes from k = 1:

Ryq1= Q(Kél_)l Ny + Kf_)l “Ny+---+ K;g)l N -7, (2.24)

where K (51_)1 represents the rate of genuine (¢ — 1)-fold coincidences when
the counter ¢ does not respond.

In the case of majority coincidences the following random coincidence
rates can be determined: If the system consists of g counters and each
counter has a counting rate of N, the number of random coincidences for
p out of ¢ stations is

Ry(q) = <§>prTp‘1 : (2.25)
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For ¢ = p = 2 this reduces to
Ry(2) = 2N?1 | (2.26)

as for the twofold chance coincidence rate. If the counter efficiency is high
it is advisable to use a coincidence level with p not much smaller than ¢
to reduce the chance coincidence rate.

2.5 Efficiencies

A very important characteristic of each detector is its efficiency, that is,
the probability that a particle which passes through the detector is also
seen by it. This efficiency € can vary considerably depending on the type of
detector and radiation. For example, v rays are measured in gas counters
with probabilities on the order of a per cent, whereas charged particles in
scintillation counters or gas detectors are seen with a probability of 100%.
Neutrinos can only be recorded with extremely low probabilities (=~ 10718
for MeV neutrinos in a massive detector).

In general, efficiency and resolution of a detector are strongly corre-
lated. Therefore one has to find an optimum for these two quantities also
under consideration of possible backgrounds. If, for example, in an exper-
iment with an energy-loss, Cherenkov, or transition-radiation detector a
pion—kaon separation is aimed at, this can in principle be achieved with
a low misidentification probability. However, for a small misidentification
probability one has to cut into the distribution to get rid of the unwanted
particle species. This inevitably results in a low efficiency: one cannot have
both high efficiency and high two-particle resolution at the same time (see
Chaps. 9 and 13).

The efficiency of a detector can be measured in a simple experiment
(Fig. 2.5). The detector whose unknown efficiency € has to be determined
is placed between two trigger counters with efficiencies €1 and €5; one must
make sure that particles which fulfil the trigger requirement, which in this
case is a twofold coincidence, also pass through the sensitive volume of
the detector under investigation.

The twofold coincidence rate is Ry = €1-€2-IN, where N is the number of
particles passing through the detector array. Together with the threefold
coincidence rate R3 = €1-e5-e- N, the efficiency of the detector in question
is obtained as
=%

If one wants to determine the error on the efficiency € one has to con-
sider that R, and Rg are correlated and that we are dealing in this case

€ (2.27)
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e trigger 1
1 99 R
€ detector Ry
e trigger 2
particle

Fig. 2.5. A simple experiment for the determination of the efficiency of a
detector.

with Bernoulli statistics. Therefore, the absolute error on the threefold
coincidence rate is given by, see Eq. (2.12),

opys =\ Ro-e(l—¢), (2.28)

and the relative error of the threefold coincidence rate, normalised to the
number of triggers Ro, is

ORs e(l—¢)
— =y — . 2.29
R 7 (2.29)

If the efficiency is small (R < Rs, ¢ < 1), Eq. (2.28) reduces to

Ors =V R3 . (2.30)

In case of a high efficiency (R3 ~ R2, 1 — e < 1, i.e. £ & 1) the error can

be approximated by
OR; =~/ R2 — R3 . (2.31)

In these extreme cases Poisson-like errors can be used as an approxima-
tion.

If an experimental setup consists of n detector stations, frequently only
a majority coincidence is asked for, i.e., one would like to know the effi-
ciency that k& or more out of the n installed detectors have seen a signal. If
the single detector efficiency is given by e, the efficiency for the majority
coincidence, €y, is worked out to be

em=c"(1—e)"* (Z) + (1 — gy (D) (k: :l_ 1) o+

el - ) (n " 1) ten (2.32)
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The first term is motivated as follows: to have exactly k detectors efficient
one gets the efficiency £, but in addition the other (n — k) detectors are
inefficient leading to (1 — €)"*. However, there are (}) possibilities to
pick k counters out of n stations. Hence the product of multiplicities
is multiplied by this number. The other terms can be understood along
similar arguments.

The efficiency of a detector normally also depends on the point where
the particle has passed through the detector (homogeneity, uniformity),
on the angle of incidence (isotropy), and on the time delay with respect
to the trigger.

In many applications of detectors it is necessary to record many par-
ticles at the same time. For this reason, the multiparticle efficiency is
also of importance. The multiparticle efficiency can be defined as the
probability that exactly N particles are registered if N particles have
simultaneously passed through the detector. For normal spark chambers
the multitrack efficiency defined this way decreases rapidly with increas-
ing N, while for scintillation counters it will probably vary very little with
N. The multiparticle efficiency for drift chambers can also be affected by
the way the readout is done (‘single hit’ where only one track is recorded
or ‘multiple hit’ where many tracks (up to a preselected maximum) can be
analysed).

In modern tracking systems (e.g. time-projection chambers) the mul-
titrack efficiency is very high. This is also necessary if many particles
in jets must be resolved and properly reconstructed, so that the invari-
ant mass of the particle that has initiated the jet can be correctly
worked out. In time-projection chambers in heavy-ion experiments as
many as 1000 tracks must be reconstructed to allow for an adequate
event interpretation. Figure 2.6 shows the final state of a head-on col-
lision of two gold nuclei at a centre-of-mass energy of 130 GeV in the
time-projection chamber of the STAR experiment [11]. Within these
dense particle bundles also decays of short-lived particles must be identi-
fied. This is in particular also true for tracking detectors at the Large
Hadron Collider (LHC), where a good multitrack reconstruction effi-
ciency is essential so that rare and interesting events (like the Higgs
production and decay) are not missed. The event shown in Fig. 2.6,
however, is a little misleading in the sense that it represents a two-
dimensional projection of a three-dimensional event. Overlapping tracks
in this projection might be well separated in space thereby allowing track
reconstruction.

The multitrack efficiency in such an environment can, however, be influ-
enced by problems of occupancy. If the density of particle tracks is getting
too high — this will for sure occur in tracking devices close to the inter-
action point — different tracks may occupy the same readout element. If
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Fig. 2.6. A reconstructed Au 4+ Au collision in the STAR time-projection
chamber at a centre-of-mass energy of 130 GeV [11].

the two-track resolution of a detector is denoted by Az, and two parti-
cles or more have mutual distances less than Az, track coordinates will
be lost, which will eventually lead to a problem in track reconstruction
efficiency if too many coordinates are affected by this limitation. This can
only be alleviated if the pizel size for a readout segment is decreased.
This implies an increased number of readout channels associated with
higher costs. For inner trackers at high-luminosity colliders the question
of occupancy is definitely an issue.

Event-reconstruction capabilities might also suffer from the deterio-
ration of detector properties in harsh radiation environments (ageing).
A limited radiation hardness can lead to gain losses in wire chambers,
increase in dark currents in semiconductor counters, or reduction of trans-
parency for scintillation or Cherenkov counters. Other factors limiting the
performance are, for example, related to events overlapping in time. Also
a possible gain drift due to temperature or pressure variation must be kept
under control. This requires an on-line monitoring of the relevant detec-
tor parameters which includes a measurement of ambient conditions and
the possibility of on-line calibration by the injection of standard pulses
into the readout system or using known and well-understood processes to
monitor the stability of the whole detector system (slow control).
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2.6 Problems

2.1 The thickness of an aluminium plate, x, is to be determined by the
absorption of 37Cs ~ rays. The count rate N in the presence of
the aluminium plate is 400 per 10 seconds, and without absorber
it is 576 in 10 seconds. The mass attenuation coefficient for Al is
p/o = (0.07 4+ 0.01) (g/cm?)~L. Calculate the thickness of the foil
and the total error.

2.2 Assume that in an experiment at the LHC one expects to measure
10 neutral Higgs particles of mass 115GeV /c? in hundred days of
running. Use the Poisson statistics to determine the probability of
detecting

5 Higgs particles in 100 days,
2 particles in 10 days,
no Higgs particle in 100 days.

2.3 A pointlike radioactive y-ray source leads to a count rate of Ry =
90000 per second in a GM counter at a distance of d; = 10 cm. At
dy = 30 cm one gets Ry = 50000 per second. What is the dead time
of the GM counter, if absorption effects in the air can be neglected?
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3

Units of radiation measurements and
radiation sources

Ketchup left overnight on dinner plates has a longer half-life than
radioactive waste.

Wes Smith

3.1 Units of radiation measurement

Many measurements and tests with detectors are made with radioactive
sources. Radiation aspects are also an issue at any accelerator and, in par-
ticular, at hadron colliders. Even at neutrino factories the radiation levels
can be quite high. Basic knowledge of the units of radiation measurement
and the biological effects of radiation are therefore useful [1-5].

Let us assume that there are initially Ny nuclei of a certain radioactive
element. The number will decrease in the course of time ¢ due to decay
according to

N = Nye t/7 | (3.1)

where 7 is the lifetime of the radioisotope. One has to distinguish between
the lifetime and the half-life Ty /5. The half-life can be calculated from
Eq. (3.1) as

N,
N(t=T) = 70 = Noe Tir2/m (3.2)

T1/2:7-1n2 . (33)
The decay constant of the radioactive element is

)\:1_ In2

= —. 3.4
T T1/2 ( )
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The activity of a source gives the number of decays per unit time,

N 1
AW 1y N (3.5)
dt T

The unit of the activity is Becquerel (Bq). 1 Bq means 1 decay per second.
(In passing it should be mentioned that the physical quantity with the
dimension s~ already has a name: Hertz! However, this unit Hz is mostly
used for periodic phenomena, while Bq is used for statistically distributed
events.) The unit Bq supersedes the old unit Curie (Ci). Historically 1 Ci
was the activity of 1g of radium,

1Ci=3.7-10'"Bq (3.6)
or

1Bq=27-10"'2Ci = 27pCi . (3.7)

1Bq is a very small unit of the activity. The radioactivity of the human
body amounts to about 7500 Bq, mainly due to #C, 4°K and ?32Th.
The activity in Bq does not say very much about possible biological
effects. These are related to the energy which is deposited per unit mass
by a radioactive source.
The absorbed dose D (absorbed energy per mass unit)

1dW
D=—-—— 3.8
(dW — absorbed energy; o — density; dV' — unit of volume) is measured in
Grays (1 Gray = 1J/kg). The old cgs unit rad (réntgen absorbed dose,
lrad = 100erg/g) is related to Gray according to

1Gy = 100rad . (3.9)

Gray and rad describe only the physical energy absorption, and do
not take into account any biological effect. Since, however, a-, G-, ~-
and neutron-emitting sources have different biological effects for the same
energy absorption, a relative biological effectiveness (RBE) is defined.
The absorbed dose D, obtained from the exposure to v or X rays serves
as reference. The absorbed dose of an arbitrary radiation which yields the
same biological effect as D, leads to the definition of the relative biological
effectiveness as

D,=RBE-D . (3.10)

The RBE factor has a complicated dependence on the radiation field,
the radiation energy and the dose rate. For practical reasons, therefore,

https://doi.org/10.1017/9781009401531 Published online by Cambridge University Press


https://doi.org/10.1017/9781009401531

3.1 Units of radiation measurement 73

Table 3.1. Radiation weighting factors wg

Radiation and energy range Radiation weighting
factor wgr
Photons, all energies 1
Electrons and muons, all energies 1
Neutrons F,, < 10keV )
10keV < E,, <100keV 10
100keV < E,, <2MeV 20
2MeV < B, <20MeV 10
E, > 20MeV 5
Protons, except recoil protons, £ > 2MeV )
« particles, nuclear fragments, heavy nuclei 20

a radiation weighting factor wg (formerly called quality factor) is intro-
duced. The absorbed dose D multiplied by this weighting factor is called
equivalent dose H. The unit of the equivalent dose is 1 Sievert (Sv),

H{Sv}=wgr -D{Gy} . (3.11)

The weighting factor has the unit Sv/Gy. The old cgs unit rem (H{rem} =
wpg - D{rad}, rem = rontgen equivalent man) is related to Sievert
according to

1Sv =100rem . (3.12)

The radiation weighting factors wg are listed in Table 3.1.

According to Table 3.1, neutrinos do not present a radiation hazard.
This is certainly true for natural neutrino sources, however, the high
flux of energetic neutrinos from future neutrino factories might present a
radiation problem.

It should be mentioned that the biological effect of radiation is also
influenced by, for example, the time sequence of absorption (e.g. frac-
tionated irradiation), the energy spectrum of radiation, or the question
whether the irradiated person has been sensitised or desensitised by a
pharmaceutical drug.

The biological effect also depends on which particular part of the human
body is irradiated. To take account of this effect a further tissue weighting
factor wp is introduced leading to a general expression for the effective
equivalent dose

Heg = ZwT Hr | (3.13)
T
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Table 3.2.  Tissue weighting factors wgr

Organ or tissue Tissue weighting
factor wr
Gonads 0.20
Red bone marrow 0.12
Colon 0.12
Lung 0.12
Stomach 0.12
Bladder 0.05
Chest 0.05
Liver 0.05
Oesophagus 0.05
Thyroid gland 0.05
Skin 0.01
Bone surface 0.01
Other organs or tissue 0.05

where the sum extends over those irradiated parts of the human body
which have received the doses Hr. The tissue weighting factors are listed
in Table 3.2.

The most general form of the effective equivalent dose is therefore

Heff:ZU}TZ’wR DT,R s (3.14)
T R

where the sums run over the partial body doses received in different
radiation fields properly weighted by the radiation and tissue weighting
factors.

The equivalent whole-body dose rate from pointlike radiation sources
can be calculated from the relation

. A
H=TI 2 (3.15)
where A is the activity (in Bq) and r the distance from the source in
metres. I is the dose constant which depends on the radiation field and

the radioisotope. Specific y-ray dose constants (I, = 8.46 - 1014 SB"['lir_n;

for 137Cs) and B-ray dose constants (I3 = 2.00- 107! 813"(;17‘.“}12 for 99Sr) are
listed in the literature [4].

Apart from these units, there is still another one describing the quan-
tity of produced charge, which is the Rontgen (R). One Rontgen is the
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radiation dose for X-ray or v radiation which produces, under normal con-
ditions, one electrostatic charge unit (esu) of electrons and ions in 1cm?
of dry air.

The charge of an electron is 1.6-107* C or 4.8-107!% esu. (The esu is a
cgs unit with 1esu = ﬁ C.) If one electrostatic charge unit is produced,

the number of generated electrons per cm? is given by
= ! =2.08 - 10° (3.16)
©4.8-10710 7 ' '

If the unit Rontgen is transformed into an ion charge per kg, it gives

— N -q {C} _ lesu
IR = mair(l Cm3) {kg} o mair(l Cm3> {kg} ) (3.17)

where ¢, is the electron charge in Coulomb, m;, (1 cm3) is the mass of
1 cm? air; consequently

1R =258-107*C/kg for air . (3.18)

If Rontgen has to be converted to an absorbed dose, one has to consider
that the production of an electron—ion pair in air requires an energy of
about W = 34eV,

w

Mair

1IR=N"

= 0.88rad = 8.8 mGy . (3.19)

To obtain a feeling for these abstract units, it is quite useful to establish
a natural scale by considering the radiation load from the environment.

The radioactivity of the human body amounts to about 7500 Bq, mainly
caused by the radioisotope 14C and the potassium isotope °K. The aver-
age radioactive load (at sea level) by cosmic radiation (=~ 0.3 mSv/a)*, by
terrestrial radiation (=~ 0.5 mSv/a) and by incorporation of radioisotopes
(inhalation ~ 1.1 mSv/a, ingestion ~ 0.3 mSv/a) are all of approximately
the same order of magnitude, just as the radiation load caused by civil-
isation (= 1.0mSv/a), which is mainly caused by X-ray diagnostics and
treatment and by exposures in nuclear medicine. The total annual per
capita dose consequently is about 3mSv.

The natural radiation load, of course, depends on the place where one
lives; it has a typical fluctuation corresponding to a factor of two. The
radiation load caused by civilisation naturally has a much larger fluctu-
ation. The average value in this case results from relatively high doses
obtained by few persons.

* a (Latin) = annum = year.
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The lethal whole-body dose (50% mortality in 30 days without medical
treatment) is 4 Sv (= 400 rem).

The International Commission for Radiological Protection (ICRP) has
recommended a limit for the whole-body dose for persons working in con-
trolled areas of 20mSv/a (=2rem/a) which has been adopted in most
national radiation protection regulations. The ICRP has also proposed
exemption limits for the handling of radioactive sources (e.g. 10*Bq
for 137Cs) and clearance levels for discharging radioactive material
from radiation areas (e.g. 0.5Bq/g for solid or liquid material contain-
ing 137Cs). A radiation officer has to be installed whose responsibil-
ity is to watch that the various radiation protection regulations are
respected.

3.2 Radiation sources

There is a large variety of radiation sources which can be used for
detector tests. Historically, radioactive sources were the first ones to
be employed. In § decay electrons or positrons with continuous energy
spectra are produced. In 8~ decay a neutron inside the nucleus decays
according to

n — pte +70, (3.20)

while in positron decay a proton of the radioactive element undergoes the
transformation

p = ntet +u, . (3.21)

The electron-capture reaction
p+e — n+ve (3.22)

mostly leads to excited states in the daughter nucleus. The excited nucleus
is a source of monochromatic v rays or monoenergetic electrons which
originate from the K or the L shell if the nuclear excitation energy is
directly transferred to atomic electrons. The energies of these conversion
electrons are Foy — Fhinding Where Egy is the nuclear excitation energy
and Fhinding the binding energy in the respective atomic shell. As a con-
sequence of internal conversion or other processes which liberate electrons
from atomic shells, Auger electrons may be emitted. This happens when
the excitation energy of the atomic shell is transferred to an electron of
the outer shells, which then can leave the atom. If, e.g., the excitation
energy of a nucleus liberates a K-shell electron, the free electron state can
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be filled up by an L-shell electron. The excitation-energy difference of the
atomic shells, Fx — Ey,, can be emitted as either characteristic K, X ray
or can directly be transferred to an L electron which then gets the energy
Ex — 2 - Ey. Such an electron is called an Auger electron. Conversion
electrons are typically in the MeV range while Auger electrons are in the
keV region.

In most cases (8 decays do not reach the ground state of the daughter
nucleus. The excited daughter nucleus de-excites by y-ray emission. There
is a large selection of y-ray emitters covering the energy region from keV
to several MeV. ~ rays can also come from annihilation

et +e” = y+7y (3.23)

which provides monoenergetic v rays of 511 keV or from other annihilation
reactions.

~v rays from a wide energy spectrum or X rays can be produced in
bremsstrahlung reactions where a charged particle (mostly electrons) is
decelerated in the Coulomb potential of a nucleus, as it is typical in an X-
ray tube. If charged particles are deflected in a magnetic field, synchrotron
photons (magnetic bremsstrahlung) are emitted.

Sometimes, also heavily ionising particles are required for detector tests.
For this purpose « rays from radioactive sources can be used. Because of
the short range of « particles (= 4cm in air), the sources must be very
close to the detector or even integrated into the sensitive volume of the
detector.

For tests of radiation hardness of detectors one frequently also has to
use neutron beams. Radium—beryllium sources provide neutrons in the
MeV region. In these sources a particles from ?26Ra decay interact with
beryllium according to

a+Be — 2C+n . (3.24)

Neutrons can also be produced in photonuclear reactions.

In Table 3.3 some a-, - and ~-ray emitters, which are found to be
quite useful for detector tests, are listed [6-8]. (For (-ray emitters the
maximum energies of the continuous energy spectra are given; £C means
electron capture, mostly from the K shell.)

If gaseous detectors are to be tested, an 5°Fe source is very convenient.
The ®°Fe nucleus captures an electron from the K shell leading to the
emission of characteristic X rays of manganese of 5.89keV. X rays or
rays do not provide a trigger. If one wants to test gaseous detectors with
triggered signals, one should look for electron emitters with an electron
energy as high as possible. Energetic electrons have a high range making
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Table 3.3. A compilation of wuseful radioactive sources along with their
characteristic properties [5-12]
Radio-  Decay mode/ T, Energy of radiation
isotope branching
fraction B, a v
22Na BT (89%) 2.6a B 1.83MeV (0.05%) 1.28MeV
EC (11%) By 0.54MeV (90%)  0.511 MeV
(annihilation)
SeFe EC 2.7a Mn X rays
5.89keV (24%)
6.49keV (2.9%)
57Co EC 267d 14keV (10%)
122keV (86%)
136 keV (11%)
89Co B 5.27a £~ 0.316 MeV (100%) 1.173 MeV (100%)
1.333 MeV (100%)
29Sr 8- 28.5a [~ 0.546 MeV (100%)
— PY 8- 64.8h 5~ 2.283MeV (100%)
108Ru B 1.0a 3~ 0.039MeV (100%)
— 195Rh B~ 30s B 3.54MeV (79%) 0.512MeV (21%)
By 2.41MeV (10%) 0.62MeV (11%)
B5 3.05MeV (8%)
199¢Cd EC 1.27a monoenergetic 88keV (3.6%)
conversion electrons
63keV (41%) Ag X
84keV (45%) rays
137Cs B 30a (7 0.514MeV (94%) 0.662MeV (85%)
By 1.176 MeV (6%)
20T Bi EC 32.2a monoenergetic
conversion electrons
0.482 MeV (2%) 0.570 MeV (98%)
0.554 MeV (1%) 1.063 MeV (75%)
0.976 MeV (7%) 1.770 MeV (7%)
1.048 MeV (2%)
28 Am a 433a « 5.443MeV (13%)  60keV (36%)

o 5.486 MeV (85%)

Np X rays
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it possible to penetrate the detector and also a trigger counter. °Y pro-
duced in the course of ?°Sr decay has a maximum energy of 2.28 MeV
(corresponding to ~ 4mm aluminium). An Sr/Y radioactive source has
the convenient property that almost no ~ rays, which are hard to shield,
are emitted. If one wants to achieve even higher electron energies, one can
use a YSRh source, it being a daughter element of 1°Ru. The electrons of
this source with a maximum energy of 3.54 MeV have a range of ~ 6.5 mm
in aluminium. The electron capture (EC) emitter 2°"Bi emits monoener-
getic conversion electrons, and is therefore particularly well suited for an
energy calibration and a study of the energy resolution of detectors. A
compilation of commonly used radioactive sources along with their char-
acteristic properties is given in Table 3.3. The decay-level schemes of these
sources are presented in Appendix 5.

If higher energies are required, or more penetrating radiation, one can
take advantage of test beams at accelerators or use muons from cosmic

radiation.
In these test beams almost any particle with well-defined momentum
and charge (electrons, muons, pions, kaons, protons, ...) can be provided.

These beams are mostly produced in interactions of energetic protons in a
target. A suitable test-beam equipment consisting of momentum-selection
magnets, beam-defining scintillators and Cherenkov counters for tagging
special particle species can tailor the secondary beam to the needs of the
experimenter. If no particle accelerator is at hand, the omnipresent cosmic
rays provide an attractive alternative — albeit at relatively low rates — for
detector tests.

The flux of cosmic-ray muons through a horizontal area amounts
to approximately 1/(cm? - min) at sea level. The muon flux per solid
angle from near vertical directions through a horizontal area is 8 -
103 em=2s tsrt [6, 13].

The angular distribution of muons roughly follows a cos? § law, where
is the zenith angle measured with respect to the vertical direction. Muons
account for 80% of all charged cosmic-ray particles at sea level.

3.3 Problems

3.1 Assume that some piece of radioactive material has a nearly
constant gamma activity of 1 GBq. Per decay a total energy of
1.5MeV is liberated. Work out the daily absorbed dose, if the
ionising radiation is absorbed in a mass of m = 10kg?

3.2 In an accident in a nuclear physics laboratory a researcher has
inhaled dust containing the radioactive isotope ?°Sr, which led to
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a dose rate of 1 uSv/h in his body. The physical half-life of %°Sr is
28.5 years, the biological half-life is only 80 days. How long does
it take this dose rate to decay to a level of 0.1 uSv/h?

3.3 Consider a pocket dosimeter with a chamber volume of 2.5cm?
and a capacitance of 7pF. Originally it had been charged to a
voltage of 200 V. After a visit in a nuclear power plant it only
showed a voltage of 170 V. What was the received dose?

The density of air is g, = 1.29 - 1072 g/cm?.

3.4 In a reactor building (volume V; = 4000 m?) a tritium concentra-
tion of 100 Bq/m? has been measured. The tritium originated
from the containment area of volume 500m3. Work out the
original tritium concentration and the total activity.

3.5 Assume that in a certain working area a %°Co concentration in
the air of 1 Bq/m? exists. Based on a respiratory annual volume of
8000 m? this would lead to an intake of 8000 Bq in this environ-
ment. What sort of amount of °Co would this cobalt activity
correspond to (T7/2(°°Co) = 5.24a, mass of a °Co nucleus
mco =1-10722g)?

3.6 A large shielded shipping container (mass m = 120 tons) with an
inventory activity of 107 Bq will warm up as a consequence of
the emitted ionising radiation. Assume that 10 MeV are liberated
per decay which is transferred to the container for a period of
24 hours without any losses. What would be the corresponding
temperature increase if the shipping container is made from iron,
and if it had originally a temperature of 20°C (specific heat of
iron: ¢ = 0.452kJ/(kg K))?

3.7 The absorption coefficient for 50 keV X rays in aluminium is p =
0.3 (g/cm?)~ 1. Work out the thickness of an aluminium shielding
which reduces the radiation level by a factor of 10 000.

3.8 How does the radiation dose received in a four-week holiday
in the high mountains (3000m) compare to the radiation load
caused by an X-ray of the human chest in an X-ray mass
screening?

3.9 137Cs is stored in a human with a biological half-life of about
111 days (17 /thS = 30a). Assume that a certain quantity of 137Cs
corresponding to an activity of 4 - 10° Bq is incorporated due to
a radiation accident. Work out the 137Cs content of the radiation

worker after a period of three years.
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3.10 Assume that during the mounting of a radiation facility for medi-

cal tumour irradiation a 10 Ci °Co source falls down and is almost
immediately recovered by a technician with his naked, unpro-
tected hand. Work out the partial body dose and also estimate
a value for the whole-body dose (exposure time ~ 60 seconds for
the hands and 5 minutes for the whole body).

3.11 A nuclear physics laboratory had been contaminated with a

[13]

radioactive isotope. The decontamination procedure had an effi-
ciency of ¢ = 80%. After three decontamination procedures
a remaining surface contamination of 512Bq/cm? was still
measured. Work out the initial contamination! By how much
did the third decontamination procedure reduce the surface
contamination?

If the level of contamination had to be suppressed to 1 Bq/cm?,
how many procedures would have been required?
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4

Accelerators

The ‘microscopes’ of the particle physicist are enormous particle
accelerators.

American Institute of Physics

Accelerators are in use in many different fields, such as particle accel-
erators in nuclear and elementary particle physics, in nuclear medicine
for tumour treatment, in material science, e.g. in the study of elemental
composition of alloys, and in food preservation. Here we will be mainly
concerned with accelerators for particle physics experiments [1-5]. Other
applications of particle accelerators are discussed in Chapter 16.

Historically Rontgen’s X-ray cathode-ray tube was an accelerator for
electrons which were accelerated in a static electric field up to several
keV. With electrostatic fields one can accelerate charged particles up to
the several-MeV range.

In present-day accelerators for particle physics experiments much higher
energies are required. The particles which are accelerated must be charged,
such as electrons, protons or heavier ions. In some cases — in particular for
colliders — also antiparticles are required. Such particles like positrons or
antiprotons can be produced in interactions of electrons or protons. After
identification and momentum selection they are then transferred into the
accelerator system [6].

Accelerators can be linear or circular. Linear accelerators (Fig. 4.1)
are mostly used as injectors for synchrotrons, where the magnetic guiding
field is increased in a synchronous fashion with the increasing momen-
tum so that the particle can stay on the same orbit. The guiding field
is provided by magnetic dipoles where the Lorentz force keeps the par-
ticles on track. Magnetic quadrupoles provide a focussing of the beam.
Since quadrupoles focus the beam in only one direction and defocus it
in the perpendicular direction, one has to use pairs of quadrupoles to
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particle

source collimator

i % |:| H accelerating cavity oo
~

beam pre-buncher
focussing

klystron (produces
S the accelerating voltage)

Fig. 4.1. Sketch of a linear accelerator. Particles emitted from the source are
focussed and collimated. The continuous particle flow from the source is trans-
formed into a discontinuous bunched beam which is steered into an accelerating
cavity. The cavity is powered by a klystron.

achieve an overall focussing effect. The particles gain their energy in cav-
ities which are fed by a radiofrequency generation (e.g. klystrons), which
means that they are accelerated in an alternating electromagnetic field.
Field gradients of more than 10 MeV/m can be achieved. Since the par-
ticles propagate on a circular orbit, they see the accelerating gradient on
every revolution and thereby can achieve high energies. In addition to
dipoles and quadrupoles there are usually also sextupoles and correction
coils for beam steering. Position and beam-loss monitors are required for
beam diagnostics, adjustments and control (Fig. 4.2). It almost goes with-
out saying that the particles have to travel in an evacuated beam pipe, so
that they do not lose energy by ionising collisions with gas molecules.
The maximum energy which can be achieved for protons is presently
limited by the magnetic guiding field strength in synchrotrons and avail-
able resources. The use of large bending radii and superconducting

external
target

0

kicker magnet
extracted beam —

\+
LINAC
transfer line

Fig. 4.2. Schematic layout of a synchrotron; LINAC — linear accelerator. The
kicker magnet extracts the particle beam from the synchrotron.
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magnets has allowed to accelerate and store protons up to the 10TeV
region.

Such energies can never be obtained in electron synchrotrons, because
the light electrons lose their energy by the emission of synchrotron radi-
ation (for synchrotron energy loss, see Sect. 1.1.10). This energy loss is
proportional to 4*/p?, where v is the Lorentz factor of the electrons and
p the bending radius in the dipoles. Only because of their high mass this
energy-loss mechanism is negligible for protons. If one wants to acceler-
ate electrons beyond the 100 GeV range, one therefore has to use linear
accelerators. With present-day technology a linear accelerator for elec-
trons with a maximum beam energy of several hundred giga-electron-volts
must have a length of ~ 15km, so that a linear eTe™ collider would have
a total length of ~ 30km [7].

In the past particle physics experiments were mostly performed in the
fized-target mode. In this case the accelerated particle is ejected from the
synchrotron and steered into a fixed target, where the target particles
except for the Fermi motion are at rest. The advantage of this technique
is that almost any material can be used as target. With the target density
also the interaction probability can be controlled. The disadvantage is
that most of the kinetic energy of the projectile cannot be used for particle
production since the centre-of-mass energy for the collision is relatively
low. If ¢, = (Elab, Plab) and Grarget = (M, 0) are the four-momenta of the
accelerated proton and the proton of the target, respectively, the centre-
of-mass energy /s in a collision with a target proton at rest is worked
out to be

Since for high energies
my K Fip (4.2)

one has

\/g =/ 2mpElab . (43)

For a 1 TeV proton beam on a proton target only 43 GeV are available
in the centre-of-mass system. The high proton energy is used to a large
extent to transfer momentum in the longitudinal direction.

This is quite in contrast to colliders, where one has counterrotating
beams of equal energy but opposite momentum. In this case the centre-
of-mass energy is obtained from

s=(q+q)* = (B1+ E2)? — |p1 + p=|* (4.4)

where ¢1, ¢2 are the four-momenta of the colliding particles. If the beams
are of the same energy — when they travel in the same beam pipe such as
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in particle—antiparticle colliders this is always true — and if py = —pj, one
gets

s =4FE? (4.5)
or

Vs=2F . (4.6)

In this case the full energy of the beams is made available for particle
production. These conditions are used in proton—antiproton or electron—
positron colliders. 1t is also possible to achieve this approximately for pp
or e” e~ collisions, however, at the expense of having to use two vacuum
beam pipes, because in this case the colliding beams of equal charge must
travel in opposite directions while in pp and e™e™ machines both particle
types can propagate in opposite directions in the same beam pipe. There
is, however, one difference between pp or e~ e~ colliders on the one hand
and pp or eTe” machines on the other hand: because of baryon- and
lepton-number conservation the beam particles from pp or e~ e~ colliders —
or equivalent baryonic or leptonic states — will also be present in the
final state, so that not the full centre-of-mass energy is made available for
particle production. For et e~ colliders one has also the advantage that the
final-state particle production starts from a well-defined quantum state.

If particles other than protons or electrons are required as beam parti-
cles, they must first be made in collisions. Pions and kaons and other
strongly interacting particles are usually produced in proton—nucleon
collisions, where the secondary particles are momentum selected and iden-
tified. Secondary pion beams can also provide muons in their decay (7 —
pwt +v,). At high enough energies these muons can even be transferred
into a collider ring thereby making ™~ collisions feasible. Muon collid-
ers have the advantage over electron—positron colliders that — due to their
higher mass — they suffer much less synchrotron-radiation energy loss.

In high flux proton accelerators substantial neutrino fluxes can be pro-
vided which allow a study of neutrino interactions. Muon colliders also
lead to intense neutrino fluxes in their decay which can be used in neutrino
factories.

Almost all types of long-lived particles (r, K, A, X, ...) can be prepared
for secondary fixed-target beams. In electron machines photons can be
produced by bremsstrahlung allowing the possibility of vy colliders as
byproduct of linear eTe™ colliders.

An important parameter in accelerator experiments is the number of
events that one can expect for a particular reaction. For fixed-target
experiments the interaction rate ¢ depends on the rate of beam parti-
cles n hitting the target, the cross section for the reaction under study,
o, and the target thickness d according to
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¢=0-Na[mol '|/g-0-n-d{s"'}, (4.7)

where o is the cross section per nucleon, Np Avogadro’s number, d the
target thickness (in cm), and p the density of the target material (in
g/cm?). Equation (4.7) can be rewritten as

p=o0l , (4.8)

where L is called luminosity.

In collider experiments the situation is more complicated. Here one
beam represents the target for the other. The interaction rate in this case
is related to the luminosity of the collider which is a measure of the number
of particles per cm? and s. If N; and N, are the numbers of particles in
the colliding beams and o, and o, are the transverse beam dimensions,
the luminosity L is related to these parameters by

NNy

020y

L x

(4.9)

It is relatively easy to determine N7 and Ns. The measurement of the
transverse beam size is more difficult. For a high interaction rate the two
particle beams must of course completely overlap at the interaction point.
The precise measurement of all parameters which enter into the luminosity
determination cannot be performed with the required accuracy. Since,
however, the luminosity is related to the interaction rate ¢ by Eq. (4.8),
a process of well-known cross section ¢ can be used to fix the luminosity.
In eTe™ colliders the well-understood QED process

efe” —ete” (4.10)

(Bhabha scattering, see Fig. 4.3), with a large cross section, can be
precisely measured. Since this cross section is known theoretically with
high precision, the ete™ luminosity can be accurately determined

(0L/L < 1%).

Fig. 4.3. Feynman diagram for Bhabha scattering in ¢-channel exchange.

https://doi.org/10.1017/9781009401531 Published online by Cambridge University Press


https://doi.org/10.1017/9781009401531

4.1 Problems 87

The luminosity determination in pp or pp colliders is more difficult. One
could use the elastic scattering for calibration purposes or the W and /or Z
production. In Z production one can rely on the decay Z — u™pu~. Since
the cross section for Z production and the branching ratio into muon pairs
are well known, the luminosity can be derived from the number of muon
pairs recorded.

In ~7 colliders the QED process

vy —ete” (4.11)

could be the basis for the luminosity measurement. Unfortunately, this
process is only sensitive to one spin configuration of the two photons so
that further processes (like the radiative process vy — ete™+) must be
used to determine the total luminosity.

If energies beyond the reach of earthbound accelerators are required,
one has to resort to cosmic accelerators [8-10]. Experiments with cosmic-
ray particles are always fixed-target experiments. To obtain centre-of-mass
energies beyond 10TeV in pp collisions with cosmic-ray protons one has
to use cosmic-ray energies of

s
BEpp > —— =~ 50PeV(=5-10'%eV) . (4.12)

2m,,
Since one has no command over the cosmic-ray beam, one must live with
the low intensity of cosmic-ray particles at the high energies.

4.1 Problems

4.1 At the Large Hadron Collider the centre-of-mass energy of the two
head-on colliding protons is 14 TeV. How does this compare to a
cosmic-ray experiment where an energetic proton collides with a
proton at rest?

4.2 A betatron essentially works like a transformer. The current in an
evacuated beam pipe acts as a secondary winding. The primary
coil induces a voltage

- _ B
U:/E-d§: |E|-2wR:—@:—wR2d— .
dt dt
While the induction increases by d B, the accelerated electron gains
an energy
= 1 _dB R ds
E e — E — — N — p— B = — .
d edU =e¢|E|ds=e 2Rdt ds e2vd AT
(4.13)

https://doi.org/10.1017/9781009401531 Published online by Cambridge University Press


https://doi.org/10.1017/9781009401531

88 4 Accelerators

If the electron could be forced to stay on a closed orbit, it would

gain the energy
R B
E:e/ vdB .
2 Jo

To achieve this a guiding field which compensates the centrifugal
force is required. Work out the relative strength of this steering
field in relation to the accelerating time-dependent field B.

4.3 A possible uncontrolled beam loss in a proton storage ring might
cause severe damage. Assume that a beam of 7TeV protons (N, =
2-10'3) is dumped into a stainless-steel pipe of 3 mm thickness over
a length of 3m. The lateral width of the beam is assumed to be
1 mm. The 3 mm thick beam pipe absorbs about 0.3% of the proton
energy. What happens to the beam pipe hit by the proton beam?

4.4 The LEP dipoles allow a maximum field of B = 0.135T. They
cover about two thirds of the 27 km long storage ring. What is the
maximum electron energy that can be stored in LEP?

For LHC 10T magnets are foreseen. What would be the maxi-
mum storable proton momentum?

4.5 Quadrupoles are used in accelerators for beam focussing. Let z be
the direction of the beam. If £ is the length of the bending magnet,
the bending angle « is

P p

To achieve a focussing effect, this bending angle must be propor-
tional to the beam excursion in x:

axzr = By-lxaz;

for symmetry reasons: B, - £ o y.
Which magnetic potential fulfils these conditions, and what is
the shape of the surface of the quadrupole magnet?
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5

Main physical phenomena used for
particle detection and basic counter types

What we observe is not nature itself, but nature exposed to our method
of questioning.

Werner Heisenberg

A particular type of detector does not necessarily make only one sort
of measurement. For example, a segmented calorimeter can be used to
determine particle tracks; however, the primary aim of such a detector
is to measure the energy. The main aim of drift chambers is a measure-
ment of particle trajectories but these devices are often used for particle
identification by ionisation measurements. There is a number of such
examples.

This chapter considers the main physical principles used for particle
detection as well as the main types of counters (detector elements). The
detectors intended for the measurement of certain particle characteristics
are described in the next chapters. A brief introduction to different types
of detectors can be found in [1].

5.1 JIonisation counters

5.1.1 lonisation counters without amplification

An ionisation counter is a gaseous detector which measures the amount of
ionisation produced by a charged particle passing through the gas volume.
Neutral particles can also be detected by this device via secondary charged
particles resulting from the interaction of the primary ones with electrons
or nuclei. Charged particles are measured by separating the charge-carrier
pairs produced by their ionisation in an electric field and guiding the

90
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Fig. 5.1. Principle of operation of a planar ionisation chamber.

ionisation products to the anode or cathode, respectively, where corre-
sponding signals can be recorded. If a particle is totally absorbed in an
ionisation chamber, such a detector type measures its energy [2, 3].

In the simplest case an ionisation chamber consists of a pair of paral-
lel electrodes mounted in a gas-tight container that is filled with a gas
mixture which allows electron and ion drift. A voltage applied across the
electrodes produces a homogeneous electric field.

In principle the counting gas can also be a liquid or even a solid (solid-
state ionisation chamber). The essential properties of ionisation chambers
are not changed by the phase of the counting medium.

Let us assume that a charged particle is incident parallel to the elec-
trodes at a distance xy from the anode (Fig. 5.1). Depending on the
particle type and energy, it produces along its track an ionisation, where
the average energy required for the production of an electron—ion pair, W,
is characteristic of the gas (see Table 1.2).

The voltage Uy applied to the electrodes provides a uniform electric
field

|E| = E, = Up/d . (5.1)

In the following we will assume that the produced charge is com-
pletely collected in the electric field and that there are no secondary
ionisation processes or electron capture by possible electronegative gas
admixtures.

The parallel electrodes of the ionisation chamber, acting as a capacitor
with capacitance C, are initially charged to the voltage Uy. To simplify the
consideration let us assume that the load resistor R is very large so that
the capacitor can be considered to be independent. Suppose N charge-
carrier pairs are produced along the particle track at a distance zg from
the anode. The drifting charge carriers induce an electric charge on the
electrodes which leads to certain change of the voltage, AU. Thereby the
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stored energy %CU@ will be reduced to %CU 2 according to the following

equations:
1 o 1 2 ’
1 9 1 9 1
§CU - §CUO = §C(U+ Uy)(U—-Uy)=—N-q-E, - (x—x0). (5.3)

The voltage drop, however, will be very small and one may approximate
U+Uy=2Uy, U-Uy=AU. (5.4)

Using E, = Uy/d one can work out AU with the help of Eq. (5.3),

N -q

AU = — (x —x0) . (5.5)
The signal amplitude AU has contributions from fast-moving electrons
and the slowly drifting ions. If v and v~ are the constant drift velocities
of ions and electrons while +e and —e are their charges, one obtains

AUT = 7%0+At ,

N(—e)

AU~ = —
v Cd

(—v7)AL, (5.6)

where At is the drift time. For ions 0 < At < T = (d — x¢)/v" while
for electrons 0 < At < T~ = xp/v~. It should be noted that electrons
and ions cause contributions of the same sign since these carriers have
opposite charges and opposite drift directions.

Because of v~ > v™, the signal amplitude will initially rise linearly up

to

Ne
AUl = a . (—.rg) (57)

(the electrons will arrive at the anode, which is at = = 0, at the time 7'7)
and then will increase more slowly by the amount which originates from
the movement of ions,

Ne

AUy = —=°
Us Cd

(d— o) . (5.8)

Therefore the total signal amplitude, that is reached at t = T, is

Ne Ne N -e
AU—AUl—i—AUQ——@xo—@( —.CU(])—— C .

(5.9)
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This result can also be derived from the equation describing the charge
on a capacitor, AQ = —N -e = C'- AU, which means that, independent of
the construction of the ionisation chamber, the charge () on the capacitor
is reduced by the collected ionisation AQ, and this leads to a voltage
amplitude of AU = AQ/C.

These considerations are only true if the charging resistor is infinitely
large or, more precisely,

RC>T ", Tt . (5.10)
When RC # oo, expressions (5.6) should be modified,

N
AUT = —7€U+R(1 — e AYRCY

AU = —N(d_e) (—v7)R(1 — e AUECY (5.11)

In practical cases RC' is usually large compared to T~ , but smaller than
T*. In this case one obtains [4]

AU = —%xo — %vﬂm — e ARGy (5.12)
which reduces to Eq. (5.9) if RC > T+ = (d — o) /v .

For electric field strengths of 500 V/em and typical drift velocities of
v~ = 5cm/us, collection times for electrons of 2 us and for ions of about
2ms are obtained for a drift path of 10 cm. If the time constant RC >
2ms, the signal amplitude is independent of xg.

For many applications this is much too long. If one restricts oneself
to the measurement of the electron component, which can be done by
differentiating the signal, the total amplitude will not only be smaller, but
also depend on the point in which the ionisation is produced, see Eq. (5.7).

This disadvantage can be overcome by mounting a grid between the
anode and cathode (Frisch grid [5]). If the charged particle enters the
larger volume between the grid and cathode, the produced charge carri-
ers will first drift through this region which is shielded from the anode.
Only when electrons penetrate through the grid, the signal on the work-
ing resistor R will rise. Ions will not produce any signal on R because
their effect is screened by the grid. Consequently, this type of ionisation
chamber with a Frisch grid measures only the electron signal which, in
this configuration, is independent of the ionisation production region, as
long as it is between the grid and the cathode.

Ionisation counters of this type are well suited for the detection of
low-energy heavy particles. For example, 5 MeV « particles will deposit
all their energy in a counter of 4cm thickness filled with argon. Since
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Fig. 5.2.  Pulse-height spectrum of « particles emitted from a 234U /238U isotope
mixture recorded with a Frisch grid ionisation chamber [4].

W =~ 26¢eV for argon (see Table 1.2), the total number of electron—ion
pairs will be

N =5-10%V/26eV = 1.9-10° . (5.13)

Assuming a capacity of C' = 10 pF we obtain the amplitude of the signal
due to electrons as AU ~ 3mV which can be easily measured with rather
simple electronics.

Figure 5.2 shows the pulse-height spectrum of « particles emitted from
a mixture of radioisotopes 224U and 238U recorded by a Frisch grid ion-
isation chamber [4]. 2*4U emits a particles with energies of 4.77 MeV
(72%) and 4.72 MeV (28%), while 238U emits mainly « particles of energy
4.19 MeV. Although the adjacent o energies of the 234U isotope cannot be
resolved, one can, however, clearly distinguish between the two different
uranium isotopes.

Tonisation chambers can also be used in the spectroscopy of particles
of higher charge because in this case the deposited energies are in general
larger compared to those of singly charged minimum-ionising particles.
And indeed, minimum-ionising particles passing the same 4 cm of argon
deposit only about 11 keV which provides about 400 pairs. To detect such
a small signal is a very difficult task!

Apart from planar ionisation counters, cylindrical ionisation counters
are also in use. Because of the cylindrical arrangement of the electrodes,
the electric field in this case is no longer constant but rather rises like 1/7
to the anode wire (see, for example, the famous book [6]):

-, T 7
E:

- 5.14
2meor v ( )
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amplifier

cathode

Fig. 5.3. Principle of operation of a cylindrical ionisation counter.

where 7 is the linear charge density on the wire. The potential distribution
is obtained by integration:

U=U(r)— /T E(r)dr . (5.15)

Here r, — radius of cylindrical cathode, r; — anode-wire radius (Fig. 5.3).
By taking into account the boundary condition U(r;) = Up, U(r,) = 0,
Formulae (5.15), (5.14) provide U(r) and E(r) using the intermediate
C; = 2meo/In(r,/ri) for the capacitance per unit length of the counter
and Uy = 7/C;:

~ Uoln(r/ra) U
utr) = lon(ri/ra) ' rln(T:/ri)'

The field-dependent drift velocity can no longer assumed to be constant.
The drift time of electrons is obtained by

- _ [ A
T _/TO =Gl (5.17)

if the ionisation has been produced locally at a distance rg from the
counter axis (e.g. by the absorption of an X-ray photon). The drift velocity
can be expressed by the mobility u(v~ = p~ - E), and in the approxima-
tion that the mobility does not depend on the field strength one obtains

((-E)),
"odr "odr
T_:—/ :—/ rin(ry/r;
To ILL_ : E To ILL_ : UO ( / )

_ ln(ra/ri) 2 2
= ﬁ(ro —7ri). (5.18)

|E(r)| = (5.16)

https://doi.org/10.1017/9781009401531 Published online by Cambridge University Press


https://doi.org/10.1017/9781009401531

96 d Main physical phenomena used for particle detection

In practical cases the mobility does depend on the field strength, so
that the drift velocity of electrons is not a linear function of the field
strength. For this reason Eq. (5.18) presents only a rough approximation.
The related signal pulse height can be computed in a way similar to
Eq. (5.2) from

Uo

1 1 "
CU2:CU2—N/ c—d 5.19
2 2 0 ro 1 rin(ry/ri) " (5.19)

to
Ne

AU = ————1 ; 5.20
Cin(ra/ry) n(ro/ri) (5.20)
with ¢ = —e for drifting electrons and C' — the detector capacitance. It

may clearly be seen that the signal pulse height in this case depends only
logarithmically on the production point of ionisation.

The signal contribution due to the drift of the positive ions is obtained
similarly,

Neln(r,/ro)

C In(ra/r)
The ratio of pulse heights originating from ions and electrons, respectively,
is obtained as

AUT = (5.21)

AUT  In(ra/ro)

AU~ In(ro/r;)
Assuming that the ionisation is produced at a distance r,/2 from the
anode wire, one gets

(5.22)

AUt In2
AU~ In(ry/2r;) (5:23)

Since r, > r;, we obtain

AUt < AU, (5.24)

i.e., for all practical cases (homogeneous illumination of the chamber
assumed) the largest fraction of the signal in the cylindrical ionisation
chamber originates from the movement of electrons. For typical values of
r, = lcm and 7; = 15 um the signal ratio is

AUT/AU™ =0.12. (5.25)

The pulse duration from ionisation chambers varies in a wide range
depending on the gas mixtures (e.g., 80% Ar and 20% CF, provides very
fast pulses, ~ 35ns) [7]. The length of a tube ionisation chamber is almost
unlimited, for example, a detector in the form of a gas dielectric cable with
a length of 3500 m was used as a beam-loss monitor at SLAC [8].
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Fig. 5.4. Construction of an ionisation pocket dosimeter.

For radiation-protection purposes ionisation chambers are frequently
used in a current mode, rather than a pulse mode, for monitoring the
personal radiation dose. These ionisation dosimeters usually consist of
a cylindrical air capacitor. The capacitor is charged to a voltage U,.
The charge carriers which are produced in the capacitor under the influ-
ence of radiation will drift to the electrodes and partially discharge the
capacitor. The voltage reduction is a measure for the absorbed dose. The
directly readable pocket dosimeters (Fig. 5.4) are equipped with an elec-
trometer. The state of discharge can be read at any time using a built-in
optics [9, 10].

5.1.2  Proportional counters

In ionisation chambers the primary ionisation produced by the incident
particle is merely collected via the applied electric field. If, however, the
field strength in some region of the counter volume is high, an electron
can gain enough energy between two collisions to ionise another atom.
Then the number of charge carriers increases. In cylindrical chambers the
maximum field strength is around the thin-diameter anode wires due to
the 1/r dependence of the electric field, see Eq. (5.16). The physics of elec-
trical discharges in gases was developed by J.S. Townsend [11] and a good
introduction is presented in [12, 13]. The signal amplitude is increased by
the gas amplification factor A; therefore one gets, see Eq. (5.9),

N
C

The energy gain between two collisions is

AU = A (5.26)

AEkin =ekb - )\0 5 (527)
assuming that the field strength E does not change over the mean free
path length \g. To consider the multiplication process let us take a simple

model. When the electron energy AFy;, at the collision is lower than a
certain threshold, [io,, the electron loses its energy without ionisation,
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while, when A FEy;, > Iion, ionisation nearly always occurs. The probability
for an electron to pass the distance A > Ajon, = Iion/(eF) without collision
is e~ Men/20 Since an electron experiences 1 /Ao collisions per unit length,
the total number of ionisation acts per unit length — or the first Townsend
coefficient — can be written as

o= e Nen/ho (5.28)
Ao

Taking into account the inverse proportionality of A\g to the gas pressure
p, this can be rewritten as
Y g.emm (5.29)
p
where a and b are constants. In spite of its simplicity, this model rea-
sonably describes the observed dependence when a and b are determined
from experiment.

The first Townsend coefficient for different gases is shown in Fig. 5.5
for noble gases, and in Fig. 5.6 for argon with various additions of organic
vapours. The first Townsend coefficient for argon-based gas mixtures at
high electric fields can be taken from literature [14, 15].

If Ny primary electrons are produced, the number of particles, N(x),
at the point x is calculated from

dN(z) = aN(z)dz (5.30)

to be
N(x) = Nge** . (5.31)

al/p [ion pairs/cm - mm Hg]

10_42 4 10 2 4 1022 4 103

reduced electric field strength E/p [V/cm - mm Hg]

Fig. 5.5. First Townsend coefficient for some noble gases [15-18].
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Fig. 5.6. First Townsend coefficient for argon with some organic vapour admix-
tures [16, 19, 20].

The first Townsend coefficient o depends on the field strength E and
thereby on the position x in the gas counter. Therefore, more generally,
it holds that

N(z) = Ng-ef @@ dz (5.32)

where the gas amplification factor is given by

A= exp { / o(z) dac} . (5.33)

The lower integration limit is fixed by the distance ry from the centre of
the gas counter, where the electric field strength exceeds the critical value
FE) from which point on charge-carrier multiplication starts. The upper
integration limit is the anode-wire radius r;.

The proportional range of a counter is characterised by the fact that
the gas amplification factor A takes a constant value. As a conse-
quence, the measured signal is proportional to the produced ionisation.
Gas amplification factors of up to 10® are possible in the proportional
mode. Typical gas amplifications are rather in the range between 10* up
to 10°.

If Uiy is the threshold voltage for the onset of the proportional range,
the gas amplification factor expressed by the detector parameters can be

calculated to be [16]
kLCUoTi \/U()
A= 20— — —1 ; 5.34
exp{ \/ 271'60 Uth ' ( )
2mo . capacitance per unit

where Uy — applied anode voltage; C = = I

length of the counter; L — number of atoms/molecules per unit volume

(‘Z‘il = 2.69 - 10!? /cm3) at normal pressure and temperature; k is a
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gas-dependent constant on the order of magnitude 10717 ¢cm?/V, which
can be obtained from the relation

o=——""c (5.35)

where FE. is the average electron energy (in eV) between two collisions [16].
In the case Uy > Uy, Eq. (5.34) simplifies to

A = const - eV0/Uret (5.36)

where U, is a reference voltage.

Equation (5.36) shows that the gas amplification rises exponentially
with the applied anode-wire voltage. The detailed calculation of the gas
amplification is difficult [11, 21-30], However, it can be measured quite
easily. Let Ny be the number of primary charge carriers produced in the
proportional counter which, for example, have been created by the absorp-
tion of an X-ray photon of energy E, (Nog = E,/W, where W is the
average energy that is required for the production of one electron—ion
pair). The integration of the current at the output of the proportional
counter leads to the gas-amplified charge

Q= / i) dt | (5.37)

which is again given by the relation Q = e - Ny - A. From the current
integral and the known primary ionisation Ny the gas amplification A
can be easily obtained.

At high field collisions of electrons with atoms or molecules can cause
not only ionisation but also excitation. De-excitation is often followed by
photon emission. The previous considerations are only true as long as
photons produced in the course of the avalanche development are of no
importance. These photons, however, will produce further electrons by
the photoelectric effect in the gas or at the counter wall, which affect
the avalanche development. Apart from gas-amplified primary electrons,
secondary avalanches initiated by the photoelectric processes must also be
taken into account. For the treatment of the gas amplification factor with
inclusion of photons we will first derive the number of produced charge
carriers in different generations.

In the first generation, Ny primary electrons are produced by the ion-
ising particle. These Ny electrons are gas amplified by a factor A. If
is the probability that one photoelectron per electron is produced in the
avalanche, an additional number of v(NyA) photoelectrons is produced
via photoprocesses. These, however, are again gas amplified so that in the
second generation (YNgA) - A = yNyA? gas-amplified photoelectrons the
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anode wire, which again create (yNgA?2)y further photoelectrons in the
gas amplification process, which again are gas amplified themselves. The
gas amplification A, under inclusion of photons, therefore, is obtained

from
NOA'y = N()A + N()AZ’)/ —+ N0A3’72 “+ .-
> NyA
= NpA - Ay)k = .
oA DA = (5.38)
k=0
to be
A
A, = . .
e (5.39)

The factor +, which determines the gas amplification under inclusion of
photons, is also called the second Townsend coefficient.

As the number of produced charges increases, they begin to have an
effect on the external applied field and saturation effects occur. For
vA — 1 the signal amplitude will be independent of the primary ioni-
sation. The proportional or, rather, the saturated proportional region is
limited by gas amplification factors around A., = 108.

The process of avalanche formation takes place in the immediate vicin-
ity of the anode wire (Fig. 5.7). One has to realise that half of the total
produced charge appears at the last step of the avalanche! The mean free
paths of electrons are on the order of um so that the total avalanche for-
mation process according to Eq. (5.31) requires only about 10-20 um. As
a consequence, the effective production point of the charge (start of the
avalanche process) is

o =T+ k- )\0 s (540)

where k is the number of mean free paths which are required for the
avalanche formation.

O electron

gas ions

_— electron avalanche

(RN

secondary electrons

anode wire

Fig. 5.7. TIllustration of the avalanche formation on an anode wire in a
proportional counter. By lateral diffusion a drop-shaped avalanche develops.
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The ratio of signal amplitudes which are caused by the drift of positive
ions or electrons, respectively, is determined to be, see Eq. (5.22),
Ne In( a/ )
AU~ Ty _ I(ra/ro)

- Ne In(ro/ri) .
AU _F% In(ro /i)

-R. (5.41)

The gas amplification factor cancels in this ratio because equal numbers
of electrons and ions are produced.

With typical values of r, = 1cm, r; = 20 um and £\ = 10 um this ratio
is R ~ 14, which implies that in the proportional counter the signal on
the anode wire is caused mainly by ions drifting slowly away from the
wire and not by electrons which quickly drift in the direction of the wire.

The rise time of the electron signal can be calculated from Eq. (5.18).
For electron mobilities in the range between = = 100 and 1000 cm?/V s,
an anode voltage of several hundred volts and typical detector dimensions
as given above, the rise time is on the order of nanoseconds. The total ion
drift time T can be found analogously to Formula (5.18),

In(r,/r)
T+ = 2 Ty '/Uo (r2 —r). (5.42)

For the counter dimensions given above, Uy = 1000 V and an ion mobility
at normal pressure equal to ™ = 1.5cm?/V's, the ion drift time T+ is
about 2ms.

On the other hand, the time dependence of the signal induced by the
motion of ions, AU (¢), is quite non-linear. The voltage drop caused by
the drift of the ions created near the anode wire (r & ;) to the point 74
is, see Formula (5.21),

Neln(ry/r)

AU (ry, =———< 5.43
(ri,m) C In(ra/r) (5:43)
and the ratio of this value to the total ion amplitude is
AU (ry 1 ]
R UT(ri, 1) _ n(ry/ry) (5.44)

AU+ In(ra/ri)

One can note that a large fraction of the signal is formed when ions move
only a small part of the way from anode to cathode. As an example, let us
calculate the R value when the ion drifts from the anode (r = r; = 20 um)
to the distance 1 = 10 ;. Formula (5.44) gives R = 0.4 while the time that
the ions require for this path is only At (7, 107;) ~ 0.8 us. It means that
by differentiating the signal with an RC' combination (as it is illustrated
by Fig. 5.8) one can obtain a reasonably high and rather fast signal.
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Fig. 5.8. Readout of a proportional counter.

Fig. 5.9. Photographic reproduction of an electron avalanche [13, 16, 31, 32].
The photo shows the form of the avalanche. It was made visible in a cloud chamber
(see Chap. 6) by droplets which had condensed on the positive ions.

Of course, if Rgir - C ~ 1ns is chosen, one can even resolve the time
structure of the ionisation in the proportional counter.

Raether was the first to photograph electron avalanches (Fig. 5.9, [13,
16, 31, 32]). In this case, the avalanches were made visible in a cloud
chamber by droplets which had condensed on the positive ions. The size
of the luminous region of an avalanche in a proportional chamber is rather
small compared to different gas-discharge operation modes, such as in
Geiger—Miiller or streamer tubes.

Proportional counters are particularly suited for the spectroscopy of X
rays. Figure 5.10 shows the energy spectrum of 59.53 keV X-ray photons
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Fig. 5.10. Energy spectrum of 59.53keV X-ray photons which are emitted in
the a decay of 2! Am, measured in a xenon proportional counter [33].

which are emitted in the o decay 24 Am — Z3INp* + a from the excited

neptunium nucleus. The spectrum was measured in a xenon proportional
counter. The characteristic X-ray lines of the detector material and the Xe
escape peak are also seen [33]. The escape peak is the result of the following
process. The incident X rays ionise the Xe gas in most cases in the K shell.
The resulting photoelectron only gets the X-ray energy minus the binding
energy in the K shell. If the gap in the K shell is filled up by electrons
from outer shells, X rays characteristic of the gas may be emitted. If these
characteristic X rays are also absorbed by the photoelectric effect in the
gas, a total-absorption peak is observed; if the characteristic X rays leave
the counter undetected, the escape peak is formed (see also Sect. 1.2.1).

Proportional counters can also be used for X-ray imaging. Special
electrode geometries allow one- or two-dimensional readout with high
resolution for X-ray synchrotron-radiation experiments which also work
at high rates [34, 35]. The electronic imaging of ionising radiation with
limited avalanches in gases has a wide field of application ranging from
cosmic-ray and elementary particle physics to biology and medicine [36].

The energy resolution of proportional counters is limited by the fluctua-
tions of the charge-carrier production and their multiplication. Avalanche
formation is localised to the point of ionisation in the vicinity of the anode
wire. It does not propagate along the anode wire.

5.1.83 Geiger counters

The increase of the field strength in a proportional counter leads to
a copious production of photons during the avalanche formation. As a
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Fig. 5.11. Schematic representation of the transverse avalanche propagation
along the anode wire in a Geiger counter.

consequence, the probability to produce further new electrons by the pho-
toelectric effect increases. This photoelectric effect can also occur at points
distant from the production of the primary avalanche. These electrons lib-
erated by the photoelectric effect will initiate new avalanches whereby the
discharge will propagate along the anode wire [37, 38] (Fig. 5.11).

The probability of photoelectron production per electron, v, in the orig-
inal avalanche becomes so large that the total number of charge carriers
produced by various secondary and tertiary avalanches increases rapidly.
As a consequence, the proportionality between the signal and the primary
ionisation gets lost. The domain in which the liberated amount of charge
does not depend on the primary ionisation is called the Geiger mode. The
signal only depends on the applied voltage. In this mode of operation the
signal amplitude corresponds to a charge signal of 10% up to 10'? electrons
per primary produced electron.

After the passage of a particle through a Geiger counter (also called
Geiger—Mdller counter [39]) a large number of charge carriers are formed
all along the anode wire. The electrons are quickly drained by the anode,
however, the ions form a kind of flux tube which is practically station-
ary. The positive ions migrate with low velocities to the cathode. Upon
impact with the electrode they will liberate, with a certain probability,
new electrons, thereby starting the discharge anew.

Therefore, the discharge must be interrupted. This can be achieved if
the charging resistor R is chosen to be so large that the momentary anode
voltage Uy — I R is smaller than the threshold value for the Geiger mode
(quenching by resistor).

Together with the total capacitance C' the time constant RC' has to be
chosen in such a way that the voltage reduction persists until all positive
ions have arrived at the cathode. This results in times on the order of
magnitude of milliseconds, which strongly impairs the rate capability of
the counter.

It is also possible to lower the applied external voltage to a level below
the threshold for the Geiger mode for the ion drift time. This will, however,
also cause long dead times. These can be reduced if the polarity of the
electrodes is interchanged for a short time interval, thereby draining the
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positive ions, which are all produced in the vicinity of the anode wire, to
the anode which has been made negative for a very short period.

A more generally accepted method of quenching in Geiger counters is
the method of self-quenching. In self-quenching counters a quench gas is
admixed to the counting gas which is in most cases a noble gas. Hydro-
carbons like methane (CHy), ethane (CyHg), isobutane (iC4H;(), alcohols
like ethyl alcohol (CoH5OH) or methylal (CH2(OCHs)s), or halides like
ethyl bromide are suitable as quenchers. These additions will absorb pho-
tons in the ultraviolet range (wavelength 100-200nm) thereby reducing
their range to a few wire radii (=~ 100 um). The transverse propagation of
the discharge proceeds only along and in the vicinity of the anode wire
because of the short range of the photons. The photons have no chance
to liberate electrons from the cathode by the photoelectric effect because
they will be absorbed before they can reach the cathode.

After a flux tube of positive ions has been formed along the anode wire,
the external field is reduced by this space charge by such an amount that
the avalanche development comes to an end. The positive ions drifting
in the direction of the cathode will collide on their way with quench-gas
molecules, thereby becoming neutralised,

Ar™ + CHy — Ar+ CHJ . (5.45)

The molecule ions, however, have insufficient energy to liberate electrons
from the cathode upon impact. Consequently, the discharge stops by itself.
The charging resistor, therefore, can be chosen to be smaller, with the
result that time constants on the order of 1 us are possible.

Contrary to the proportional mode, the discharge propagates along the
whole anode wire in the Geiger mode. Therefore, it is impossible to record
two charged particles in one Geiger tube at the same time. This is only
achievable if the lateral propagation of the discharge along the anode
wire can be interrupted. This can be accomplished by stretching insulat-
ing fibres perpendicular to the anode wire or by placing small droplets
of insulating material on the anode wire. In these places the electric field
is so strongly modified that the avalanche propagation is stopped. This
locally limited Geiger mode allows the simultaneous registration of several
particles on one anode wire. However, it has the disadvantage that the
regions close to the fibres are inefficient for particle detection. The inef-
ficient zone is typically 5 mm wide. The readout of simultaneous particle
passages in the limited Geiger range is done via segmented cathodes.

5.1.4 Streamer tubes

In Geiger counters the fraction of counting gas to quenching gas is typ-
ically 90:10. The anode wires have diameters of 30 um and the anode
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voltage is around 1kV. If the fraction of the quenching gas is consider-
ably increased, the lateral propagation of the discharge along the anode
wire can be completely suppressed. One again obtains, as in the propor-
tional counter, a localised discharge with the advantage of large signals
(gas amplification > 1010 for sufficiently high anode voltages), which can
be processed without any additional preamplifiers. These streamer tubes
(Iarocci tubes, also developed by D.M. Khazins) [40-43] are operated with
‘thick’ anode wires between 50 um and 100 um diameter. Gas mixtures
with < 60% argon and > 40% isobutane can be used. Streamer tubes
operated with pure isobutane also proved to function well [44]. In this
mode of operation the transition from the proportional range to streamer
mode proceeds avoiding the Geiger discharges.

Figure 5.12 shows the amplitude spectra from a cylindrical counter with
anode-wire diameter 100um, filled with argon/isobutane in proportion
60:40 under irradiation of electrons from a %9Sr source [45]. At rela-
tively low voltages of 3.2kV small proportional signals caused by electrons
are seen. At higher voltages (3.4kV) for the first time streamer signals

300 0.2pC 3.2kV 68pC  3.8kV 270
200 180
100 %0

£ 180 o5pC 3.4kV 94pC 4.0kv 180

2

2120 120

o

3 60 12pC 60

E

]

c

90 3.6kV 152pC 42kv g
60 60
45pC
30 30
20 40 60 80 20 40 60 80

signal amplitude [a.u.]

Fig. 5.12. Amplitude spectra of charge signals in a streamer tube. With increas-
ing anode voltage the transition from the proportional to the streamer mode is
clearly visible [45].
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Fig. 5.13. Gas discharges in (a) a proportional counter, (b) a Geiger counter
and (c) a self-quenching streamer tube; the arrows indicate the position of the
anode wire [46].

with distinctly higher amplitudes also occur along with the proportional
signals. For even higher voltages the proportional mode completely disap-
pears, so that from 4kV onwards only streamer signals are observed. The
charge collected in the streamer mode does not depend on the primary
ionisation.

The streamer mode develops from the proportional mode via the large
number of produced photons which are re-absorbed in the immediate
vicinity of the original avalanche via the photoelectric effect and are the
starting point of new secondary and tertiary avalanches which merge with
the original avalanche.

The photographs in Fig. 5.13 [46] demonstrate the characteristic dif-
ferences of discharges in the proportional counter (a), Geiger counter (b)
and a self-quenching streamer tube (c). In each case the arrows indicate
the position of the anode wire.

Figure 5.14 presents the counting-rate dependence on the voltage for
different proportion of filling gases. As has been discussed, streamer tubes
have to be operated at high voltages (=~ 5kV). They are, however, char-
acterised by an extremely long efficiency plateau (=~ 1kV) which enables
a stable working point.

The onset of the efficiency, of course, depends on the threshold of the
discriminator used. The upper end of the plateau is normally determined
by after-discharges and noise. It is not recommended to operate streamer
tubes in this region because electronic noise and after-discharges cause
additional dead times, thereby reducing the rate capability of the counter.

If ‘thick’ anode wires are used, the avalanche is caused mostly by only
one primary electron and the discharge is localised to the side of the anode
wire which the electron approaches. The signals can be directly measured
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Fig. 5.14. Dependence of the counting rate on the high voltage in a streamer
tube [45].

on the anode wire. Additionally or alternatively, one can also record the
signals induced on the cathodes. A segmentation of the cathodes allows
the determination of the track position along the anode wire.

Because of the simple mode of operation and the possibility of multi-
particle registration on one anode wire, streamer tubes are an excellent
candidate for sampling elements in calorimeters. A fixed charge signal
(o is recorded per particle passage. If a total charge () is measured in a
streamer tube, the number of equivalent particles passing is calculated to

be N = Q/Qo.
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Fig. 5.15. Characterisation of the modes of operation of cylindrical gas detectors
(after [16]). When the high voltage is increased beyond the Geiger regime (for
counters with small-diameter anode wires), a glow discharge will develop and the
voltage breaks down. This will normally destroy the counter.
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The choice of the high voltage, of the counting gas or anode-wire diam-
eter, respectively, determines the discharge and thereby the operation
mode of cylindrical counters. Figure 5.15 shows the different regions of
operation in a comprehensive fashion (after [16]).

5.2 Ionisation detectors with liquids

Tonisation chambers filled with liquids have the advantage compared to
gas-filled detectors of a density which is a factor of 1000 times higher.
It implies a 1000-fold energy absorption in these media for a relativistic
particle and the photon-detection efficiency increases by the same factor.
Therefore, ionisation chambers filled with liquids are excellent candidates
for sampling and homogeneous-type calorimeters [47-51].

The average energy for the production of an electron—ion pair in liquid
argon (LAr) is 24eV, and in liquid xenon (LXe) it is 16eV. A technical
disadvantage, however, is related to the fact that noble gases only become
liquid at low temperatures. Typical temperatures of operation are 85 K
for LAr, 117K for LKr and 163 K for LXe. Liquid gases are homogeneous
and therefore have excellent counting properties. Problems may, however,
arise with electronegative impurities which must be kept at an extremely
low level because of the slow drift velocities in the high-density liquid
counting medium. To make operation possible, the absorption length A.p
of electrons must be comparable to the electrode distance. This neces-
sitates that the concentration of electronegative gases such as O5 be
reduced to the level on the order of 1ppm (= 107°). The drift veloc-
ity in pure liquid noble gases at field strengths around 10kV/cm, which
are typical for LAr counters, is of the order 0.4 cm/us. The addition of
small amounts of hydrocarbons (e.g. 0.5% CHy) can, however, increase the
drift velocity significantly. This originates from the fact that the admix-
ture of molecular gases changes the average electron energy. The electron
scattering cross section, in particular, in the vicinity of the Ramsauer
minimum [17, 52-56], is strongly dependent on the electron energy. So,
small energy changes can have dramatic influence on the drift properties.

The ion mobility in liquids is extremely small. The induced charge due
to the ion motion has a rise time so slow that it can hardly be used
electronically.

The processes of charge collection and the output signal can be consid-
ered in the same way as for gaseous ionisation counters (Sect. 5.1.1). Often
the integration time in the readout electronics is chosen much shorter
than the electron drift time. This decreases the pulse height but makes
the signal faster and reduces the dependence on the point of ionisation
production.
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Fig. 5.16. Energy spectrum of conversion electrons from the isotope 2°"Bi in a
liquid-argon chamber [57]. The spectrum also shows the Compton edges of the
570keV and 1064 keV photons.

Figure 5.16 shows the energy spectrum of conversion electrons from
207B4i, recorded with a liquid-argon ionisation chamber. The 2°"Bi nuclei
decay by electron capture into excited states of lead nuclei. De-excitation
occurs by the emission of 570keV and 1064 keV photons or by transfer
of this excitation energy to the electrons at K and L shells of lead (see
Table 3.3, Appendix 5). Thus, two K and L line pairs corresponding to the
nuclear level transitions of 570 keV and 1064 keV are seen in the spectrum.
The liquid-argon chamber separates the K and L electrons relatively well
and achieves a resolution of o = 11keV [57].

The operation of liguid-noble-gas ionisation chambers requires cryo-
genic equipment. This technical disadvantage can be overcome by the
use of ‘warm’ liguids. The requirements for such ‘warm’ liquids, which
are already in the liquid state at room temperature, are considerable:
they must possess excellent drift properties and they must be extremely
free of electronegative impurities (< 1ppb). The molecules of the ‘warm’
liquid must have a high symmetry (i.e. a near spherical symmetry) to
allow favourable drift properties. Some organic substances like tetra-
methylsilane (TMS) or tetramethylpentane (TMP) are suitable as ‘warm’
liquids [49, 58-61].

Attempts to obtain higher densities, in particular, for the application of
liquid ionisation counters in calorimeters, have also been successful. This
can be achieved, for example, if the silicon atom in the TMS molecule is
replaced by lead or tin (tetramethyltin (TMT) [62] or tetramethyllead).
The flammability and toxicity problems associated with such materials
can be handled in practice, if the liquids are sealed in vacuum-tight con-
tainers. These ‘warm’ liquids show excellent radiation hardness. Due to
the high fraction of hydrogen they also allow for compensation of signal
amplitudes for electrons and hadrons in calorimeters (see Chap. 8).
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Obtaining gas amplification in liquids by increasing the working voltage
has also been investigated, in a fashion similar to cylindrical ionisation
chambers. This has been successfully demonstrated in small prototypes;
however, it has not been reproduced on a larger scale with full-size
detectors [63-65].

In closing, one should remark that solid argon can also be used
successfully as a counting medium for ionisation chambers [66].

5.3 Solid-state ionisation counters

Solid-state detectors are essentially ionisation chambers with solids as a
counting medium. Because of their high density compared to gaseous
detectors, they can absorb particles of correspondingly higher energy.
Charged particles or photons produce electron—hole pairs in a crystal.
An electric field applied across the crystal allows the produced charge
carriers to be collected.

The operating principle of solid-state detectors can be understood from
the band model of solids. An introduction to the band theory of solids can
be found, for example, in [67]. In the frame of this theory, the discrete
electron energy levels of individual atoms or ions within a whole crystal
are merged forming energy bands, as it is shown in Fig. 5.17. According to
the Pauli exclusion principle, each band can contain only a finite number
of electrons. So, some low energy bands are fully filled with electrons while
the high energy bands are empty, at least at low temperature. The lowest
partially filled or empty band is called conduction band while the highest
fully filled band is referred to as wvalence band. The gap between the top
of the valence band, Vi;, and the bottom of the conduction band, V(, is
called forbidden band or energy gap with a width of E, = Vo — Wy.

vV
€]
Eg
W — "

Fig. 5.17. Band structure of solid-state material. Vi, and Vo are the top of
valence band and bottom of the conduction band; £, — forbidden gap; Vs and
Vp — acceptor and donor levels.
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When the ‘conduction band’ is partially filled, electrons can move easily
under the influence of an electric field, hence, this solid is a conductor.
Such a material cannot be used as an ionisation counter. The solids which
have basically empty conduction bands are divided conventionally into
insulators (specific resistivity 10'4-10?2 Q2 cm at room temperature) and
semiconductors (109-1072 Qcm). The electric charge in these materials
is carried by electrons which have been excited to the conduction band
from the valence band. The corresponding vacancies in the valence band
are called holes and are able to drift in the electric field as well. The main
difference between insulators and semiconductors lies in the value of E,.
For insulators it is typically £ > 3eV while for semiconductors it is in
the range of 1eV.

Insulators are not widely used as ionisation counters. The main rea-
sons are the low hole mobility in most of such crystals as well as
the necessity of using very high-purity crystals. Impurities can create
deep traps in wide-gap solids causing polarisation of the crystal under
irradiation. The common solid-state ionisation counters are based on
semiconductors.

The specific resistivity of the material is determined as

1

S 5.46
e(npie + piy) (5.46)

Q =

where n and p are electron and hole concentrations, respectively, while p.
and p,, are their mobilities and e is the elementary charge.

In a pure semiconductor the electron concentration, n, is equal to the

hole concentration, p. These values can be approximated by the expression
(68, 69]

n=p~5-10" (T[K])3/? e Fe/ D) (5.47)

where T is the temperature in K. For silicon with a band gap of E, =
1.07eV Eq. (5.47) results in n ~ 2-101%cm™3 at T = 300K. Taking
pe = 1300cm?s™ ' V=1 and p, = 500cm?s™! V! one gets an estima-
tion for the specific resistivity, 0 ~ 10°Qcm. For Ge (E; = 0.7eV,
pe = 4000cm? s~ V= p, = 2000cm?s™t V1) the specific resistivity
is about one order of magnitude lower. The impurities, even at low level,
which almost always exist in the material, can substantially decrease these
values.

Thus, semiconductors are characterised by a relatively high dark cur-
rent. To suppress this, usually multilayer detectors containing layers with
different properties are built. Electron and hole concentrations in these
layers are intentionally changed by special doping.

Germanium and silicon have four electrons in the outer shell. If an
atom with five electrons in the outer shell, like phosphorus or arsenic, is
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incorporated to the crystal lattice, the fifth electron of the impurity atom
is only weakly bound and forms a donor level Vp that is just under but
very close to the conduction band (see Fig. 5.17). Typically, the difference
Vo — Vp is in the range of 0.05eV and this electron can easily be lifted
to the conduction band. Material with an impurity of this type has a
high concentration of free electrons and is therefore referred to as n-type
semiconductor.

If trivalent electron acceptor impurities like boron or indium are
added to the lattice, one of the silicon bonds remains incomplete. This
acceptor level, which is about 0.05eV above the edge of the valence
band (Vs in Fig. 5.17), tries to attract one electron from a neigh-
bouring silicon atom creating a hole in the valence band. This type of
material with high concentration of free holes is referred to as p-type
semiconductor.

Let us consider the phenomena of a pn junction at the interface of two
semiconductors of p and n type. The electrons of the n-type semiconduc-
tor diffuse into the p type, and the holes from the p type to the n-type
region. This leads to the formation of a space-charge distribution shown in
Fig. 5.18. The positive charge in the n-type region and the negative charge
in p-type area provide the electric field which draws the free electrons and
holes to the opposite direction out of the region of the electric field. Thus,
this area has a low concentration of free carriers and is called the deple-
tion region or depletion layer. When no external voltage is applied, the
diffusion of carriers provides a contact potential, U., which is typically
~0.5V.

The pn junction has the properties of a diode. At a ‘direct’ bias, when
an external positive voltage is applied to the p region, the depletion area
shortens causing a large direct current. At reverse bias, when an external
positive voltage is applied to the n region, the depletion layer increases. A
detailed consideration of the physics of pn junctions is given, for example,
in [69] and its application to semiconductor detectors can be found in [68].
Electron—hole pairs released by photons interacting in the depletion area
or by charged particles crossing the depletion layer are separated by the
electric field and the carriers are collected by the electrodes inducing a
current pulse. It is worth mentioning that electron—hole pairs created
beyond the depletion layer do not produce an electric pulse since the
electric field outside the pn junction is negligible due to the high charge-
carrier concentration there.

Thus, a semiconductor device with a pn junction can be used as an
ionisation detector. The total charge collected by this detector is propor-
tional to the energy deposited in the depletion layer. Usually, one of the
two semiconductor layers (p or n) has a much higher carrier concentration
than the other. Then the depletion region extends practically all over the
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Fig. 5.18. (a) Working principle of a pn semiconductor counter; (b) space-charge
distribution including all kinds of charge carriers: free electrons and holes, fixed
positive non-compensating ions, electrons captured at acceptor levels; (c¢) elec-
tric field; (d) potential distribution. When no external voltage is applied, the
maximum potential is equal to the contact voltage U..

area with low carrier concentration and, hence, high resistivity. The width
of the depletion area, d, in this case can be expressed as [68]

d=+/2e(U+U¢)poq , (5.48)

where U is the external reverse-bias voltage, € the dielectric constant of
the material (¢ = 11.9¢9 ~ 1pF/cm), pq the specific resistivity of the
low-doped semiconductor, and p the mobility of the main carriers in the
low-doped area. This expression leads to

d~0.3/U, - op um (5.49)
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Fig. 5.19. Principle of construction of a p—i—n solid state detector along with
its readout by a charge-sensitive preamplifier.

for p-doped silicon and

d~ 0.5\/Uy - 0 Um (5.50)

for n-doped silicon. U,, is the reverse-bias voltage (in volts, = U/V), gpn
the specific resistivity in the p- or n-doped silicon in Qcm (= gq/Q cm).
A typical value g, = 5-10%Qcm, at room temperature for n-type silicon
used for detectors, gives a depletion-layer thickness of about 350 um at
V =100V.

The typical structure of a semiconductor detector is shown in Fig. 5.19
(the so-called PIN diode structure). An upper thin highly doped p layer
(p™) is followed by a high-resistivity ¢ layer (i is from intrinsically con-
ducting or insulator, but actually the ¢ layer has a certain but very low
n or p doping) and finally by a highly doped n™ layer.*

In the example presented in Fig. 5.19 the pn junction appears at the
pt—i(n) border and extends over the whole i(n) area up to the n* layer
that plays the role of an electrode. Usually, the upper p™ layer is shielded
by a very thin SiO film.

Since semiconductor diodes do not have an intrinsic amplification, the
output signal from this device is quite small. For example, a minimum-
ionising particle crossing a depletion layer of 300 um thickness produces
about 3 - 10* electron-hole pairs corresponding to only 4.8 - 107 C of
collected charge. Therefore, the processing of signals from solid-state
detectors requires the use of low-noise charge-sensitive amplifiers, as
shown in Fig. 5.19, followed by a shaper (see Chap. 14). To suppress
electronics noise the integration time is usually relatively rather long —
from hundreds of ns to tens of ps.

* Normally, only a very low concentration of dopant atoms is needed to modify the conduction
properties of a semiconductor. If a comparatively small number of dopant atoms is added
(concentration ~ 10~8), the doping concentration is said to be low, or light, denoted by n~
or p~. If a much higher number is required (& 10_4) then the doping is referred to as heavy,
or high, denoted by nt or pt.
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The charge collection time for such a detector can be estimated by
taking an average field strength of £ = 103V /cm and charge-carrier
mobilities of u = 10% cm?/V's:

ty = ;jll“l ~3-107%s . (5.51)
The shape of the signal can be found in a similar way as for gaseous
ionisation detectors (see Sect. 5.1.1), but for semiconductors the difference
between mobilities of holes and electrons is only a factor of 2 to 3 in
contrast to gases where ions are by 3 orders of magnitude less mobile than
electrons. Therefore, the signal in semiconductor detectors is determined
by both types of carriers and the collected charge does not depend on the
point of where the ionisation was produced.

For a and electron spectroscopy the depletion layer in semiconductor
counters should be very close to the surface to minimise the energy loss in
an inactive material. The surface-barrier detectors meet this requirement.
These detectors are made of an n-conducting silicon crystal by a special
treatment of its surface producing a super-thin p-conducting film. A thin
evaporated gold layer of several um thickness serves as a high-voltage
contact. This side is also used as an entrance window for charged particles.

Semiconductor counters with depletion areas up to 1mm are widely
used for a-, low-energy (-, and X-ray detection and spectroscopy. Detec-
tors of this type can be operated at room temperature as well as under
cooling for dark-current suppression. In particle physics at high energies
silicon detectors are typically used as high-resolution tracking devices in
the form of strip, pixel or voxel counters (see Chaps. 7 and 13).

However, for gamma and electron spectroscopy in the MeV range as
well as for @ and proton energy measurements in the 10-100 MeV range
the thickness of the depletion area should be much larger. To achieve this
one should use a material with high intrinsic resistivity, as is seen from
Formulae (5.48), (5.49), (5.50). One way of increasing the resistivity is
cooling the device (see Formula (5.47)).

In the early 1960s high-resistivity-compensated silicon and germanium
became available. In these materials the net free charge-carrier concentra-
tion was reduced by drifting lithium into p-conducting, e.g. boron-doped,
silicon. Lithium has only one electron in the outer shell and is therefore
an electron donor, since this outer electron is only weakly bound. Lithium
atoms are allowed to diffuse into the p-conducting crystal at a temperature
of about 400 °C. Because of their small size, reasonable diffusion velocities
are obtained with lithium atoms. A region is formed in which the number
of boron ions is compensated by the lithium ions. This technology pro-
vides material with a specific resistivity of 3 - 10° Q cm in the depletion
layer, which is approximately equal to the intrinsic conductivity of silicon

https://doi.org/10.1017/9781009401531 Published online by Cambridge University Press


https://doi.org/10.1017/9781009401531

118 d Main physical phenomena used for particle detection

without any impurities. In this way, p—i—n structures can be produced
with relatively thin p and n regions and with ¢ zones up to 5 mm.

From the early 1980s on high-purity germanium crystals (HPGe) with
impurity concentrations as low as 10° cm ™3 became available. Nowadays,
HPGe detectors have almost replaced the Ge(Li) type. HPGe detectors
have the additional advantage that they only have to be cooled during
operation, while Ge(Li) detectors must be permanently cooled to prevent
the lithium ions from diffusing out of the intrinsically conducting region.
At present HPGe detectors with an area up to 50 cm? and a thickness
of the sensitive layer up to 5cm are commercially available, the largest
coaxial-type HPGe detector has a diameter and a length of about 10 cm
[70]. Usually, all Ge detectors operate at liquid-nitrogen temperatures, i.e.
at =~ 77 K.

The energy resolution of semiconductor detectors can be approximated
by the combination of three terms:

O = Ugh + Urzloise + Ugol ’ (552)
where og, is the statistical fluctuation of the number of electron—hole
pairs, ophoise the contribution of electronics noise, and o the contribution
of the non-uniformity of the charge collection efficiency and other technical
effects.

For solid-state counters, just as with gaseous detectors, the statistical
fluctuation of the number of produced charge carriers is smaller than
Poissonian fluctuations, op = y/n. The shape of a monoenergetic peak is
somewhat asymmetric and narrower than a Gaussian distribution. The
Fano factor F' (measurements for silicon and germanium give values from
0.08 to 0.16 [68], see also Chap. 1) modifies the Gaussian variance o3
too? =F 0123, so that the electron—hole-pair statistics contribution to the
energy resolution — because F is proportional to n — can be represented by

oen(E) _ V/Fop _/aWF _VF
E  n  n  Jn

Since the number of electron—hole pairs is n = E/W, where W is the
average energy required for the production of one charge-carrier pair, one

obtains
o(E) VF-W
E  JVE
The properties of commonly used semiconductors are presented in
Table 5.1.
Figure 5.20 presents the energy spectrum of photons from a %°Co
radioactive source, as measured with a HPGe detector (Canberra GC

(5.53)

(5.54)
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Table 5.1.  Properties of commonly used semiconductors [68, T1]

Characteristic property Si Ge
Atomic number 14 32
Atomic weight 28.09 72.60
Density in g/cm? 2.33 5.32
Dielectric constant 12 16
Energy gap at 300K in eV 1.12 0.67
Energy gap at 0K in eV 1.17 0.75
Charge carrier density at 300K in cm™3 1.5-10%° 2.4-10%
Resistivity at 300 K in 2 cm 2.3-10° 47
Electron mobility at 300K in cm?/Vs 1350 3900
Electron mobility at 77K in cm?/V's 2.1-10% 3.6-10%
Hole mobility at 300K in cm?/V's 480 1900

Hole mobility at 77K in cm?/V's 1.1-10% 4.2-104
Energy per e-h pair at 300K in eV 3.62 ~ 3 for HPGe®
Energy per e-h pair at 77K in eV 3.76 2.96
Fano factor” at 77K ~ 0.15 ~0.12

a For room-temperature operation High Purity Germanium (HPGe) is required.
b The value of the Fano factor shows a large scatter in different publications, see [68].
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Fig. 5.20. Gamma spectrum from a %°Co source measured by a HPGe detector
(by courtesy of V. Zhilich). The peaks correspond to the 1.17 MeV and 1.33 MeV
60Co ~ lines, while the two shoulders in the central part of the spectrum are
caused by Compton edges related to the full-absorption lines (see Table 3.3 and
Appendix 5).
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2518) [72]. The two %°Co ~ lines, 1.17 MeV and 1.33 MeV, are clearly seen,
and the energy resolution at £, = 1.33MeV is about 2keV (FWHM) or
FWHM/E, =~ 1.5-1073. The theoretical limitation imposed by electron—
hole-pair statistics on the energy resolution for this case can be estimated
from Formula (5.54). Values of W ~ 3eV and F ~ 0.1 lead to

o(E)/)E~4.7-107* | FWHM/E =2.35-0(E)/E ~1.1-107% (5.55)

for £, = 1.33MeV. This result is not very far from the experimentally
obtained detector parameters.

Although only silicon and germanium semiconductor detectors are
discussed here, other materials like gallium arsenide (GaAs) [73, 74], cad-
mium telluride (CdTe) and cadmium-zinc telluride [75] can be used for
particle detectors in the field of nuclear and elementary particle physics.

To compare the spectroscopic properties of solid-state detectors with
other counters (see Sects. 5.1, 5.2, and 5.4), we have to note that the
average energy required for the creation of an electron—hole pair is only
W & 3eV. This parameter, according to Formulae (5.53) and (5.54),
provides in principle the limitation for the energy resolution. For gases
and liquid noble gases W is approximately 10 times larger, W =~ 20—
30eV, while for scintillation counters the energy required to produce one
photoelectron at the photosensor is in the range of 50-100eV. In addition,
one cannot gain anything here from the Fano factor (F ~ 1).

Semiconductor counters are characterised by quantum transitions in
the range of several electron volts. The energy resolution could be further
improved if the energy absorption were done in even finer steps, such
as by the break-up of Cooper pairs in superconductors. Figure 5.21 shows
the amplitude distribution of current pulses, caused by manganese K, and
K X-ray photons in an Sn/SO, /Sn tunnel-junction layer at 7" = 400 mK.
The obtainable resolutions are, in this case, already significantly better
than the results of the best Si(Li) semiconductor counters [76].

For even lower temperatures (7" = 80 mK) resolutions of 17eV FWHM
for the manganese K,, line have been obtained with a bolometer made from
a HgCdTe absorber in conjunction with a Si/Al calorimeter (Fig. 5.22)
[77, 78].

With a bolometer, a deposited energy of 5.9 keV from K, X rays is regis-
tered by means of a temperature rise. These microcalorimeters must have
an extremely low heat capacity, and they have to be operated at cryogenic
temperatures. In most cases they consist of an absorber with a relatively
large surface (some millimetres in diameter), which is coupled to a semi-
conductor thermistor. The deposited energy is collected in the absorber
part, which forms, together with the thermistor readout, a totally absorb-
ing calorimeter. Such two-component bolometers allow one to obtain
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Fig. 5.21. Amplitude distribution of Mn K, and Mn Kz X-ray photons in an

Sn/SO,/Sn tunnel-junction layer. The dotted line shows the best obtainable
resolution with a Si(Li) semiconductor detector for comparison [76].
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Fig. 5.22.  Amplitude distribution of 5.9keV and 6.47keV X rays from the Mn
K, and Kg lines in a bolometer consisting of a HgCdTe absorber and a Si/Al
calorimeter. The K, line corresponds to a transition from the L into the K shell,
the Kz line to a transition from the M into the K shell [78].

excellent energy resolution, but they cannot, at the moment, process high
rates of particles since the decay time of the thermal signals is on the order
of 20 us. Compared to standard calorimetric techniques, which are based
on the production and collection of ionisation electrons, bolometers have
the large advantage that they can in principle also detect weakly or non-
ionising particles such as slow magnetic monopoles, weakly interacting
massive particles (WIMPs), astrophysical neutrinos, or, for example, pri-
mordial neutrino radiation as remnant from the Big Bang with energies
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around 0.2meV (= 1.9K), corresponding to the 2.7 K microwave back-
ground radiation. The detection of these cosmological neutrinos is a real
challenge for detector builders. Excellent energy resolution for X rays also
has been obtained with large-area superconducting Nb/Al-AlO,/Al/Nb
tunnel junctions [79].

5.4 Scintillation counters

A scintillator is one of the oldest particle detectors for nuclear radiation.
In the early times charged particles had been detected by light flashes
emitted when the particles impinged on a zinc-sulphate screen. This light
was registered with the naked eye. It has been reported that the sensitivity
of the human eye can be significantly increased by a cup of strong coffee
possibly with a small dose of strychnine.

After a longer period of accommodation in complete darkness, the
human eye is typically capable of recognising approximately 15 photons
as a light flash, if they are emitted within one tenth of a second and if
their wavelength is matched to the maximum sensitivity of the eye.

The time span of a tenth of a second corresponds roughly to the time
constant of the visual perception [80]. Chadwick [81] refers occasionally
to a paper by Henri and Bancels [82, 83|, where it is mentioned that an
energy deposit of approximately 3 eV, corresponding to a single photon in
the green spectral range, should be recognisable by the human eye [84].

New possibilities were opened in 1948, when it was found that crystals
of sodium iodide are good scintillators and can be grown up to a large size
[85]. These crystals in combination with photomultipliers were successfully
exploited for gamma-ray spectroscopy [86].

The measurement principle of scintillation counters has remained essen-
tially unchanged. The function of a scintillator is twofold: first, it should
convert the excitation of, e.g., the crystal lattice caused by the energy loss
of a particle into visible light; and, second, it should transfer this light
either directly or via a light guide to an optical receiver (photomultiplier,
photodiode, etc.) [87-89]. Reference [87] gives a detailed review of physical
principles and characteristics of scintillation detectors.

The disadvantage of such indirect detection is that a much larger energy
is required for the generation of one photoelectron than it is necessary for
the creation of one electron—hole pair in solid-state ionisation detectors.
We have to compare an amount of about 50eV for the best scintillation
counters with 3.65eV for silicon detectors. But this drawback is com-
pensated by the possibility to build a detector of large size and mass,
up to tens of metres and hundreds of tons at relatively low cost of the
scintillation material.

https://doi.org/10.1017/9781009401531 Published online by Cambridge University Press


https://doi.org/10.1017/9781009401531

5.4 Scintillation counters 123

The main scintillator characteristics are: scintillation efficiency, light
output, emission spectrum and decay time of the scintillation light. The
scintillation efficiency eq is defined as the ratio of the energy of the emit-
ted photons to the total energy absorbed in the scintillator. The light
output Lpy is measured as the number of photons per 1 MeV of energy
absorbed in the scintillator. The emission spectrum usually has a max-
imum (sometimes more than one) at a characteristic wavelength Aep,.
For light collection the index of refraction n(\) and the light attenuation
length A are important. The scintillation flash is characterised by a fast
rise followed by a much longer exponential decay with a decay time
characteristic of the scintillation material. Often, more than one exponen-
tial component is required to describe the light pulse shape. In that case
several decay times 7p ; are needed to describe the trailing edge of the
pulse.

Scintillator materials can be inorganic crystals, organic compounds, lig-
uids and gases. The scintillation mechanism in these scintillator materials
is fundamentally different.

Inorganic scintillators are mostly crystals, pure (BigGe3O12, BaFq, Csl,
etc.) or doped with small amounts of other materials (Nal(T1), CsI(T1),
LiI(Eu), etc.) [90, 91].

The scintillation mechanism in inorganic substances can be understood
by considering the energy bands in crystals. Since the scintillator must be
transparent for the emitted light, the number of free electrons in the con-
duction band should be small and the gap between valence and conduction
bands should be wide enough, at least several eV. Halide crystals, which
are most commonly used, are insulators. The valence band is completely
occupied, but the conduction band is normally empty (Fig. 5.23). The
energy difference between both bands amounts to about 3eV to 10eV.

Electrons are transferred from the valence band to the conduction band
by the energy deposited by an incident charged particle or v ray. In the
conduction band they can move freely through the crystal lattice. In this
excitation process a hole remains in the valence band. The electron can

Fig. 5.23. Energy bands in a pure (left) and doped (right) crystal.
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Fig. 5.24. Light output (left) and decay time (right) for a pure CsI crystal [92].
Two curves in the right-hand figure correspond to two decay-time constants.

recombine with the hole or create a bound state with a hole called exciton.
The exciton level Vi is slightly below the lower edge of the conduction
band, V. The exciton migrates in the crystal for some time and then can
be de-excited in a collision with a phonon or it just recombines emitting a
photon corresponding to its excitation energy Fe.. At room temperature
the probability of photon emission is low while at cryogenic temperatures
this mechanism mainly defines the exciton lifetime. So, the scintillation
efficiency becomes quite high for pure alkali-halide crystals at low temper-
atures. Figure 5.24 shows the temperature dependence of the light output
and the decay time of pure CsI [92]. It can be seen from the figure that
the light output increases at low temperature while the decay time of the
light flash becomes longer.

To improve the scintillation efficiency at room temperature, dopant
impurities, which act as activator centres, are deliberately introduced into
the crystal lattice. These impurities are energetically localised between the
valence and the conduction band thereby creating additional energy lev-
els Viop. Excitons or free electrons can hit an activator centre whereby
their binding energy may be transferred (see Fig. 5.23). The excitation
energy of the activator centre is handed over to the crystal lattice in form
of lattice vibrations (phonons) or it is emitted as light. A certain fraction
of the energy deposited in the crystal is thereby emitted as luminescence
radiation. This radiation can be converted to a voltage signal by a pho-
tosensitive detector. The decay time of the scintillator depends on the
lifetimes of the excited levels.

Table 5.2 shows the characteristic parameters of some inorganic scin-
tillators [93-98]. As it can be seen from the table, inorganic scintillators
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Table 5.2.  Characteristic parameters of some inorganic scintillators [953-98]

Scintillator Density o X ™ Lon, Npn Aem  7(Aem)
[g/cm?] [cm] [ns] [per MeV]  [nm]

Nal(T1) 3.67 2.59 230 3.8-10% 415 1.85
Lil(Eu) 4.08 2.2 1400 1-10* 470 1.96
Csl 4.51 1.85 30 2-103 315 1.95
CsI(T1) 4.51 1.85 1000 5.5-10% 550 1.79
CsI(Na) 4.51 1.85 630 4-10* 420 1.84
BisGes0qs 7.13 1.12 300 8-10° 480 2.15
(BGO)
BaF, 4.88 2.1 0.7 2.5-103 220 1.54
630 6.5-103 310 1.50
CdWO, 7.9 1.06 5000 1.2-10% 540 2.35
20000 490
PbWO, 8.28 0.85 10/30  70-200 430 2.20
(PWO)
Lu,SiO5(Ce) 7.41 1.2 12/40  2.6-10% 420 1.82
(LSO)
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Fig. 5.25. The luminescence spectra of some scintillation crystals and plastic
scintillators [94, 98]. The curves are arbitrarily scaled.

have decay times and light outputs in a wide range. Some of the scintil-
lators are widely used in high energy physics experiments as well as in
nuclear spectroscopy while others are still under study [91, 99].

The luminescence spectra of some inorganic scintillation crystals are
shown in Fig. 5.25 in comparison to plastic-scintillator spectra, which are
usually more narrow.
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Table 5.3.  Characteristic parameters of some organic scintillators [87, 93, 94,

102, 103]
Scintillator base density 0 ™  Lpn, Nph Aem 7(Aem)
[g/cm3]  [ns] [per MeV] [nm]

Anthracene 1.25 30 16 000 440 1.62
BC-408 (BICRON) PVT 1.032 2.1 10000 425 1.58
BC-418 (BICRON) PVT 1.032 1.5 11000 391 1.58
UPS-89 (AMCRYS-H)  PS 1.06 24 10000 418  1.60
UPS-91F (AMCRYS-H) PS 1.06 0.6 6500 390 1.60

Organic scintillators are polymerised plastics, liquids or sometimes also
crystals, although the latter are rarely used at present. Plastic scintilla-
tion materials most widely used now are usually based on polymers having
benzene rings in their molecular structure. Such materials luminesce after
charged-particle energy deposition. However, the emitted light is in the
ultraviolet range and the absorption length of this light is quite short: the
fluorescent agent is opaque for its own light. To obtain light output in
the maximum-sensitivity wavelength range of the photomultiplier (typi-
cally 400nm) one or two (sometimes even three) fluorescent agents are
added to the basic material acting as wavelength shifters. For these com-
pounds the excitation of the molecules of the basic polymer is transferred
to the first fluorescent agent via the non-radiative Forster mechanism [100]
and de-excitation of this fluorescent component provides light of a longer
wavelength. If this wavelength is not fully adjusted to the sensitivity of the
photocathode, the extraction of the light is performed by adding a second
fluorescent agent to the scintillator, which absorbs the already shifted flu-
orescent light and re-emits it at lower frequency isotropically (‘wavelength
shifter’). The emission spectrum of the final component is then normally
matched to the spectral sensitivity of the light receiver [101].

Table 5.3 lists the properties of some popular plastic scintillator mate-
rials in comparison with the organic crystal anthracene. The best plastic
scintillators are based on polyvinyltoluene (PVT, polymethylstyrene) and
polystyrene (PS, polyvinylbenzene). Sometimes a non-scintillating base,
like PMMA (polymethyl methacrylate, ‘Plexiglas’ or ‘Perspex’), is used
with an admixture (= 10%) of naphthalene. This scintillator is cheaper
than the PVT- or PS-based ones and has a good transparency for its own
light, but the light output is typically a factor of two lower than that of
the best materials. Organic scintillators are characterised by short decay
times, which lie typically in the nanosecond range.

The active components in an organic scintillator are either dissolved
in an organic liquid or are mixed with an organic material to form a
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polymerising structure. In this way liquid or plastic scintillators can be
produced in almost any geometry. In most cases scintillator sheets of 1 mm
up to 30 mm thickness are made.

All solid and liquid scintillators are characterised by a non-linear
response to the energy deposition at very high ionisation density [87,
104, 105]. For example, the scintillation signal from a CsI(Tl) crystal nor-
malised to the deposited energy is about a factor of two lower for a 5 MeV
« particle than for MeV ~ quanta or relativistic charged particles.

For organic scintillators Birks [87] suggested a semi-empirical model
describing the light-output degradation at high ionisation density dF/dz,

1

L=1L
1+ kp-dE/dz

(5.56)

where dF /dz is the ionisation loss in MeV /(g/cm?) and kg is Birks’ con-
stant which is characteristic for the scintillation material used. Typically,
kg is in the range (1-5) - 1072 g/(cm? MeV).

Gas scintillation counters use light which is produced when charged
particles excite atoms in interactions and these atoms subsequently decay
into the ground state by light emission [87, 106]. The lifetime of the excited
levels lies in the nanosecond range. Because of the low density, the light
yield in gas scintillators is relatively low. However, liquid argon (LAr),
krypton (LKr) and xenon (LXe) were found to be efficient scintillators
[47, 107]. For example, the light output of liquid xenon is about the same
as that of a Nal(Tl) crystal while the decay time is about 20ns only.
However, the maximum-emission wavelength is 174nm (128 nm for LAr
and 147nm for LKr), which makes detection of this light very difficult,
especially taking into account the necessity of the cryogenic environment.

The scintillation counter has to have high light collection efficiency and
uniform response over its volume. To achieve this the light attenuation in
a crystal should be small and the light attenuation length As. becomes a
very important characteristic of the scintillator.

Usually the scintillation light is collected from one or two faces of the
counter by a photosensor surface Sy, which is much smaller than the
total surface Siot of the counter. For counters of not too large size (~ 5 cm
or less) the best collection efficiency is obtained when all the surface except
an output window is diffusively reflecting. A fine powder of magnesium
oxide or porous Teflon film can be used as an effective reflector. For coun-
ters of approximately equal dimensions (e.g., close to spherical or cubic)
the light collection efficiency nc can be estimated by a simple formula (see
Problem 5.4),

1

T (5.57)

nc
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Fig. 5.26. Energy spectrum measured with a CsI(T1) counter exposed to 662 keV
v rays from a '37Cs radioactive source. The crystal of dimension 2-2-2cm?
is viewed by a 1cm? silicon photodiode. The energy resolution, FWHM/ E,, is
about 6%.

where ¢ = Sout/Stot and p is the absorption coefficient for diffusive reflec-
tion. For crystals of medium size it is possible to reach p ~ 0.05-0.02
[108, 109], which provides a light collection efficiency of n¢ ~ 60%-70%.

Figure 5.26 shows a typical energy spectrum measured with a CsI(T1)
counter exposed to 662keV v rays from a '37Cs radioactive source.
The rightmost peak corresponds to full absorption of the photon (see
Chap. 1), commonly called photopeak. The Compton edge at the end of
the flat Compton continuum is to the left of the photopeak. Another
peak observed at 184 keV is produced by photons backscattered from the
surrounding material into the detector when they get absorbed by the
photoelectric effect. The energy of this peak corresponds to the difference
between full absorption and the Compton edge. The energy resolution
is dominated by statistical fluctuations of the number of photoelectrons,
Npe, generated in the photosensor by the scintillation light and by elec-
tronics noise. The number of photoelectrons, Np., can be calculated
from

Npc = Lph . Edcp nc Qs y (558)

where Fqep is the deposited energy, L, the number of light photons
per 1 MeV of energy absorbed in the scintillator, nc the light collection
efficiency, and )5 the quantum efficiency of the photosensor. Then the
energy resolution is given by the formula

_ |t 0.\ 2
O-Edop/Edﬁp - \/Npe + Edep + A . (559)
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Here f is the so-called ‘excess noise factor’ describing the statistical
fluctuations introduced by the photosensor, o, is the noise of the read-
out electronics, and A stands for other contributions like non-linear
scintillator response, non-uniformity of the light collection, etc.

For scintillation counters of large sizes, especially having the shape
of long bars or sheets, the optimal way of light collection is to use the
effect of internal (total) reflection. To achieve this all surfaces of the
scintillator must be carefully polished. Let us consider a scintillator of
parallelepiped-like shape with a photosensor attached to one of its faces
with perfect optical contact. The light that does not fulfil the condition
of internal reflection leaves the counter through one of the five faces while
the remaining light is collected by the photosensor. Assuming an uniform
angular distribution of scintillation photons, the amount of light leaving
the scintillator through each face is given by the formula

Al  1—cosfy 1 1
= 1 = 5.60
Itot 2 2 ( ) ’ ( )

where [, is the angle for internal reflection, n the index of refraction of
the scintillator, I the total surface area of the counter, and Al the area
of one of the faces. Then the light collection efficiency is

Al
Itot ‘

nc=1-5- (5.61)

For counters of large size the loss of scintillation light due to bulk
absorption or surface scattering is not negligible. High-quality scintillators
have light attenuation lengths including both effects of about 2 m.

Normally large-area scintillators are read out with several photomulti-
pliers. The relative pulse heights of these photomultipliers can be used to
determine the particle’s point of passage and thereby enable a correction
of the measured light yield for absorption effects.

Plastic scintillators used in detectors are usually in the form of scin-
tillator plates. The scintillation light emerges from the edges of these
plates and has to be guided to a photomultiplier and also matched to the
usually circular geometry of the photosensing device. This matching is
performed with light guides. In the most simple case (Fig. 5.27) the light

photomultiplier

scintillator

light guide

Fig. 5.27. Light readout with a ‘fish-tail’ light guide.
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Fig. 5.28. Photograph of an adiabatic light guide [110].

is transferred via a triangular light guide (fish-tail) to the photocathode
of a photomultiplier. A complete light transfer, i.e. light transfer without
any losses, using fish-tail light guides is impossible. Only by using com-
plicated light guides can the end face of a scintillator plate be imaged
onto the photocathode without appreciable loss of light (adiabatic light
guides). Figure 5.28 shows the working principle of an adiabatic light
guide (d@ = 0, i.e. no loss of light). Individual parts of the light-guide
system can be only moderately bent because otherwise the light, which
is normally contained in the light guide by internal reflection, will be lost
at the bends.

The scintillator end face cannot be focussed without light loss onto a
photocathode with a smaller area because of Liouville’s theorem, which
states: ‘The volume of an arbitrary phase space may change its form in the
course of its temporal and spatial development, its size, however, remains
constant.’

5.5 Photomultipliers and photodiodes

The most commonly used instrument for the measurement of fast light sig-
nals is the photomultiplier (PM). Light in the visible or ultraviolet range —
e.g. from a scintillation counter — liberates electrons from a photocath-
ode via the photoelectric effect. For particle detectors photomultipliers
with a semi-transparent photocathode are commonly used. This photo-
cathode is a very thin layer of a semiconductor compound (SbCs, SbKCs,
SbRbKCs and others) deposited to the interior surface of the transparent
input window.
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focussing vacuum-tight

photocathode /electrode dynodes  / glass tube

voltage divider

Fig. 5.29. Working principle of a photomultiplier. The electrode system is
mounted in an evacuated glass tube. The photomultiplier is usually shielded by a
mu-metal cylinder made from high-permeability material against stray magnetic
fields (e.g. the magnetic field of the Earth).

For most counters a negative high voltage is applied to the photocath-
ode, although for some types of measurements the opposite way (where a
positive high voltage is applied to the anode) is recommended. Photoelec-
trons are focussed by an electric guiding field onto the first dynode, which
is part of the multiplication system. The anode is normally at ground
potential. The voltage between the photocathode and anode is subdivided
by a chain of resistors. This voltage divider supplies the dynodes between
the photocathode and anode so that the applied negative high voltage is
subdivided linearly (Fig. 5.29). Detailed descriptions of photomultiplier
operation and applications can be found in [111, 112].

An important parameter of a photomultiplier is its quantum efficiency,
i.e. the mean number of photoelectrons produced per incident photon. For
the most popular bialkali cathodes (Cs—K with Sb) the quantum efficiency
reaches values around 25% for a wavelength of about 400 nm. It is worth to
note that in the last years photomultiplier tubes with GaAs and GalnAsP
photocathodes having quantum efficiencies up to 50% became commer-
cially available. However, these devices are up to now not in frequent use
and they do have some limitations.

Figure 5.30 shows the quantum efficiency for bialkali cathodes as a
function of the wavelength [111]. The quantum efficiency decreases for
short wavelengths because the transparency of the photomultiplier win-
dow decreases with increasing frequency, i.e. shorter wavelength. The
range of efficiency can only be extended to shorter wavelengths by using
UV-transparent quartz windows.

The dynodes must have a high secondary-electron emission coeffi-
cient (BeO or Mg-O-Cs). For electron energies from around 100eV up
to 200eV, which correspond to typical acceleration voltages between
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Fig. 5.30. Quantum efficiency of a bialkali cathode as function of the wavelength
[111] in comparison to a silicon PIN photodiode [113]. Note that the quantum
efficiencies for the photomultiplier and the silicon photodiode are marked with

different scales at opposite sides of the figure.
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Fig. 5.31. Some dynode system configurations: (a) venetian blind, (b) box,
(¢) linear focussing, (d) circular cage, (e) mesh and (f) foil [111].

two dynodes, approximately three to five secondary electrons are emit-
ted [111]. Various types of geometries for dynode systems are shown in
Fig. 5.31. For an n-dynode photomultiplier with a secondary emission
coefficient g, the current amplification is given by

A=g" . (5.62)
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For typical values of g = 4 and n = 12 one obtains A = 4'? ~ 1.7 - 107.
The charge arriving at the anode for one photoelectron,

Q=eA~27-10712C , (5.63)

is collected within approximately 5 ns leading to an anode current of

dQ
= — ~0.5mA . .64
=g 0.5m (5.64)
If the photomultiplier is terminated with a 50€) resistor, a voltage
signal of
d
AU=R- d—cf ~ 27mV (5.65)

is obtained.

Thus one photoelectron can be firmly detected. Figure 5.32 shows the
pulse-height distribution for a single-photoelectron signal of a photomul-
tiplier with a linear-focussing dynode system. The ratio of the maximum
and minimum values of this distribution is called ‘peak-to-valley ratio’
and reaches about 3. The peak width is mostly determined by the Pois-
son statistics of the secondary electrons emitted from the first dynode.
The left part of the spectrum is caused by the thermoemission from the
first dynode and from electronics noise.

The contribution of the photomultiplier to the overall counter energy
resolution is determined by photoelectron statistics, non-uniformity of
the quantum efficiency and photoelectron collection efficiency over the
photocathode, and the excess noise factor f, see Eq. (5.59). The term A

1500 - o
- .f'.. ..-
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r g .,:' -\_‘
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0 0.5 1 15 2

A, photoelectrons

Fig. 5.32. Anode pulse distribution for a single-photoelectron signal for a
photomultiplier with a linear-focussing dynode system.
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is usually negligible for photomultiplier tubes. The excess noise factor for
a photomultiplier is given by

f:1+i+i+...+71 zl—i—i, (5.66)
g1 9192 9192 gn 9
where g; is the gain at the ith dynode.

The rise time of the photomultiplier signal is typically 1-3 ns. This time
has to be distinguished from the time required for electrons to traverse
the photomultiplier. This transit time depends on the phototube type and
varies typically from 10ns to 40 ns.

The time jitter in the arrival time of electrons at the anode poses a
problem for reaching a high time resolution. Two main sources of the time
jitter are the variation in the velocity of the photoelectrons and the differ-
ence of the path lengths from the production point of the photoelectrons
to the first dynode which can be subject to large fluctuations.

The time jitter (or transit-time spread, TTS) caused by different veloci-
ties of photoelectrons can easily be estimated. If s is the distance between
photocathode and the first dynode, then the time t; when an electron
with initial kinetic energy T reaches the first dynode can be found from
the expression

1eE
5= E%tf b \/2T m (5.67)

where I is the electric field strength and m the electron mass. Then one
can estimate the difference between t; for photoelectrons at 17" = 0 and
those with an average kinetic energy T,

\V2mT
ot = ol (5.68)

For T = 1eV and F = 200V /cm a time jitter of 6¢ = 0.17ns is
obtained. For a fast XP2020 PM tube with 50 mm photocathode diame-
ter this spread is oprs = 0.25ns [114]. The arrival-time difference based
on path-length variations strongly depends on the size and shape of the
photocathode. For an XP4512 phototube with planar photocathode and a
cathode diameter of 110 mm this time difference amounts to oprs = 0.8 ns
in comparison to 0.25ns for an XP2020 [114].

For large photomultipliers the achievable time resolution is limited
essentially by path-length differences. The photomultipliers with a 20-inch
cathode diameter used in the Kamiokande nucleon decay and neutrino
experiment [115, 116] show path-length differences of up to 5ns. For
this phototube the distance between photocathode and first dynode is
so large that the Earth’s magnetic field has to be well shielded so that the
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Fig. 5.33.  Photograph of an 8-inch photomultiplier (type R 4558) [117].

photoelectrons can reach the first dynode. Figure 5.33 shows a photograph
of an 8-inch photomultiplier [117].

To obtain position sensitivity, the anode of a photomultiplier tube can
be subdivided into many independent pads or it can be built as a set
of strips (or two layers of crossed strips) [112]. To preserve the position
information the dynode system has to transfer the image from the pho-
tocathode with minimal distortions. To meet this condition, the dynode
system of this device should be placed very close to the cathode. It can
be made as a set of layers of fine mesh or foils. The anode pixel size can
be 2 x 2mm? at a pitch of 2.5mm. Such photomultiplier tubes are used
in gamma cameras for medical applications [118] as well as in high energy
physics experiments [119, 120].

The path-length fluctuations can be significantly reduced in photomul-
tipliers (channel plates) with microchannel plates as multiplication system
(MCP-PMT). The principle of operation of such channel plates is shown
in Fig. 5.34 [112]. A voltage of about 1000V is applied to a thin glass tube
(diameter 6-50 um, length 1-5mm) which is coated on the inside with a
resistive layer. Incident photons produce photoelectrons on a photocath-
ode or on the inner wall of the microchannel. These are, like in the normal
phototube, multiplied at the — in this case — continuous dynode. Channel
plates contain a large number (10* to 107) of such channels which are
implemented as holes in a lead-glass plate. A microphotographic record
of such channels with a diameter of 12.5 um [121] is shown in Fig. 5.34. A
photomultiplier tube with a single MCP provides a gain up to 103-10%.
To obtain a higher gain, two or three MCP in series can be incorporated
into the MCP-PMT.
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Fig. 5.34. Working principle of a channel plate [112] (left) and microphotograph
of microchannels (right) [121].

Because of the short mean path lengths of electrons in the longitudinal
electric field, path-length fluctuations are drastically reduced compared
to a normal photomultiplier. Transit-time differences of about 30 ps for
multiplication factors between 10° and 10° are obtained [122].

While normal photomultipliers practically cannot be operated in mag-
netic fields (or if so, only heavily shielded), the effect of magnetic fields on
channel plates is comparatively small. This is related to the fact that in
channel plates the distance between cathode and anode is much shorter.
There are, however, recent developments of conventional photomultipli-
ers with transparent wire-mesh dynodes, which can withstand moderate
magnetic fields.

A problem with channel plates is the flux of positive ions produced by
electron collisions with the residual gas in the channel plate that migrate
in the direction of the photocathode. The lifetime of channel plates would
be extremely short if the positive ions were not prevented from reach-
ing the photocathode. By use of extremely thin aluminium windows of
~ 7nm thickness (transparent for electrons) mounted between photo-
cathode and channel plate, the positive ions are absorbed. In this way,
the photocathode is shielded against the ion bombardment.

A very promising photosensor is the hybrid photomultiplier tube
(HPMT) [123, 124]. This device has only a photocathode and a sili-
con PIN diode as an anode. A high voltage, up to 15-20kV, is applied
to the gap between the photocathode and PIN diode. The diode of
150-300 um thickness is fully depleted under reverse-bias voltage. Pho-
toelectrons accelerated by the electric field penetrate a very thin (about
500 A) upper contact layer, get to the depleted area, and produce multiple
electron—hole pairs. The gain of this device can reach 5000. Figure 5.35
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Fig. 5.35. The layout of the hybrid PMT and the amplitude spectrum measured
with light flashes from scintillation fibres. Each peak corresponds to a certain
number of photoelectrons emerging from the photocathode [125].

shows the layout of a HPMT and the amplitude spectrum of light flashes
measured with a HPMT [125]. The peaks which correspond to signals
with a certain number of photoelectrons are distinctively seen (compare
with Fig. 5.32 for a usual PM tube).

Recent developments of modern electronics made it possible to use low-
gain photosensors for particle detectors. These are one- or two-dynode
PM tubes (phototriodes and phototetrodes) [126-128] as well as silicon
photodiodes. The main reasons to use these devices are their low sensitivity
or insensitivity to magnetic fields, their compactness, better stability and
lower price.

Semiconductor photodetectors are known for a long time and the
possibility to use silicon photodiodes (PD) for particle detection in com-
bination with large-size scintillation crystals CsI(T1), Nal(Tl), BGO was
demonstrated in 1982-5 [129, 130].

The main operation principles as well as the structure of PIN photo-
diodes are very similar to that for a silicon particle detector described in
Sect. 5.3 (see Fig. 5.19). The difference is that the layers in front of the
depletion region should be transparent for the light to be detected. A pho-
todiode contains a very thin layer of highly doped p™ silicon followed by
a layer of moderately doped n-Si of 200-500 um thickness (called 7 layer)
and ending with a highly doped n™-Si layer. A SiO5 film is mounted on
top of the p™ layer. The whole structure is attached to a ceramic substrate
and covered with a transparent window.

The photon enters the depletion area, penetrates to the i layer where
the bias voltage Uy, is applied, and creates an electron—hole pair that is
separated by the electric field which exists in this area.
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The photodiode signal is usually read out by a charge-sensitive pream-
plifier (CSPA) followed by a shaping amplifier with optimal filtering (see
Chap. 14). The electronics noise of such a chain is usually characterised
by the equivalent noise charge described as (see also Sect. 14.9)

b
og = \/2@[137 +at + ;(Cp +Cw)? (5.69)

where 7 is the shaping time, I'p the photodiode dark current, a the con-
tribution of parallel noise of the input preamplifier chain, b describes the
thermal noise, C,, the photodiode capacity and Cf, the feedback capacity.

As can be seen from this formula, the noise level depends crucially on
the total capacity at the CSPA input. To reduce the photodiode capacity,
the depletion layer should be extended. On the other hand, the photodiode
dark current is related to the electron—hole pairs produced in the depletion
layer by thermal excitation. Hence the dark current should be proportional
to the depleted-area volume (in reality part of this current is due to a
surface component). At present, photodiodes used for particle detectors
have an area of 0.5-4cm? and i-layer thicknesses of 200-500um. The
dark current of these devices is 0.5-3nA /cm? while the capacity is about
50 pF/cm?.

A specific feature of the semiconductor photodiode performance is the
so-called nuclear counter effect, i.e. the possibility of electron—hole pro-
duction not only by photons but also by charged particles crossing the
pn junction. This effect should be taken into account when designing a
detector system using photodiodes. On the other hand, X-ray absorp-
tion provides an opportunity for a direct counter calibration. For that we
can irradiate a photodiode by X rays of known energy from a radioac-
tice source, e.g. 2! Am. An example of such a spectrum is presented in
Fig. 5.36. The number of electron—hole pairs corresponding to the 60 keV
peak is easily calculated taking into account Wg; = 3.65¢eV.

Since the operation principles of a solid-state ionisation counter are
similar to a gaseous one, it is a natural idea to use photodiodes in the
proportional mode. The first successful devices of this type, suitable for
usage in scintillation counters, were developed in 1991-3 [131-133]. At
present, these avalanche photosensors are used rather widely [134].

The principle of operation of avalanche photodiodes (APDs) is illus-
trated in Fig. 5.37. This device has a complex doping profile which
provides a certain area with high electric field. Photons penetrate sev-
eral microns into a p-silicon layer before they create an electron—hole
pair. A weak electric field existing in this area separates the pair and
causes the electrons to drift to the pn junction which exhibits a very high
field strength. Here the electron can gain enough energy to create new
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Fig. 5.36. Pulse-height distribution taken with a 1cm? Si photodiode at room

temperature exposed to X rays from an 24 Am source. The rightmost peak corre-

sponds to photons of 60keV energy while the second, broad peak results from an

overlap of further non-resolved y-ray and X-ray lines in the range of 15-30keV.

For details see also Appendix 5, Fig. A5.10.
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Fig. 5.37. The layout of an avalanche photodiode together with the electric
field-strength distribution.

electron—hole pairs. Due to impact ionisation such a device can provide
an amplification of up to 1000 for existing avalanche photodiodes.

Since the avalanche multiplication is a statistical process, the statistical
fluctuation of the collected charge is higher than that determined from
the Poisson spread of the number of initial photons, o = \/f/n, where f
is the ‘excess noise factor’.
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As first approximation, the equivalent noise charge o, is expressed by

Ids

2
1
03 = 2e¢ < + Idbf> T+ 4J<:TRenCtOt -

M2 7’

e (5.70)
where M is the avalanche multiplication coefficient, Iy the dark-current
component caused by surface leakage, Iq, the bulk dark-current com-
ponent, 7 the shaping time, R, the equivalent noise resistance of the
amplifier and Cioy the total input capacity (see also Sect. 14.9).

It is clear from Eq. (5.70) that the surface dark current does not give
a significant contribution to the equivalent noise charge due to the large
factor M in the denominator. The bulk dark current is normally quite low
due to the thin p layer in front of the avalanche amplification region.

Let us consider the simplest APD model assuming that an avalanche
occurs in a uniform electric field in a layer 0 < x < d. Both electrons
and holes can produce new pairs but the energy threshold for holes is
much higher due to their larger effective mass. Denoting the probabilities
of ionisation per unit drift length as a. and «, respectively, we arrive at
the following equations for electron (i.) and hole (i,) currents:

die(z)
dzx

= Qele(z) + apip() , ie(x) +ip(T) = itor = const . (5.71)
The solution of these equations for the initial conditions
ie(0) =g , ip(d) =0 (5.72)

leads to an amplification of

B Ttot . _ap 1
M=% = ( 056) e—(%_%)d — 2 (573)

Qe

The quantities a and o, are analogues of the first Townsend coefficient
(see Sect. 5.1.2), and they increase with increasing field strength. The gain
rises according to Eq. (5.73). When «, becomes sufficiently high to fulfil
the condition
e~ (ee—ap)d — TP (5.74)
Qe
the APD will break down.

The gain and dark current in their dependence on the bias voltage
for a 5 x 5mm? APD produced by ‘Hamamatsu Photonics’ are shown in
Fig. 5.38a. The noise level versus gain is presented in Fig. 5.38b.

In the bias-voltage range where o, < a., the APD can be considered
as a multistage multiplier with a multiplication coefficient at each stage
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Fig. 5.38. (a) The gain (A) and dark current () in their dependence on the bias
voltage for a 5 x 5mm? APD produced by ‘Hamamatsu Photonics’; (b) The noise
level versus gain for different shaping times: 2us (o), 0.25us (H) and 0.1us (A).

equal to 2. For this case one can derive a value for the excess noise factor
of f=2.

A more detailed theory of processes in APDs was developed in [135,
136]. This theory gives an expression for the excess noise factor of

f=KegM+(2-1/M)(1 - Keg) , (5.75)

where K is a constant on the order of 0.01.

Avalanche photodiodes have two important advantages in comparison
to photodiodes without amplification: a much lower nuclear counter effect
and a much higher radiation tolerance [133, 134]. Both of these features
originate from the small thickness of the p layer in front of the avalanche
area. The quantum efficiency of an APD is basically close to that for a
normal PIN photodiode.

When the bias voltage approaches the breakdown threshold, the APD
reaches a regime similar to the Geiger mode (see Sect. 5.1.3). As in the
Geiger regime the output signals do not depend on the amount of light
at the input, but rather are limited by the resistance and capacity of
the device. However, this mode became the basis for another promising
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photosensor — the so-called silicon photomultiplier. Such a device consists
of a set of pixel Geiger APDs with a size of 20-50 um built on a common
substrate with the total area of 0.5-1mm?2. When the total number of
photons in a light flash is not too large, the output pulse is proportional
to this number with a multiplication coefficient of ~ 10¢ [137].

5.6 Cherenkov counters

A charged particle, traversing a medium with refractive index n with a
velocity v exceeding the velocity of light ¢/n in that medium, emits a char-
acteristic electromagnetic radiation, called Cherenkov radiation [138, 139].
Cherenkov radiation is emitted because the charged particle polarises
atoms along its track so that they become electric dipoles. The time vari-
ation of the dipole field leads to the emission of electromagnetic radiation.
As long as v < ¢/n, the dipoles are symmetrically arranged around the
particle path, so that the dipole field integrated over all dipoles vanishes
and no radiation occurs. If, however, the particle moves with v > ¢/n, the
symmetry is broken resulting in a non-vanishing dipole moment, which
leads to the radiation. Figure 5.39 illustrates the difference in polarisation
for the cases v < ¢/n and v > ¢/n [140, 141].

The contribution of Cherenkov radiation to the energy loss is small
compared to that from ionisation and excitation, Eq. (1.11), even for
minimum-ionising particles. For gases with Z > 7 the energy loss by
Cherenkov radiation amounts to less than 1% of the ionisation loss of
minimum-ionising particles. For light gases (He, H) this fraction amounts
to about 5% [21, 22].

OOO'@O particle

O
A b

V v>= B

Fig. 5.39. Tllustration of the Cherenkov effect [140, 141] and geometric determi-
nation of the Cherenkov angle.
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The angle between the emitted Cherenkov photons and the track of
the charged particle can be obtained from a simple argument (Fig. 5.39).
While the particle has travelled the distance AB = tfc¢, the photon has
advanced by AC' =t - ¢/n. Therefore one obtains

c_l
nfec nf’

For the emission of Cherenkov radiation there is a threshold effect.
Cherenkov radiation is emitted only if § > (. = % At threshold, Cheren-
kov radiation is emitted in the forward direction. The Cherenkov angle
increases until it reaches a maximum for § = 1, namely

cosf. = (5.76)

1
0% = arccos ot (5.77)

Consequently, Cherenkov radiation of wavelength A requires n(\) > 1.
The maximum emission angle, 6% is small for gases (0 ~ 1.4° for
air) and becomes large for condensed media (about 45° for usual glass).

For fixed energy, the threshold Lorentz factor depends on the mass of
the particle. Therefore, the measurement of Cherenkov radiation is well
suited for particle-identification purposes.

The number of Cherenkov photons emitted per unit path length with
wavelengths between A1 and A, is given by

dN A2 1 dA
= = 9raz? 1-—— )2 5.78
o /A < (n(A))?ﬂ?) X2 o7%)
for n(\) > 1, where z is the electric charge of the particle producing
Cherenkov radiation and « is the fine-structure constant.

Neglecting the dispersion of the medium (i.e. n independent of \)

leads to
dN 1 1
a = 27TO[Z2 . Sin2 90 . ()\1 - A2> . (579)

For the optical range (A\; = 400nm and Ay = 700nm) one obtains for
singly charged particles (z = 1)

dN

- = 490 sin?f.cm ™! . (5.80)
Figure 5.40 shows the number of Cherenkov photons emitted per unit
path length for various materials as a function of the velocity of the
particle [142].

The photon yield can be increased by up to a factor of two or three if the

photons emitted in the ultraviolet range can also be detected. Although
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Fig. 5.40. Number of produced Cherenkov photons per unit path length for
various materials as a function of the particle velocity [142].

the spectrum of emitted Cherenkov photons exhibits a 1/\? dependence,
see Eq. (5.78), Cherenkov photons are not emitted in the X-ray range
because in this region the index of refraction is n = 1, and therefore the
condition for Cherenkov emission cannot be fulfilled.

To obtain the correct number of photons produced in a Cherenkov
counter, Eq. (5.78) must be integrated over the region for which 5-n(\) >
1. Also the response function of the light collection system must be taken
into account to obtain the number of photons arriving at the photon
detector.

All transparent materials are candidates for Cherenkov radiators. In
particular, Cherenkov radiation is emitted in all scintillators and in the
light guides which are used for the readout. The scintillation light, how-
ever, is approximately 100 times more intense than the Cherenkov light.
A large range of indices of refraction can be covered by the use of solid,
liquid or gaseous radiators (Table 5.4).

Ordinary liquids have indices of refraction greater than =~ 1.33 (HyO)
and gases have n less than about 1.002 (pentane). Although gas Cherenkov
counters can be operated at high pressure, thus increasing the index of
refraction, the substantial gap between n = 1.33 and n = 1.002 cannot be
bridged in this way.

By use of silica aerogels, however, it has become feasible to cover this
missing range of the index of refraction. Aerogels are phase mixtures from
m (SiO2) and 2m (H30O) where m is an integer. Silica aerogels form a
porous structure with pockets of air. The diameter of the air bubbles
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Table 5.4.  Compilation of Cherenkov radiators [1, 143]. The index of refrac-
tion for gases is for 0°C and 1 atm (STP). Solid sodium is transparent for
wavelengths below 2000 A [144, 145]

Material n—1 [ threshold ~ threshold
Solid sodium 3.22 0.24 1.029
Diamond 1.42 0.41 1.10

Flint glass (SFS1) 0.92 0.52 1.17
Lead fluoride 0.80 0.55 1.20
Aluminium oxide 0.76 0.57 1.22

Lead glass 0.67 0.60 1.25
Polystyrene 0.60 0.63 1.28
Plexiglas (Lucite) 0.48 0.66 1.33
Borosilicate glass (Pyrex) 0.47 0.68 1.36
Lithium fluoride 0.39 0.72 1.44
Water 0.33 0.75 1.52
Liquid nitrogen 0.205 0.83 1.79
Silica aerogel 0.007-0.13 0.993-0.884 8.46—2.13
Pentane (STP) 1.7-1073 0.9983 17.2

CO, (STP) 4.3-1074 0.9996 34.1

Air (STP) 2.93-1074 0.9997 41.2

H, (STP) 1.4-1074 0.99986 59.8

He (STP) 3.3-107° 0.99997 123

in the aerogel is small compared to the wavelength of the light so that
the light ‘sees’ an average index of refraction between the air and the
solid forming the aerogel structure. Silica aerogels can be produced with
densities between 0.1g/cm?® and 0.6 g/cm? [1, 101, 146] and indices of
refraction between 1.01 and 1.13. There is a simple relation between the
aerogel density (in g/cm?) and the index of refraction [147, 148]:

n=14+021-p [g/cm?] . (5.81)

The Cherenkov effect is used for particle identification in threshold
detectors as well as in detectors which exploit the angular dependence
of the radiation. These differential Cherenkov counters provide in fact a
direct measurement of the particle velocity. The working principle of a
differential Cherenkov counter which accepts only particles in a certain
velocity range is shown in Fig. 5.41 [4, 149-151].

All particles with velocities above [yin = 1/n are accepted. With
increasing velocity the Cherenkov angle increases and finally reaches the
critical angle for internal reflection, 6y, in the radiator so that no light can
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radiator Al mirror

0
Ze

air light guide

photomultiplier

Fig. 5.41. Working principle of a differential (Fitch-type) Cherenkov counter
[149-151].

escape into the air light guide. The critical angle for internal reflection can
be computed from Snell’s law of refraction to be

1

Because

1
cosf = /1 —sin?f = e (5.83)

n

the maximum detectable velocity is

1

max — . 5.84
e = T (580

For polystyrene (n = 1.6) [y is 0.625 and fpax is equal to 0.80. In
this way, such a differential Cherenkov counter selects a velocity window
of about Ag = 0.17. If the optical system of a differential Cherenkov
counter is optimised, so that chromatic aberrations are corrected (DISC
counter, DIScriminating Cherenkov counter [152]), a velocity resolution
of AB/B = 1077 can be achieved. The main types of Cherenkov detectors
are discussed in Chap. 9.

5.7 Transition-radiation detectors (TRD)

Below Cherenkov threshold, charged particles can also emit electromag-
netic radiation. This radiation is emitted in those cases where charged
particles traverse the boundary between media with different dielectric
properties [153]. This occurs, for example, when a charged particle enters
a dielectric through a boundary from the vacuum or from air, respectively.
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Fig. 5.42. TIllustration of the production of transition radiation at boundaries.

The energy loss by transition radiation represents only a negligibly small
contribution to the total energy loss of charged particles.

A charged particle moving towards a boundary forms together with its
mirror charge an electric dipole, whose field strength varies in time, i.e.
with the movement of the particle (Fig. 5.42). The field strength vanishes
when the particle enters the medium. The time-dependent dipole electric
field causes the emission of electromagnetic radiation.

The emission at boundaries can be understood in such a way that

although the electric displacement D = eeoFE varies continuously in
passing through the boundary, the electric field strength does not
[154-156].

The energy radiated from a single boundary (transition from vacuum
to a medium with dielectric constant ) is proportional to the Lorentz
factor of the incident charged particle [157-159]:

1
S = gaz2hwp’y , hwp = /AT Ner3mec?Ja (5.85)

where N, is the electron density in the material, r. is classical electron
radius, and Awy, is the plasma energy. For commonly used plastic radiators
(styrene or similar materials) one has
hwp = 20eV . (5.86)
The radiation yield drops sharply for frequencies
w > Ywp (5.87)

The number of emitted transition-radiation photons with energy hw
higher than a certain threshold Awy is

2 huw 2 2
N, (Fw > huwg) ~ 0‘;_ [(m 'th P _ 1> L (5.88)

0 12
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At each interface the emission probability for an X-ray photon is on the
order of v =1/137.

The number of transition-radiation photons produced can be increased
if the charged particle traverses a large number of boundaries, e.g. in
porous media or periodic arrangements of foils and air gaps.

The attractive feature of transition radiation is that the energy radi-
ated by transition-radiation photons increases with the Lorentz factor ~
(i.e. the energy) of the particle, and is not proportional only to its veloc-
ity [160, 161]. Since most processes used for particle identification (energy
loss by ionisation, time of flight, Cherenkov radiation, etc.) depend on the
velocity, thereby representing only very moderate identification possibili-
ties for relativistic particles (8 — 1), the y-dependent effect of transition
radiation is extremely valuable for particle identification at high energies.

An additional advantage is the fact that transition-radiation photons
are emitted in the X-ray range [162]. The increase of the radiated energy in
transition radiation proportional to the Lorentz factor originates mainly
from the increase of the average energy of X-ray photons and much less
from the increase of the radiation intensity. In Fig. 5.43 the average energy
of transition-radiation photons is shown in its dependence on the electron
momentum for a typical radiator [152].

The angle of emission of transition-radiation photons is inversely
proportional to the Lorentz factor,

o— 1 (5.89)

Yparticle

For periodical arrangements of foils and gaps, interference effects occur,
which produce an effective threshold behaviour at a value of v ~ 1000

30 T T T

N
o
T
|

-
o
T
|

0 | | |
0 1 2 3 4

electron momentum, p, [GeV/c]

average energy of transition-radiation
photons [keV]

Fig. 5.43. Typical dependence of the average energy of transition-radiation
photons on the electron momentum for standard-radiator arrangements [152].

https://doi.org/10.1017/9781009401531 Published online by Cambridge University Press


https://doi.org/10.1017/9781009401531

5.7 Transition-radiation detectors (TRD) 149

=g :

’ particle

Ripatalid multiwire proportional chamber
radiator with Kr or Xe filling
(e.g., lithium foils)

Fig. 5.44. Working principle of a transition-radiation detector.

[163, 164], i.e., for particles with v < 1000 almost no transition-radiation
photons are emitted.

A typical arrangement of a transition-radiation detector (TRD) is
shown in Fig. 5.44. The TRD is formed by a set of foils consisting of
a material with an atomic number Z as low as possible. Because of the
strong dependence of the photoabsorption cross section on Z(ophoto < Z°)
the transition-radiation photons would otherwise not be able to escape
from the radiator. The transition-radiation photons have to be recorded
in a detector with a high efficiency for X-ray photons. This requirement is
fulfilled by a multiwire proportional chamber filled with krypton or xenon,
i.e. gases with high atomic number for an effective absorption of X rays.

In the set-up sketched in Fig. 5.44 the charged particle also traverses
the photon detector, leading to an additional energy deposit by ionisation
and excitation. This energy loss is superimposed onto the energy deposit
by transition radiation. Figure 5.45 shows the energy-loss distribution in
a transition-radiation detector for highly relativistic electrons for the case
that (a) the radiator has gaps and (b) the radiator has no gaps (dummy).
In both cases the amount of material in the radiators is the same. In the
first case, because of the gaps, transition-radiation photons are emitted,

electrons
(b) with dummy
(only ionisation)

(a) with radiator (ionisation
and transition radiation)

number of events [a.u.]

10 50 100
energy loss —dE/dx [keV/(cm Xe)]

Fig. 5.45. Typical energy-loss distribution for high-energy electrons in a
transition-radiation detector with radiator and with dummy radiator [152].
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leading to an increased average energy loss of electrons, while in the second
case only the ionisation loss of electrons is measured [152].

5.1

5.2

5.3

5.4

5.8 Problems

A Geiger-Miiller counter (dead time 500 us) measures in a strong
radiation field a count rate of 1kHz. What is the dead-time
corrected true rate?

In practical situations the energy measurement in a semiconductor
counter is affected by some dead layer of thickness d, which is
usually unknown, in front of the sensitive volume. How can d be
determined experimentally?

The Cherenkov angle is normally derived to be related to the
particle velocity § and index of refraction n according to

cos @ = — .
n

This, however, neglects the recoil of the emitted Cherenkov pho-
ton on the incident particle. Determine the exact relation for the
Cherenkov angle considering the recoil effect.

A detector may consist of a spherical vessel of radius R filled with
liquid scintillator which is read out by a photomultiplier tube with
photocathode area S, < Siot = 47 R? (Fig. 5.46). All inner surface
of the vessel except the output window is covered with a diffusive

Fig. 5.46. Illustration for Problem 5.4.
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reflector of efficiency (1— ). Estimate the light collection efficiency
if the diffusive reflection is governed by Lambert’s law [165]: dJ =
(Jo/m)-cos x-df2, where Jy is the total amount of the reflected light
and y is the angle between the observation line and the normal to
the surface. The detector is irradiated uniformly.
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6

Historical track detectors

A man should look for what is, and not for what he thinks should be.
Albert Finstein

In this chapter some historical particle detectors will be briefly described.
These are mainly optical devices that have been used in the early days
of cosmic rays and particle physics. Even though some of these detectors
have been ‘recycled’ for recent elementary particle physics experiments,
like nuclear emulsions for the discovery of the tau neutrino (v,) or
bubble chambers with holographic readout for the measurement of short-
lived hadrons, these optical devices are nowadays mainly integrated into
demonstration experiments in exhibitions or employed as eye-catchers
in lobbies of physics institutes (like spark chambers or diffusion cloud
chambers).

6.1 Cloud chambers

The cloud chamber (‘Wilson chamber’) is one of the oldest detectors for
track and ionisation measurement [1-4]. In 1932 Anderson discovered
the positron in cosmic rays by operating a cloud chamber in a strong
magnetic field (2.5T). Five years later Anderson, together with Nedder-
meyer, discovered the muon again in a cosmic-ray experiment with cloud
chambers.

A cloud chamber is a container filled with a gas—vapour mixture (e.g.
air-water vapour, argon—alcohol) at the vapour saturation pressure. If
a charged particle traverses the cloud chamber, it produces an ionisation
trail. The lifetime of positive ions produced in the ionisation process in the
chamber gas is relatively long (=~ ms). Therefore, after the passage of the
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Fig. 6.1. Expansion cycle in a cloud chamber [5].

particle a trigger signal, for example, can be derived from a coincidence
of scintillation counters, which initiates a fast expansion of the chamber.
By means of adiabatic expansion the temperature of the gas mixture
is lowered and the vapour gets supersaturated. It condenses on seeds,
which are represented by the positive ions yielding droplets marking the
particle trajectory. The track consisting of droplets is illuminated and
photographed. A complete expansion cycle in a cloud chamber is shown
in Fig. 6.1 [5].

The characteristic times, which determine the length of a cycle, are the
lifetime of condensation nuclei produced by the ionisation (=~ 10ms), the
time required for the droplets to grow to a size where they can be photo-
graphed (=~ 100 ms), and the time which has to pass after the recording of
an event until the chamber is recycled to be ready for the next event. The
latter time can be very long since the sensitive volume of the chamber
must be cleared of the slowly moving positive ions. In addition, the cloud
chamber must be transformed into the initial state by recompression of
the gas—vapour mixture.

In total, cycle times from 1min up to 10 min can occur, limiting the
application of this chamber type to rare events in the field of cosmic rays.

Figure 6.2 shows electron cascades initiated by cosmic-ray muons in a
multiplate cloud chamber [6, 7].

A multiplate cloud chamber is essentially a sampling calorimeter with
photographic readout (see Chap. 8 on ‘Calorimetry’). The introduction
of lead plates into a cloud chamber, which in this case was used in
an extensive-air-shower experiment, serves the purpose of obtaining an
electron/hadron/muon separation by means of the different interaction
behaviour of these elementary particles.

In contrast to the expansion cloud chamber, a diffusion cloud chamber
is permanently sensitive. Figure 6.3 shows schematically the construction
of a diffusion cloud chamber [5, 8-11]. The chamber is, like the expansion
cloud chamber, filled with a gas—vapour mixture. A constant temperature
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Fig. 6.2. FElectromagnetic cascades in the core of an extensive air shower initi-
ated by cosmic-ray muons (presumably via muon bremsstrahlung) in a multiplate
cloud chamber [6, 7].
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clearing field | o o o o ° ° tempefature
region of K gradient
supersaturated
vapour
dry ice T

,/ particle trajectory

Fig. 6.3. Schematic representation of the construction of a diffusion cloud
chamber [5].

gradient provides a region where the vapour is in a permanently super-
saturated state. Charged particles entering this region produce a trail
automatically without any additional trigger requirement. Zone widths
(i.e. regions in which trails can form) with supersaturated vapour of 5 cm
to 10 cm can be obtained. A clearing field removes the positive ions from
the chamber.

The advantage of permanent sensitivity is obtained at the expense of
small sensitive volumes. Since the chamber cannot be triggered, all events,
even background events without interest, are recorded.

Because of the long repetition time for triggered cloud chambers and
the disadvantage of photographic recording, this detector type is rarely
used nowadays.

https://doi.org/10.1017/9781009401531 Published online by Cambridge University Press


https://doi.org/10.1017/9781009401531

6.2 Bubble chambers 163

6.2 Bubble chambers

Bubble chambers [12-17], like cloud chambers, belong to the class of visual
detectors and, therefore, require optical recording of events. This method
of observation includes the tedious analysis of bubble-chamber pictures
which certainly limits the possible statistics of experiments. However, the
bubble chamber allows the recording and reconstruction of events of high
complexity with high spatial resolution. Therefore, it is perfectly suited
to study rare events (e.g. neutrino interactions); still, the bubble chamber
has now been superseded by detectors with a purely electronic readout.

In a bubble chamber the liquid (Hz, D2, Ne, C3Hg, Freon, etc.) is held in
a pressure container close to the boiling point. Before the expected event
the chamber volume is expanded by retracting a piston. The expansion
of the chamber leads to a reduction in pressure thereby exceeding the
boiling temperature of the bubble-chamber liquid. If in this superheated
liquid state a charged particle enters the chamber, bubble formation sets
in along the particle track.

The positive ions produced by the incident particles act as nuclei for
bubble formation. The lifetime of these nuclei is only 10~ ''s to 1071s.
This is too short to trigger the expansion of the chamber by the incoming
particles. For this reason the superheated state has to be reached before
the arrival time of the particles. Bubble chambers, however, can be used
at accelerators where the arrival time of particles in the detector is known
and, therefore, the chamber can be expanded in time (synchronisation).

In the superheated state the bubbles grow until the growth is stopped
by a termination of the expansion. At this moment the bubbles are illumi-
nated by light flashes and photographed. Figure 6.4 shows the principle of
operation of a bubble chamber [5, 8]. The inner walls of the container have
to be extremely smooth so that the liquid ‘boils’ only in those places where
bubble formation should occur, namely, along the particle trajectory, and
not on the chamber walls.

Depending on the size of the chamber repetition times down to 100 ms
can be obtained with bubble chambers.

The bubble-chamber pressure before expansion is several atmospheres.
To transform the gases into the liquid state they generally must be
strongly cooled. Because of the large amount of stored gases, the exper-
iments with hydrogen bubble chambers can be potentially dangerous
because of the possible formation of explosive oxyhydrogen gas, if the
chamber gas leaks from the bubble chamber. Also operation with organic
liquids, which must be heated for the operation, represents a risk because
of their flammability. Bubble chambers are usually operated in a high
magnetic field (several Tesla). This allows to measure particle momenta
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Fig. 6.4. Schematic construction of a bubble chamber [5, 8].

Fig. 6.5. Tracks of charged particles in a bubble chamber. Also seen are § elec-
trons produced by interactions of the incident particles in the bubble-chamber
liquid, which are spiralling in the transverse magnetic field [18].

with high precision since the spatial resolution of bubble chambers is
excellent. Furthermore, the bubble density along the track is proportional
to the energy loss dF/dz by ionisation. For p/moc = v < 4 the energy
loss can be approximated by

dFE 1
— X = . 6.1
i < 7 (6.1)
If the momentum of the particle is known and if the velocity is determined
from an energy-loss measurement, the particle can be identified.

Figure 6.5 shows tracks of charged particles in a bubble chamber. One
can see the decay of a neutral particle producing a ‘V’ (presumably
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Table 6.1.  Characteristic properties of bubble-chamber liquids [5, 19]

Bubble-chamber Boiling Vapour Density Radiation  Nuclear

filling point  pressure [g/cm?] length interaction
T [K] [bar] Xo [cm] length
>\I [cm]
‘He 3.2 0.4 0.14 1027 437
'H, 26 4 0.06 1000 887
Do 30 4.5 0.14 900 403
*0Ne 36 7.7 1.02 27 89
Cs3Hg 333 21 0.43 110 176
CF5Br (Freon) 303 18 1.5 11 73

K% — 7t + 77) and § electrons spiralling in the transverse magnetic
field.

For the investigation of photoproduction on protons naturally, the best
choice is a pure hydrogen filling. Results on photoproduction off neu-
trons can be obtained from Ds fillings, because no pure neutron liquid
exists (maybe with the exception of neutron stars). The photonuclear
cross section on neutrons can be determined according to

o(y,n) =o(y,d) —o(v,p) - (6.2)

If, e.g., the production of neutral pions is to be investigated, a bubble-
chamber filling with a small radiation length X is required, because the
7V decays in two photons which have to be detected via the formation of
electromagnetic showers. In this case, xenon or Freon can be chosen as
chamber gas.

Table 6.1 lists some important gas fillings for bubble chambers along
with their characteristic parameters [5, 19].

If one wants to study nuclear interactions with bubble chambers, the
nuclear interaction length A; should be as small as possible. In this case
heavy liquids like Freon are indicated.

Bubble chambers are an excellent device if the main purpose of the
experiment is to analyse complex and rare events. For example, the {27 —
after first hints from experiments in cosmic rays — could be unambiguously
discovered in a bubble-chamber experiment.

In recent times the application of bubble chambers has, however, been
superseded by other detectors like electronic devices. The reasons for this
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originate from some serious intrinsic drawbacks of the bubble chamber
listed as follows:

— Bubble chambers cannot be triggered.

— They cannot be used in storage-ring experiments because it is dif-
ficult to achieve a 47 geometry with this type of detector. Also the
‘thick’ entrance windows required for the pressure container prevents
good momentum resolution because of multiple scattering.

— For high energies the bubble chamber is not sufficiently massive to
stop the produced particles. This precludes an electron and hadron
calorimetry — not to mention the difficult and tedious analysis
of these cascades — because shower particles will escape from the
detector volume.

— The identification of muons with momenta above several GeV/c in
the bubble chamber is impossible because they look almost exactly
like pions as far as the specific energy loss is concerned. Only by use
of additional detectors (external muon counters) a m/u separation
can be achieved.

— The lever arm of the magnetic field is generally insufficient for an
accurate momentum determination of high-momentum particles.

— Experiments which require high statistics are not really practical
because of the time-consuming analysis of bubble-chamber pictures.

However, bubble chambers are still used in experiments with exter-
nal targets (fixed-target experiments) and in non-accelerator exper-
iments. Because of their high intrinsic spatial resolution of several
micrometre, bubble chambers can serve as vertex detectors in these
experiments [20, 21].

To be able to measure short lifetimes in bubble chambers the size of the
bubbles must be limited. This means that the event under investigation
must be photographed relatively soon after the onset of bubble formation
when the bubble size is relatively small, thereby guaranteeing a good
spatial resolution and, as a consequence, also good time resolution. In
any case the bubble size must be small compared to the decay length of
the particle.

By use of the technique of holographic recording a three-dimensional
event reconstruction can be achieved [22]. With these high-resolution bub-
ble chambers, e.g., the lifetimes of short-lived particles can be determined
precisely. For a spatial resolution of o, = 6 um decay-time measurement
errors of

https://doi.org/10.1017/9781009401531 Published online by Cambridge University Press


https://doi.org/10.1017/9781009401531

6.3 Streamer chambers 167

Oy

or=-—=2-10""5 (6.3)
C

are reachable.
Bubble chambers have contributed significantly to the field of high-
energy hadron collisions and neutrino interactions [23].

6.3 Streamer chambers

In contrast to streamer tubes, which represent a particular mode of oper-
ation for special cylindrical counters, streamer chambers are large-volume
detectors in which events are normally recorded photographically [24-28|.
In streamer chambers the volume between two planar electrodes is filled
with a counting gas. After passage of a charged particle, a high-voltage
pulse of high amplitude, short rise time and limited duration is applied
to the electrodes. Figure 6.6 sketches the principle of operation of such a
detector.

In the most frequent mode of operation, particles are incident approxi-
mately perpendicular to the electric field into the chamber. Each individ-
ual ionisation electron will start an avalanche in the homogeneous, very
strong electric field in the direction of the anode. Since the electric field is
time-dependent (amplitude of the high-voltage pulse ~ 500kV, rise and
decay time ~ 1ns, pulse duration: several ns), the avalanche formation
is interrupted after the decay time of the high-voltage pulse. The high
amplitude of the voltage pulse leads to large gas amplifications (= 10%)
like in streamer tubes; however, the streamers can only extend over a very
small region of space. Naturally, in the course of the avalanche develop-
ment large numbers of gas atoms are excited and subsequently de-excite,
leading to light emission. Luminous streamers are formed. Normally, these
streamers are not photographed in the side view as sketched in Fig. 6.6,
but through one electrode which can be made from a transparent wire
mesh. In this projection the longish streamers appear as luminous dots
characterising the track of the charged particle.

,I—/—?—(+HV

009 —_-
E
2%5° %" particle trajectory

Fig. 6.6. Principle of construction of a streamer chamber.
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The art of the operation of streamer chambers lies in the production
of a high-voltage signal with the required properties. The rise time must
be extremely short (ns), otherwise the leading edge of the pulse would
displace the ionisation electrons from the original track. A slow leading
edge of the pulse would act as a clearing field resulting in a displace-
ment of the particle track. Streamer development proceeds in very large
electric fields (= 30kV/cm). It must, however, be interrupted after a
short time, so that the streamers will not grow too large or even produce
a spark. Streamers that are too large imply a poor spatial resolution.
A suitable high-voltage pulse can be obtained using a Marx genera-
tor connected by a suitable circuit (transmission line, Blumlein circuit,
spark gaps) to the streamer chamber providing short signals of high
amplitude [24, 26].

For fast repetition rates the large number of electrons produced in the
course of streamer formation poses a problem. It would take too long
a time to remove these electrons from the chamber volume by means
of a clearing field. Therefore, electronegative components are added to
the counting gas to which the electrons are attached. FElectronegative
quenchers like SFg or SO2 have proven to be good. These quenchers allow
cycle times of several 100 ms. The positive ions produced during streamer
formation do not present a problem because they can never start new
streamer discharges due to their low mobility.

Streamer chambers provide pictures of excellent quality. Also targets
can be mounted in the chamber to obtain the interaction vertex in the
sensitive volume of the detector.

Figure 6.7 shows the interaction of an antiproton with a neon nucleus in
a streamer chamber in which — among others — a positive pion is produced.

Fig. 6.7. Interaction of an antiproton with a neon nucleus in a streamer chamber
producing — among others — a positive pion which decays into a muon yielding
eventually a positron which escapes from the chamber [18].
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This 7T spirals anticlockwise and decays into a muon, which also spirals
in the transverse magnetic field and eventually decays into a positron,
which escapes from the chamber [18].

In a different mode of operation of the streamer chamber, particles are
incident within +30° with respect to the electric field into the detector.
Exactly as mentioned before, very short streamers will develop which
now, however, merge into one another and form a plasma channel along
the particle track. (This variant of the streamer chamber is also called
track spark chamber [8, 28].) Since the high-voltage pulse is very short,
no spark between the electrodes develops. Consequently, only a very low
current is drawn from the electrodes [5, 8, 24].

Streamer chambers are well suited for the recording of complex events;
they have, however, the disadvantage of a time-consuming analysis.

6.4 Neon-flash-tube chamber

The neon-flash-tube chamber is also a discharge chamber [17, 29-32].
Neon- or neon/helium-filled glass tubes (at atmospheric pressure), glass
spheres (Conversi tubes) or polypropylene-extruded plastic tubes with
rectangular cross section are placed between two metal electrodes
(Fig. 6.8).

After a charged particle has passed through the neon-flash-tube stack,
a high-voltage pulse is applied to the electrodes that initiates a gas dis-
charge in those tubes, which have been passed by the particle. This gas
discharge propagates along the total length of the tube and leads to a
glow discharge in the whole tube. Typical tube lengths are around 2m
with diameters between 5mm and 10mm. The glow discharge can be
intensified by afterpulsing with high voltage so that the flash tubes can
be photographed end on. But purely electronic recording with the help of
pickup electrodes at the faces of the neon tubes can also be applied (‘Ayre—
Thompson technique’ [33, 34]). These pickup electrodes supply large
signals which can be directly processed without additional preamplifiers.

HV

particle trajectory

Fig. 6.8.  Working principle of a neon-flash-tube chamber.
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Fig. 6.9. Shower of parallel muons in a flash-tube chamber [35, 36].

Depending on the tube diameter, spatial resolutions of several millime-
tres can be obtained. The memory time of this detector lies in the range
around 20 ps; the dead time, however, is rather long at 30-1000 ms. For
reasons of geometry, caused by the tube walls, the efficiency of one layer
of neon flash tubes is limited to ~ 80%. To obtain three-dimensional
coordinates crossed layers of neon flash tubes are required.

Because of the relatively long dead time of this detector it was mainly
used in cosmic-ray experiments, in the search for nucleon decay or in neu-
trino experiments. Figure 6.9 shows a shower of parallel cosmic-ray muons
in a neon-flash-tube chamber [35, 36]. In Fig. 6.10 a single muon track is
seen in an eight-layer stack of polypropylene-extruded plastic tubes [37].

A variant of the neon flash tube is the spherical Conversi tube [30, 31].
These are spherical neon tubes of approximately 1 cm diameter. Layers of
Conversi tubes arranged in a matrix between two electrodes, one of which
being made as a transparent grid, have been used to measure the lateral
distribution of particles in extensive-air-shower experiments [8, 38].

6.5 Spark chambers

Before multiwire proportional and drift chambers were invented, the spark
chamber was the most commonly used track detector which could be
triggered ([8, 17, 39-43], and references in [17]).
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Fig. 6.10. Single muon track in a stack of polypropylene-extruded plastic tubes.
Such extruded plastic tubes are very cheap since they are normally used as
packing material. Because they have not been made for particle tracking, their
structure is somewhat irregular, which can clearly be seen [37].
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Fig. 6.11. Principle of operation of a multiplate spark chamber.

In a spark chamber a number of parallel plates are mounted in a gas-
filled volume. Typically, a mixture of helium and neon is used as counting
gas. Alternatingly, the plates are either grounded or connected to a high-
voltage supply (Fig. 6.11). The high-voltage pulse is normally triggered
to every second electrode by a coincidence between two scintillation coun-
ters placed above and below the spark chamber. The gas amplification is
chosen in such a way that a spark discharge occurs at the point of the
passage of the particle. This is obtained for gas amplifications between
10® and 10°. For lower gas amplifications sparks will not develop, while
for larger gas amplifications sparking at unwanted positions (e.g. at spac-
ers which separate the plates) can occur. The discharge channel follows
the electric field. Up to an angle of 30° the conducting plasma chan-
nel can, however, follow the particle trajectory [8] as in the track spark
chamber.
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Between two discharges the produced ions are removed from the detec-
tor volume by means of a clearing field. If the time delay between the
passage of the particle and the high-voltage signal is less than the mem-
ory time of about 100 us, the efficiency of the spark chamber is close to
100%. A clearing field, of course, removes also the primary ionisation from
the detector volume. For this reason the time delay between the passage
of the particle and the application of the high-voltage signal has to be
chosen as short as possible to reach full efficiency. Also the rise time of
the high-voltage pulse must be short because otherwise the leading edge
acts as a clearing field before the critical field strength for spark formation
is reached.

Figure 6.12 shows the track of a cosmic-ray muon in a multiplate spark
chamber [5, 44].

If several particles penetrate the chamber simultaneously, the proba-
bility that all particles will form a spark trail decreases drastically with
increasing number of particles. This is caused by the fact that the first
spark discharges the charging capacitor to a large extent so that less volt-
age or energy, respectively, is available for the formation of further sparks.
This problem can be solved by limiting the current drawn by a spark.
In current-limited spark chambers partially conducting glass plates are
mounted in front of the metallic electrodes which prevent a high-current
spark discharge. In such glass spark chambers a high multitrack efficiency
can be obtained [45, 46].

Fig. 6.12. Track of a cosmic-ray muon in a multiplate spark chamber [44].
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Apart from the photographic recording in spark chambers, which has to
be made stereoscopically to allow three-dimensional event reconstruction,
a purely electronic readout is also possible.

If the electrodes are made from layers of wires, the track coordinate can
be obtained like in the multiwire proportional chamber by identifying the
discharged wire. This method would require a large number of wires to
obtain a high spatial resolution. On the other hand, the track reconstruc-
tion can be simplified with the help of a magnetostrictive readout.

The spark discharge represents a time-dependent current df/d¢. The
current signal propagates along the chamber wire and reaches a magne-
tostrictive delay line stretched perpendicular to the chamber wires. This
magnetostrictive delay line is positioned directly on the chamber wires
without having ohmic contact to them. The current signal, along with its
associated time-dependent magnetic field dH /d¢, produces in the mag-
netostrictive delay line a magnetostriction, i.e. a local variation of the
length, which propagates in time and space with its characteristic veloc-
ity of sound. In a pickup coil at the end of the magnetostrictive delay line
the mechanical signal of magnetostriction is converted back into a time-
dependent magnetic-field signal dH /dt leading to a detectable voltage
pulse. The measurement of the propagation time of the sound wave on the
magnetostrictive delay line can be used to identify the number and hence
the spatial coordinate of the discharged wire. Typical sound velocities of
~ 5km/s lead to spatial resolutions on the order of 200 um [8, 47].

A somewhat older method of identifying discharged wires in wire spark
chambers uses ferrite cores to localise the discharged wire. In this method
each chamber wire runs through a small ferrite core [8]. The ferrite core
is in a well-defined state. A discharging spark-chamber wire causes the
ferrite core to flip. The state of ferrite cores is recorded by a readout wire.
After reading out the event the flipped ferrite cores are reset into the
initial state by a reset wire.

For all spark-chamber types a clearing field is necessary to remove the
positive ions from the detector volume. This causes dead times of several
milliseconds.

6.6 Nuclear emulsions

Tracks of charged particles in nuclear emulsions can be recorded by the
photographic method [48-52]. Nuclear emulsions consist of fine-grained
silver-halide crystals (AgBr and AgCl), which are embedded in a gelatine
substrate. A charged particle produces a latent image in the emulsion.
Due to the free charge carriers liberated in the ionisation process, some
halide molecules are reduced to metallic silver in the emulsion.
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In the subsequent development process the silver-halide crystals are
chemically reduced. This affects preferentially those microcrystals (nuclei)
which are already disturbed and partly reduced. These are transformed
into elemental silver. The process of fixation dissolves the remaining sil-
ver halide and removes it. Thereby the charge image, which has been
transformed into elemental silver particles, remains stable.

The evaluation of the emulsion is usually done under a microscope
by eye, but it can also be performed by using a Charge-Coupled Device
(CCD) camera and a semi-automatic pattern-recognition device. Fully
automated emulsion-analysis systems have also been developed [53].

The sensitivity of the nuclear emulsion must be high enough so
that the energy loss of minimum-ionising particles is sufficient to pro-
duce individual silver-halide microcrystals along the track of a particle.
Usually commercially available photoemulsions do not have this prop-
erty. Furthermore, the silver grains which form the track and also the
silver-halide microcrystals must be sufficiently small to enable a high spa-
tial resolution. The requirements of high sensitivity and low grain size
are in conflict and, therefore, demand a compromise. In most nuclear
emulsions the silver grains have a size of 0.1pum to 0.2um and so
are much smaller than in commercial films (1-10 um). The mass frac-
tion of the silver halide (mostly AgBr) in the emulsion amounts to
approximately 80%.

A typical thickness of emulsions is 20 to 1000 microns with sizes up
to 50cm x 50 cm. In the developing, fixing, washing and drying process
extreme care must be taken not to lose the intrinsically high space res-
olution. In particular, a possible shrinking of the emulsion must be well
understood.

Because of the high density of the emulsion (p = 3.8g/cm?) and the
related short radiation length (X = 2.9 cm), stacks of nuclear emulsions
are perfectly suited to detect electromagnetic cascades. On the other hand,
hadron cascades hardly develop in such stacks because of the much larger
nuclear interaction length (A\; = 35cm).

The efficiency of emulsions for single or multiple particle passages is
close to 100%. Emulsions are permanently sensitive but they cannot be
triggered. They have been, and still are, in use in many cosmic-ray exper-
iments [51]. They are, however, also suited for accelerator experiments
as vertex detectors with high spatial resolution (o, &~ 2pm) for the
investigation of decays of short-lived particles.

The high resolution of complex events with large multiplicities is clearly
shown in the interaction of a 228.5 GeV uranium nucleus in a nuclear
emulsion (Fig. 6.13) [54].

Figure 6.14 shows the ionisation profile of an iron nucleus and a heavy
nucleus (Z ~ 90) in a nuclear emulsion [55].
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Fig. 6.13. Interaction of an uranium nucleus of energy 228.5 GeV in a nuclear
emulsion [54].

Fig. 6.14. Ionisation profile of an iron nucleus and a heavy nucleus (Z ~ 90) in
a nuclear emulsion [55].

Occasionally, nuclear emulsions are used in accelerator experiments
where extremely high spatial resolution is needed for rare events, like
in the search for the tau neutrino (see Chap. 10 on ‘Neutrino detectors’).

Among others, the emulsion technique has contributed significantly in
past decades to the fields of cosmic-ray physics, high-energy heavy-ion
collisions, hypernuclear physics, neutrino oscillations, and to the study of
charm and bottom particles [56].

6.7 Silver-halide crystals

The disadvantage of nuclear emulsions is that the sensitive volume of
the detector is usually very small. The production of large-area AgCl
crystals has been made possible several years ago. This has allowed the
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construction of another passive detector similar to emulsions. Charged
particles produce Ag™ ions and electrons along their track in a AgCl crys-
tal. The mobility of Ag™ ions in the lattice is very limited. They usually
occupy positions between regular lattice atoms thereby forming a lattice
defect. Free electrons from the conduction band reduce the Ag™ ions to
metallic silver. These Ag atoms attach further Ag™ ions: the formation of
silver clusters starts. To stabilise these silver clusters the crystal must be
illuminated during or shortly after the passage of the particle providing
the free electrons required for the reduction of the Ag™ ions (storage or
conservation of particle tracks). This is frequently done by using light with
a wavelength of around 600 nm [57]. If this illumination is not done during
data taking, the tracks will fade away. In principle, this illumination can
also be triggered by an external signal which would allow the separation
of interesting events from background. To this extent, the event recording
in an AgCl crystal — in contrast to nuclear emulsions or plastic detectors —
can be triggered.

Even in the unirradiated state there are a certain number of Ag ions
occupying places between the regular lattice positions. A small admixture
of cadmium chloride serves to reduce this unwanted silver concentration.
This minimises the formation of background silver nuclei on lattice defects,
thereby decreasing the ‘noise’ in AgCl crystals.

To allow the Ag clusters to grow to microscopically visible size, the AgCl
crystal is irradiated by short-wavelength light during the development
process. This provides further free electrons in the conduction band which
in turn will help to reduce the Ag™ ions as they attach themselves to the
already existing clusters.

This process of track amplification (decoration) produces a stable track
which can then be evaluated under a microscope.

Silver-chloride detectors show — just like plastic detectors — a certain
threshold effect. The energy loss of relativistic protons is too small to
produce tracks which can be developed in the crystal. The AgCl detector,
however, is well suited to measure tracks of heavy nuclei (Z > 3).

The tedious evaluation of nuclear tracks under a microscope can be
replaced by automatic pattern-recognition methods similar to those which
are in use for nuclear emulsions and plastic detectors [58—60]. The spatial
resolution which can be achieved in AgCl crystals is comparable to that
of nuclear emulsions.

6.8 X-ray films

Emulsion chambers, i.e. stacks of nuclear emulsions when used in cosmic-
ray experiments, are frequently equipped with additional large-area X-ray
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films [61-63]. The main differences of the X-ray films from nuclear
emulsions are the low grain size from 50 nm to 200 nm (0.05-0.2 microns)
at a thickness of 7-20 microns [64]. These industrial X-ray films allow
the detection of high-energy electromagnetic cascades (see Chap. 8 on
‘Calorimetry’) and the determination of the energy of electrons or pho-
tons initiating these cascades by photometric methods. This is done by
constructing a stack of X-ray films alternating with thin lead sheets. The
longitudinal and lateral development of electromagnetic cascades can be
inferred from the structure of the darkness in the X-ray films.

X-ray films employed in cosmic-ray experiments are mainly used for
the detection of photons and electrons in the TeV range. Hadronic cas-
cades are harder to detect in stacks with X-ray films. They can, however,
be recorded via the 7" fraction in the hadron shower (7° — ~7). This
is related to the fact that photons and electrons initiate narrowly colli-
mated cascades producing dark spots on the X-ray film, whereas hadronic
cascades, because of the relatively large transverse momenta of secondary
particles, spread out over a larger area on the film thus not exceeding the
threshold required for a blackening of the film.

Saturation effects in the region of the maximum of shower development
(central blackening) cause the relation between the deposited energy E
and the photometrically measured blackening D not to be linear [64]. For
typical X-ray films which are used in the TeV range one gets

D o E%% (6.4)

The radial distribution of the blackening allows the determination of the
point of particle passage with relatively high precision.

6.9 Thermoluminescence detectors

Thermoluminescence detectors are used in the field of radiation protection
[65—67] and also in cosmic-ray experiments.

Particle detection in thermoluminescence detectors is based on the fact
that in certain crystals ionising radiation causes electrons to be transferred
from the valence band to the conduction band where they may occupy sta-
ble energy states [68]. In the field of radiation protection, media, which
retain the dose information, such as manganese- or titanium-activated
calcium-fluoride (CaF3) or lithium-fluoride (LiF) crystals, are used. The
stored energy caused by irradiating the crystal is proportional to the
absorbed dose. Heating the thermoluminescence dosimeter to a temper-
ature between 200 °C and 400 °C can liberate this energy by emission of
photons. The number of produced photons is proportional to the absorbed
energy dose.
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In cosmic-ray experiments thermoluminescence films (similar to X-ray
films) are used for the measurement of high-energy electromagnetic cas-
cades. A thermoluminescence detector is made by coating a glass or metal
surface with a layer of thermoluminescent powder. The smaller the grain
size of microcrystals on the film the better the spatial resolution that can
be reached. The ionising particles in the electron cascade produce sta-
ble thermoluminescence centres. The determination of where the energy
is deposited on the film can be achieved by scanning the film with an
infrared laser. During the process of scanning the intensity of emitted
photons must be measured with a photomultiplier. If the spatial resolu-
tion is not limited by the radial extension of the laser spot, resolutions on
the order of a few micrometres can be obtained [69].

Apart from doped calcium-fluoride or lithium-fluoride crystals and stor-
age phosphors, which are commonly used in the field of radiation protec-
tion, cosmic-ray experiments utilise mainly BaSO4, Mg,SiO4 and CaSOy4
as thermoluminescent agents. While thermoluminescence dosimeters mea-
sure the integrated absorbed energy dose, in cosmic-ray experiments the
measurement of individual events is necessary.

In such experiments thermoluminescence films are stacked similar to
X-ray films or emulsions alternatingly with lead-absorber sheets. The
hadrons, photons or electrons to be detected initiate hadronic or electro-
magnetic cascades in the thermoluminescence calorimeter. Neutral pions
produced in hadronic cascades decay relatively quickly (in ~ 10716 s) into
two photons thereby initiating electromagnetic subcascades.

In contrast to hadronic cascades with a relatively large lateral width, the
energy in electromagnetic cascades is deposited in a relatively small region
thereby enabling a recording of these showers. That is why electromag-
netic cascades are directly measured in such a detector type while hadronic
cascades are detected only via their 7° content. Thermoluminescence
detectors exhibit an energy threshold for the detection of particles. This
threshold is approximately 1TeV per event in europium-doped BaSOy,
films [69].

6.10 Radiophotoluminescence detectors

Silver-activated phosphate glass, after having been exposed to ionising
radiation, emits fluorescence radiation in a certain frequency range if
irradiated by ultraviolet light. The intensity of the fluorescence radia-
tion is a measure for the energy deposition by the ionising radiation.
The Ag™ ions produced by ionising particles in the glass represent sta-
ble photoluminescence centres. Reading out the energy deposition with
ultraviolet light does not erase the information of the energy loss in the
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detector [68]. Yokota glass is mostly used in these phosphate-glass detec-
tors. It consists of 45% AIPOg, 45% LiPO3, 7.3% AgPO3 and 2.7% B503
and has a typical density of 2.6 g/cm? for a silver mass fraction of 3.7%.
Such phosphate-glass detectors are mainly used in the field of radiation
protection for dosimetric measurements.

By scanning a two-dimensional radiophotoluminescence sheet with a
UV laser, it is possible to determine the spatial dependence of the energy
deposit by measuring the position-dependent fluorescence light yield. If
individual events are recorded, a threshold energy on the order of 1 TeV is
required just as in thermoluminescence detectors. The spatial resolution
that can be obtained is limited also in this case by the resolution of the
scanning system.

6.11 Plastic detectors

Particles of high electric charge destroy the local structure in a solid
along their tracks. This local destruction can be intensified by etching and
thereby made visible. Solids such as inorganic crystals, glasses, plastics,
minerals or even metals can be used for this purpose [70-74]. The damaged
parts of the material react with the etching agent more intensively than
the undamaged material and characteristic etch cones will be formed.

If the etching process is not interrupted, the etch cones starting from
the surface of the plastic will merge and form a hole at the point of the
particle track. The etching procedure will also remove some part of the
surface material.

Figure 6.15 [75] shows a microphotograph of tracks made in a CR-39
plastic nuclear-track detector exposed on board the Mir Space Station dur-
ing a NASA mission. The width of the track at the centre is approximately
15um [75].

For inclined incidence the etch cones exhibit an elliptical form.

Fig. 6.15. Microphotograph of cosmic-ray tracks in a plastic nuclear-track
detector. Typical track widths are on the order of 10 um [75].
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The determination of the energy of heavy ions is frequently done in
stacks containing a large number of foils. The radiation damage of the
material — just as the energy loss of charged particles — is proportional to
the square of their charge, and depends also on the velocity of the particles.

Plastic detectors show a threshold effect: the minimum radiation dam-
age caused by protons and « particles is frequently insufficient to produce
etchable tracks. The detection and measurement of heavy ions, e.g. in pri-
mary cosmic rays (Z > 3), will consequently not be disturbed by a high
background of protons and « particles. The size of the etch cones (for
a fixed etching time) is a measure of the energy loss of the particles. It
allows, therefore, if the velocity of the particles is known, a determination
of the charge of the nuclei. A stack of plastic detectors, flown in a balloon
in a residual atmosphere of several grams per square centimetre, thus per-
mits a determination of the elemental abundance in primary cosmic rays.

Plastic detectors are also utilised in the search for magnetic monopoles
which, according to theory, should cause strong ionisation. Such exper-
iments can also be performed on proton storage rings because the high
background of singly charged particles does not impair the search for
monopoles due to the threshold behaviour of the plastic material.

In a similar way to plastic detectors, minerals also conserve a local radi-
ation damage over a long period of time. This leads to the possibility of
dating uranium-containing minerals by counting the number of sponta-
neous fission events. If the minerals are time calibrated in this way, the
number of tracks initiated by cosmic radiation in these minerals indicates
that the intensity of cosmic rays has not varied significantly (< 10%) over
the past 10° years [76, 77].

The evaluation of plastic detectors under the microscope is very tire-
some. The information on particle tracks in a plastic sheet can, however,
also be digitised by means of a CCD camera looking through a micro-
scope onto the foil. The digitised event is subsequently processed with a
programme for automatic pattern reconstruction [74].

A nuclear detector with super-high spatial resolution is provided, for
example, by a small chip of MoSs. High-energy nuclei penetrating the
MoS, sample produce craters on its surface due to local radiation damage.
Analysing these craters by scanning tunnelling microscopy allows spatial
resolutions on the order of 10 A and two-track resolutions of 30-50 A [78].

6.12 Problems

6.1 The saturation vapour pressure p, over a spherical surface of radius
r is larger compared to the corresponding pressure p., over a pla-
nar surface. To achieve good quality tracks in a cloud chamber one
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has to aim for p,/ps = 1.001. What kind of droplet size results
from this condition in a cloud chamber with air and water vapour
(air and alcohol vapour)?

The surface tension for water (alcohol) is 72.8dyn/cm
(22.3dyn/cm).

6.2 In a discharge chamber the gas multiplication is characterised by
the first Townsend coefficient « which describes the increase of the
electron number dn/dz per primary electron over the distance dz.

dn = andx .

On the other hand, some of the electrons can be attached to elec-
tronegative gases in the chamber (attachment coefficient [3).

Work out the number of electrons and negative ions on a multi-
plication distance d and the total charge increase (n. + nion)/n0,
where ng is the primary ionisation (ng = 100/cm,a = 20/cm, 5 =
2/cm,d = 1cm).

6.3 In a nuclear emulsion (Xy = 5cm) of 500 um thickness an average
projected scattering angle for electrons is found to be /(0?) = 5°.
Work out the electron momentum.
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7
Track detectors

Some scientists find, or so it seems, that they get their best ideas when

smoking; others by drinking coffee or whiskey. Thus there is no reason

why I should not admit that some may get their ideas by observing or
by repeating observations.

Karl R. Popper

The measurement of particle trajectories is a very important issue for any
experiment in high energy physics. This provides information about the
interaction point, the decay path of unstable particles, angular distribu-
tions and, when the particle travels in a magnetic field, its momentum.
Track detectors, used intensively in particle physics up to the early
seventies, have been described in Chap. 6.

A new epoch was opened by the invention of the multiwire proportional
chamber [1, 2]. Now gaseous wire chambers and micropattern detectors
almost play a dominant role in the class of track detectors.

The fast progress of semiconductor detectors has resulted in a growth
of the number of high energy physics experiments using tracking systems
based on semiconductor microstrip or pixel detectors, especially in areas
where extremely high spatial accuracy is required.

7.1 Multiwire proportional chambers

A multiwire proportional chamber (MWPC) [1-4] is essentially a planar
layer of proportional counters without separating walls (Fig. 7.1). The
shape of the electric field is somewhat modified compared to the pure
cylindrical arrangement in proportional counters (Fig. 7.2) [5, 6].
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Fig. 7.1. Schematic layout of the construction of a multiwire proportional
chamber.

Fig. 7.2. Field and equipotential lines in a multiwire proportional chamber. The
effect of a minor displacement of one anode wire on the field quality is clearly
visible [5, 6].

When the coordinates of the wires are y = 0,x = 0,+d, £2d,... the
potential distribution is approximated by an analytical form [6]:

B CV (2nL o T L2 TY
U(x,y)—47reo{ pi In [4 (sm pi + sinh dﬂ} ) (7.1)

where L and d are defined in Fig. 7.1, V' is the anode voltage, €9 the
permittivity of free space (g9 = 8.854-107'2 F/m), and C the capacitance
per unit length given by the formula

41 €0

C= (7.2)

2(F )

where 7; is the anode-wire radius.

https://doi.org/10.1017/9781009401531 Published online by Cambridge University Press


https://doi.org/10.1017/9781009401531

188 7 Track detectors

Awvalanche formation in a multiwire proportional chamber proceeds
exactly in the same way as in proportional counters. Since for each anode
wire the bulk charge is produced in its immediate vicinity, the signal orig-
inates predominantly from positive ions slowly drifting in the direction of
the cathode, see Eq. (5.41) and Fig. 5.8. If the anode signal is read out
with a high-time-resolution oscilloscope or with a fast analogue-to-digital
converter (flash ADC), the ionisation structure of the particle track can
also be resolved in the multiwire proportional chamber.

The time development of the avalanche formation in a multiwire propor-
tional chamber can be detailed as follows (Fig. 7.3). A primary electron
drifts towards the anode (a), the electron is accelerated in the strong
electric field in the vicinity of the wire in such a way that it can gain
a sufficient amount of energy on its path between two collisions so that
it can ionise further gas atoms. At this moment the avalanche formation
starts (b). Electrons and positive ions are created in the ionisation pro-
cesses essentially in the same place. The multiplication of charge carriers
comes to an end when the space charge of positive ions reduces the exter-
nal electric field below a critical value. After the production of charge
carriers, the electron and ion clouds drift apart (c). The electron cloud
drifts in the direction of the wire and broadens slightly due to lateral dif-
fusion. Depending on the direction of incidence of the primary electron,
a slightly asymmetric density distribution of secondary electrons around
the wire will be formed. This asymmetry is even more pronounced in
streamer tubes. In this case, because of the use of thick anode wires and
also because of the strong absorption of photons, the avalanche formation
is completely restricted to the side of the anode wire where the electron
was incident (see also Figs. 5.7 and 5.13) (d). In a last step the ion cloud
recedes radially and slowly drifts to the cathode (e).

In most cases gold-plated tungsten wires with diameters between 10 um
and 30 um are used as anodes. A typical anode-wire distance is 2mm. The
distance between the anode wire and the cathode is on the order of 10 mm.
The individual anode wires act as independent detectors. The cathodes
can be made from metal foils or also as layers of stretched wires.

a b c d e

Fig. 7.3. Temporal and spatial development of an electron avalanche.
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As counting gases all gases and gas mixtures, which also are stan-
dard for the operation of proportional counters, namely, noble gases like
Ar, Xe with admixtures of CO5, CHy, isobutane, and other hydrocar-
bons can be used [7-9]. Typical gas amplifications of 10° are achieved
in multiwire proportional chambers. To obtain fast signals, gases with
high electron mobility are used. For example, in the work of [10] a time
resolution of 4.1ns was achieved with a proportional chamber using a
CF4 + 10% i—C4H10 ﬁlhng

In most chambers the possibility to process the analogue information
on the wires is not taken advantage of. Instead, only thresholds for the
incoming signals are set. In this mode of operation the multiwire propor-
tional chamber is only used as a track detector. For an anode-wire distance
of d = 2mm the root-mean-square deviation of the spatial resolution is
given by, see Eq. (2.6),

d

V12

The fundamental reason that limits a reduction of the wire spacing d
is the electrostatic repulsion between long anode wires. This effect should
be taken into account for MWPC construction. The central wire position
is stable only if the wire tension T satisfies the relation

V< %MM&OT , (7.4)

where V' is the anode voltage, d the wire spacing, [ the wire length and
C' the capacitance per unit length of the detector [11, 12], Formula (7.2)
(see Fig. 7.1). Using this equation, the required wire tension for stable
wires can be calculated taking into account Eq. (7.2),

TZ(V-Z-C>2 1 (7.5)

o(x) = =577um . (7.3)

d " dreg

>(V-l)2.45 1
“\d ) T2 wp)

For a wire length [ = 1m, an anode voltage V = 5kV, an anode-cathode
distance of L = 10 mm, an anode-wire spacing of d = 2 mm and an anode-
wire diameter of 2r; = 30 pm, Eq. (7.6) yields a minimum mechanical wire
tension of 0.49 N corresponding to a stretching of the wire with a mass of
about 50 g.

Longer wires must be stretched with larger forces or, if they cannot
withstand higher tensions, they must be supported at fixed distances.
This will, however, lead to locally inefficient zones.

2

(7.6)
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For a reliable operation of MWPCs it is also important that the wires
do not sag too much gravitationally due to their own mass [13]. A sag of
the anode wire would reduce the distance from anode to cathode, thereby
reducing the homogeneity of the electric field.

A horizontally aligned wire of length [ stretched with a tension 1" would
exhibit a sag due to the pull of gravity of [14] (see also Problem 7.5)
7r? 2 mig

=5 0975= 35 (7.7)

(m,l, o,r; — mass, length, density and radius of the unsupported wire, g —
acceleration due to gravity, and 7" — wire tension [in NJ).

Taking our example from above, a gold-plated tungsten wire (r; =
15 um; ow = 19.3g/ cm?’) would develop a sag in the middle of the wire of

f=34um , (7.8)

which would be acceptable if the anode—cathode distance is on the order
of 10 mm.

Multiwire proportional chambers provide a relatively poor spatial res-
olution which is on the order of ~ 600um. They also give only the
coordinate perpendicular to the wires and not along the wires. An
improvement in the performance can be obtained by a segmentation of
the cathode and a measurement of the induced signals on the cathode
segments. The cathode, for example, can be constructed of parallel strips,
rectangular pads (‘mosaic counter’) or of a layer of wires (Fig. 7.4).

In addition to the anode signals, the induced signals on the cathode
strips are now also recorded. The coordinate along the wire is given by
the centre of gravity of the charges, which is derived from the signals
induced on the cathode strips. Depending on the subdivision of the cath-
ode, spatial resolutions along the wires of ~ 50 um can be achieved, using

cathode strips

point of [
particle AN
passage | = VAN
[ - N
[ = N—
[ = ~—
v 1 X
anode wires anode signals cathode signals

Fig. 7.4. Tlustration of the cathode readout in a multiwire proportional
chamber.
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Fig. 7.5. Tllustration of the resolution of ambiguities for two-particle detection
in a multiwire proportional chamber.

this procedure. In case of multiple tracks also the second cathode must
be segmented to exclude ambiguities.

Figure 7.5 sketches the passage of two particles through a multiwire pro-
portional chamber. If only one cathode were segmented, the information
from the anode wires and cathode strips would allow the reconstruction
of four possible track coordinates, two of which, however, would be ‘ghost
coordinates’. They can be excluded with the help of signals from a second
segmented cathode plane. A larger number of simultaneous particle tracks
can be successfully reconstructed if cathode pads instead of cathode strips
are used. Naturally, this results also in an increased number of electronic
channels.

Further progress in the position resolution of MWPCs as well as in
the rate capability has been achieved with the development of gaseous
micropattern chambers. These detectors are discussed in Sect. 7.4.

7.2 Planar drift chambers

The principle of a drift chamber is illustrated by Fig. 7.6. The time At
between the moment of the particle passage through the chamber and the
arrival time of the charge cloud at the anode wire depends on the point
of passage of the particle through the chamber. If v~ is the constant drift
velocity of the electrons, the following linear relation holds:

x=v" -At (7.9)
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Fig. 7.6. Working principle of a drift chamber.

or, if the drift velocity varies along the drift path,

= /v_(t) at . (7.10)

In order to produce a suitable drift field, potential wires are introduced
between neighbouring anode wires.

The measurement of the drift time allows the number of anode wires in
a drift chamber to be reduced considerably in comparison to an MWPC
or, by using small anode-wire spacings, to improve significantly the spatial
resolution. Normally, both advantages can be achieved at the same time
[15]. Taking a drift velocity of v~ = 5cm/us and a time resolution of the
electronics of o; = 1ns, spatial resolutions of o, = v~y = 50um can
be achieved. However, the spatial resolution has contributions not only
from the time resolution of the electronics, but also from the diffusion
of the drifting electrons and the fluctuations of the statistics of primary
ionisation processes. The latter are most important in the vicinity of the
anode wire (Fig. 7.7 [5, 16]).

For a particle trajectory perpendicular to the chamber, the statistical
production of electron—ion pairs along the particle track becomes impor-
tant. The electron—ion pair closest to the anode wire is not necessarily
produced on the connecting line between anode and potential wire. Spatial
fluctuations of charge-carrier production result in large drift-path differ-
ences for particle trajectories close to the anode wire while they have only
a minor effect for distant particle tracks (Fig. 7.8).

Naturally, the time measurement cannot discriminate between particles
having passed the anode wire on the right- or on the left-hand side. A
double layer of drift cells where the layers are staggered by half a cell
width can resolve this left-right ambiguity (Fig. 7.9).

Drift chambers can be made very large [17-19]. For larger drift volumes
the potential between the anode-wire position and the negative potential
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Fig. 7.7. Spatial resolution in a drift chamber as a function of the drift path
[5, 16].

Fig. 7.8. Tlustration of different drift paths for ‘near’ and ‘distant’ parti-
cle tracks to explain the dependence of the spatial resolution on the primary
ionisation statistics.

on the chamber ends is divided linearly by using cathode strips connected
to a chain of resistors (Fig. 7.10).

The maximum achievable spatial resolution for large-area drift cham-
bers is limited primarily by mechanical tolerances. For large chambers
typical values of 200 um are obtained. In small chambers (10 x 10 cm?)
spatial resolutions of 20 um have been achieved. In the latter case the time
resolution of the electronics and the diffusion of electrons on their way to
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Fig. 7.9. Resolution of the left-right ambiguity in a drift chamber.

Fig. 7.10. Illustration of the field formation in a large-area drift chamber.

the anode are the main limiting factors. The determination of the coor-
dinate along the wires can again be performed with the help of cathode
pads.

The relation between the drift time ¢ and the drift distance in a large-
area (80 x 80 cm?) drift chamber with only one anode wire is shown in
Fig. 7.11 [19]. The chamber was operated with a gas mixture of 93% argon
and 7% isobutane.

Field formation in large-area drift chambers can also be achieved by
the attachment of positive ions on insulating chamber surfaces. In these
chambers an insulating foil is mounted on the large-area cathode facing
the drift space (Fig. 7.12). In the time shortly after the positive high
voltage on the anode wire has been switched on, the field quality is insuf-
ficient to expect a reasonable electron drift with good spatial resolution
over the whole chamber volume (Fig. 7.13a). Positive ions which have
been produced by the penetrating particle now start to drift along the
field lines to the electrodes. The electrons will be drained by the anode
wire, but the positive ions will get stuck on the inner side of the insulator
on the cathode thereby forcing the field lines out of this region. After a
certain while (‘charging-up time’) no field lines will end on the covers of
the chamber and an ideal drift-field configuration will have been formed
(Fig. 7.13b, [20, 21]). If the chamber walls are not completely insulating,
i.e., their volume or surface resistance is finite, some field lines will still
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Fig. 7.11.  Drift-time-space relation in a large drift chamber (80 x 80 cm?) with
only one anode wire [19].

large-area cathode

+HV
cathode | (anode) [Ncathode

N\
insulator

Fig. 7.12. Principle of construction of an electrodeless drift chamber.

(a)

(b)

(©)

Fig. 7.13. Field formation in an electrodeless drift chamber by ion attachment
[20, 21].

end on the chamber covers (Fig. 7.13c). Although, in this case, no ideal
field quality is achieved, an overcharging of the cathodes is avoided since
the chamber walls have a certain conductivity or transparency to allow
for a removal of surplus surface charges.
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Initial difficulties with long charging times (= 1h) and problems of
overcharging of the insulators at high rates can be overcome by a suitable
choice of dielectrics on the cathodes [22]. Based on this principle chambers
of very different geometry (rectangular chambers, cylindrical chambers,
drift tubes, etc.) even with long drift paths (> 1 m) have been constructed
[23—-26].

The principle of electron drift in drift chambers can be used in many
different ways. The introduction of a grid into a drift chamber enables the
separation of the drift volume proper from the gas amplification region.
The choice of suitable gases and voltages allows very low drift velocities
in the drift volume so that the ionisation structure of a track of a charged
particle can be electronically resolved without large expense (principle
of a time expansion chamber) [27, 28]. The use of very small anode-wire
distances also allows high counting rates per unit area because the rate
per wire in this case stays within reasonable limits.

The induction drift chamber [29-31] also allows high spatial resolutions
by using anode and potential wires with small relative distances. The for-
mation of an electron avalanche on the anode will induce charge signals on
neighbouring pickup electrodes which allow at the same time the deter-
mination of the angle of incidence of a particle and the resolution of the
right-left ambiguity. Because of the small anode spacing the induction
drift chamber is also an excellent candidate for high-rate experiments, for
example, for the investigation of electron—proton interactions in a storage
ring at high repetition frequencies (e.g. in HERA, the hadron—electron
storage ring at the German electron synchrotron DESY). Particle rates
up to 10°mm~2s~! can be processed.

The finite drift time can also be taken advantage of to decide whether
or not an event in a detector is of interest. This, for example, can
be realised in the multistep avalanche chamber. Figure 7.14 shows the

Fig. 7.14. Principle of operation of a multistep avalanche chamber [32].
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principle of operation [32]. The detector consists of two multiwire propor-
tional chambers (MWPC 1 and 2), whose gas amplifications are arranged
to be relatively small (=~ 103). All particles penetrating the detector will
produce relatively weak signals in both proportional chambers. Electrons
from the avalanche in MWPC 1 can be transferred with a certain proba-
bility into the drift region situated between the two chambers. Depending
on the width of the drift space these electrons require several hundred
nanoseconds to arrive at the second multiwire proportional chamber. The
end of the drift space is formed by a wire grid which is only opened by a
voltage signal if some external logic signals an interesting event. In this
case the drifting electrons are again multiplied by a gas amplification
factor 10% so that a gas amplification of 10% - £ in MWPC 2 is obtained,
where ¢ is the mean transfer probability of an electron produced in cham-
ber 1 into the drift space. If € is sufficiently large (e.g. >0.1), the signal in
chamber 2 will be large enough to trigger the conventional readout elec-
tronics of this chamber. These ‘gas delays’, however, are nowadays mainly
realised by purely electronic delay circuits.

Experiments at electron—positron storage rings and at future proton—
proton colliders require large-area chambers for muon detection. There are
many candidates for muon chambers, such as layers of streamer tubes. For
the accurate reconstruction of decay products of the searched-for Higgs
particles, for example, excellent spatial resolutions over very large areas
are mandatory. These conditions can be met with modular drift chambers
(33, 34].

7.3 Cylindrical wire chambers

For storage-ring experiments cylindrical detectors have been developed
which fulfill the requirement of a maximum solid-angle coverage, i.e.
hermeticity. In the very first experiments cylindrical multigap spark
chambers (see Chap. 6) and multiwire proportional chambers were used,
however, at present drift chambers have been almost exclusively adopted
for the measurement of particle trajectories and the determination of the
specific ionisation of charged particles.

There are several types of such detectors: cylindrical drift chambers
whose wire layers form cylindrical surfaces; jet chambers, where the drift
spaces are segmented in azimuthal direction; and time-projection cham-
bers, which are in the sensitive volume free of any material (apart from
the counting gas), and where the information on particle trajectories is
drifted to circular end-plate detectors.

Cylindrical drift chambers operated in a magnetic field allow the deter-
mination of the momenta of charged particles. The transverse momentum
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p of charged particles is calculated from the axial magnetic field and the
bending radius of the track, p, to be (see Chap. 11)

p|GeV/c| =0.3 B[T]:p[m] . (7.11)

7.3.1 Cylindrical proportional and drift chambers

Figure 7.15 shows the principle of construction of a cylindrical drift cham-
ber. All wires are stretched in an axial direction (in the z direction, the
direction of the magnetic field). For cylindrical drift chambers a poten-
tial wire is stretched between two anode wires. Two neighbouring readout
layers are separated by a cylindrical layer of potential wires. In the most
simple configuration the individual drift cells are trapezoidal where the
boundaries are formed by eight potential wires. Figure 7.15 shows a pro-
jection in the r¢ plane, where r is the distance from the centre of the
chamber and ¢ is the azimuthal angle. Apart from this trapezoidal drift
cell other drift-cell geometries are also in use [35].

In the so-called open trapezoidal cells every second potential wire on
the potential-wire planes is left out (Fig. 7.16).

The field quality can be improved by using closed cells (Fig. 7.17) at
the expense of a larger number of wires. The compromise between the
aforementioned drift-cell configurations is a hexagonal structure of the
cells (Fig. 7.18). In all these configurations the potential wires are of
larger diameter (@ ~ 100 um) compared to the anode wires (& &~ 30 um).

/ anode wire
/ potential wire

Fig. 7.15. Schematic layout of a cylindrical drift chamber. The figure shows a
view of the chamber along the wires.
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@) potential wire

anode wire

Fig. 7.16. (a) Illustration of an open drift-cell geometry. (b) Field lines in an
open drift cell [36].

(a) potential wire

anode wire

Fig. 7.17. (a) Nlustration of a closed drift-cell geometry. (b) Field lines in a
closed drift cell [36].
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(@) potential wire
anode wire

Fig. 7.18. (a) Hexagonal drift-cell geometry. (b) Field lines in a hexagonal drift
cell [36].

All wires are stretched between two end plates which must take the
whole wire tension. For large cylindrical wire chambers with several thou-
sand anode and potential wires this tension can amount to several tons.

The configurations described so far do not allow a determination of the
coordinate along the wire. Since it is impossible to segment the cathode
wires in these configurations, other methods to determine the coordinate
along the wire have been developed. One way of determining the z coor-
dinate is the charge-division method that requires to measure the signals
arriving at both ends of the anode wire. Since the wire has a certain
resistivity (typically 5-10€2/cm), the charges received at the ends depend
on the position of the avalanche. Then the ratio (¢1 — ¢2)/(¢1 + ¢2) (1
and g9 are the corresponding charges) determines the point of particle
intersection [37, 38]. Equally well, the propagation times of signals on the
anode wires can be measured at both ends. The charge-division technique
allows accuracies on the order of 1% of the wire length. This precision
can also be obtained with fast electronics applied to the propagation-time
technique.

Another method for measuring the position of the avalanche along
the sense wire uses spiral-wire delay lines, of diameter smaller than
2mm, stretched parallel to the sense wire [39]. This technique, which
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is mechanically somewhat complicated for large detector systems, allows
accuracies on the order of 0.1% along the wires. If the delay line is placed
between two closely spaced wires, it also resolves the left—right ambi-
guity. More sophisticated delay-line readouts allow even higher spatial
resolutions [40, 41].

However, there is also a fourth possibility by which one can deter-
mine the z coordinate along the wire. In this case, some anode wires
are stretched not exactly parallel to the cylinder axis, but are tilted by a
small angle with respect to this axis (stereo wires). The spatial resolution
or,, measured perpendicular to the anode wires is then translated into a
resolution o, along the wire according to

g, = e (7.12)
sin -~y

if v is the ‘stereo angle’ (Fig. 7.19). For typical r¢ resolutions of 200 um z
resolutions on the order of o, = 3 mm are obtained, if the stereo angle is
v ~ 4°. In this case, the z resolution does not depend on the wire length.
The magnitude of the stereo angle is limited by the maximum allowed
transverse cell size. Cylindrical drift chambers with stereo wires are also
known as hyperbolic chambers, because the tilted stereo wires appear to
sag hyperbolically with respect to the axial anode wires.

In all these types of chambers, where the drift field is perpendicular to
the magnetic field, special attention must be paid to the Lorentz angle
(see Sect. 1.4).

Figure 7.20 shows the drift trajectories of electrons in an open
rectangular drift cell with and without an axial magnetic field [42, 43].

Fig. 7.19. Hlustration of the determination of the coordinate along the anode
wire by use of stereo wires.
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(a) (b)

Fig. 7.20. Drift trajectories of electrons in an open rectangular drift cell
(a) without and (b) with magnetic field [42, 43].

Figure 7.21 shows the ¢ projections of reconstructed particle tracks
from an electron—positron interaction (PLUTO) in a cylindrical multiwire
proportional chamber [44]. Figure 7.21a shows a clear two-jet structure
which originated from the process eTe™ — g (production of a quark—
antiquark pair). Part (b) of this figure exhibits a particularly interesting
event of an electron—positron annihilation from the aesthetic point of view.
The track reconstruction in this case was performed using only the fired
anode wires without making use of drift-time information (see Sect. 7.1).
The spatial resolutions obtained in this way, of course, cannot compete
with those that can be reached in drift chambers.

Cylindrical multiwire proportional chambers can also be constructed
from layers of so-called straw chambers (Fig. 7.22) [45-49]. Such straw-
tube chambers are frequently used as vertex detectors in storage-ring
experiments [50, 51]. These straw chambers are made from thin aluminised
mylar foils. The straw tubes have diameters of between 5 mm and 10 mm
and are frequently operated at overpressure. These detectors allow for
spatial resolutions of 30 um.

Due to the construction of these chambers the risk of broken wires is
minimised. In conventional cylindrical chambers a single broken wire can
disable large regions of a detector [52]. In contrast, in straw-tube chambers
only the straw with the broken wire is affected.

Because of their small size straw-tube chambers are candidates for high-
rate experiments [53]. Due to the short electron drift distance they can
also be operated in high magnetic fields without significant deterioration
of the spatial resolution [54].

Very compact configurations with high spatial resolution can also be
obtained with multiwire drift modules (Fig. 7.23) [51, 55, 56].

In the example shown, 70 drift cells are arranged in a hexagonal struc-
ture of 30 mm diameter only. Figure 7.24 shows the structure of electric
field and equipotential lines for an individual drift cell [55]. Figure 7.25
shows a single particle track through such a multiwire drift module [55].
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Fig. 7.21. Multitrack events of electron—positron interactions measured in the
PLUTO central detector [44].
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Fig. 7.22. Cylindrical configuration of thin-wall straw-tube chambers [45, 47].

Fig. 7.23. Schematic representation of a multiwire drift module. In this hexago-
nal structure each anode wire is surrounded by six potential wires. Seventy drift
cells are incorporated in one container of 30 mm diameter only, which is made
from carbon-fibre material [55].

Fig. 7.24. Calculated electric field and equipotential lines in one individual
hexagonal drift cell of the multiwire drift module [55].
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Fig. 7.25. Example of a single particle passage through a multiwire drift module.
The circles indicate the measured drift times of the fired anode wires. The particle
track is a tangent to all drift circles [55].

7.8.2 Jet drift chambers

Cylindrical drift chambers used now at collider experiments have up
to 50 layers of anode wires. These are often used for multiple dE/dx
measurements, e.g. to discriminate charged pions against kaons.

In jet drift chambers, especially suited for these tasks, an accurate mea-
surement of the energy loss by ionisation is performed by determining the
specific ionisation on as large a number of anode wires as possible. The
central detector of the JADE experiment [57, 58] at PETRA determined
the energy loss of charged particles on 48 wires, which are stretched par-
allel to the magnetic field. The cylindrical volume of the drift chamber is
subdivided into 24 radial segments. Figure 7.26 sketches the principle of
the arrangement of one of these sectors, which is itself again subdivided
into smaller drift regions of 16 anode wires each.

The field formation is made by potential strips at the boundaries
between two sectors. The electric field is perpendicular to the counting-
wire planes and also perpendicular to the direction of the magnetic field.
For this reason the electron drift follows the Lorentz angle which is deter-
mined from the electric and magnetic field strengths and the drift velocity.
For the solenoidal B field of 0.45T in JADE a Lorentz angle of o = 18.5°
is obtained. To reach a maximum accuracy for an individual energy-loss
measurement the chamber is operated under a pressure of 4atm. This
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particle track

field-shaping cathode strips
potential wires

anode wires

Fig. 7.26. Segment of a jet drift chamber (after [35, 57-59]). The field-forming
cathode strips are only shown on one side of the segment (for reasons of simplicity
and not to overload the figure the two inner rings 1 and 2 show only five and the
outer ring 3 only six anode wires).

overpressure also suppresses the influence of primary ion statistics on the
spatial resolution. However, it is important not to increase the pressure
to too high a value since the logarithmic rise of the energy loss, which
is the basis for particle separation, may be reduced by the onset of the
density effect.

The determination of the coordinate along the wire is done by using
the charge-division method.

The ry projection of trajectories of particles from an electron—positron
interaction in the JADE drift chamber is shown in Fig. 7.27 [57, 58]. The
48 coordinates along each track originating from the interaction vertex can
clearly be recognised. The left—right ambiguity in this chamber is resolved
by staggering the anode wires (see also Fig. 7.28). An even larger jet
drift chamber was mounted in the OPAL detector at the Large Electron—
Positron collider LEP at CERN [60].

The structure of the MARK II jet chamber (Fig. 7.28 [61, 62]) is very
similar to that of the JADE chamber. The ionisation produced by particle
tracks in this detector is collected on the anode wires. Potential wires
between the anodes and layers of field-forming wires produce the drift
field. The field quality at the ends of the drift cell is improved by additional
potential wires. The drift trajectories in this jet chamber in the presence
of the magnetic field are shown in Fig. 7.29 [61, 62].
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Fig. 7.27. The rp projection of interaction products from an electron—positron
collision (gluon production: e™ + e~ — ¢ + ¢ + g, producing three jets) in the
JADE central detector [57, 58]. The bent tracks correspond to charged particles
and the dotted tracks to neutral particles which are not affected by the magnetic
field (and are not registered in the chamber).
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Fig. 7.28. Drift-cell geometry of the MARK II jet drift chamber [61, 62].
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Fig. 7.29. Calculated drift trajectories in a jet-chamber drift cell in the presence
of a magnetic field [61, 62].

7.3.8  Time-projection chambers (TPCs)

The créme de la créme of track recording in cylindrical detectors (also
suited for other geometries) at the moment is realised with the time-
projection chamber [63]. Apart from the counting gas this detector
contains no other constructional elements and thereby represents the
optimum as far as minimising multiple scattering and photon conver-
sions are concerned [64]. A side view of the construction principle of a
time-projection chamber is shown in Fig. 7.30.

The chamber is divided into two halves by means of a central electrode.
A typical counting gas is a mixture of argon and methane (90:10).

The primary ionisation produced by charged particles drifts in the elec-
tric field — which is typically parallel to the magnetic field — in the direction
of the end plates of the chamber, which in most cases consist of multi-
wire proportional detectors. The magnetic field suppresses the diffusion
perpendicular to the field. This is achieved by the action of the magnetic
forces on the drifting electrons which, as a consequence, spiral around the
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Fig. 7.30. Working principle of a time-projection chamber (TPC) [63] for a
collider experiment. For simplicity the beam pipe is not shown.

Fig. 7.31. Principle of operation of a pad readout in an endcap multiwire pro-
portional chamber. The anode wires and some cathode pads are shown for one
sector.

direction of the magnetic field. For typical values of electric and magnetic
field strengths, Larmor radii below 1um are obtained. The arrival time
of primary electrons at the end plates supplies the z coordinate along the
cylinder axis. The layout of one end plate is sketched in Fig. 7.31.

The gas amplification of the primary ionisation takes place at the anode
wires, which are stretched in azimuthal direction. The radial coordinate
r can in principle be obtained from the fired wire (for short wires). To
obtain three-dimensional coordinates the cathodes of endcap-multiwire-
proportional-chamber segments are usually structured as pads. Therefore
the radial coordinate is also provided by reading the position of the fired
pad. In addition, the pads supply the coordinate along the anode wire
resulting in a determination of the azimuthal angle . Therefore, the
time-projection chamber allows the determination of the coordinates r,
@ and z, i.e. a three-dimensional space point, for each cluster of primary
electrons produced in the ionisation process.

The analogue signals on the anode wires provide information on the
specific energy loss and can consequently be used for particle identifica-
tion. Typical values of the magnetic field are around 1.5T, and around
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20kV /m for the electric field. Since in this construction electric and mag-
netic field are parallel, the Lorentz angle is zero and the electrons drift
parallel to E and B (there is no ‘E x B effect”).

A problem, however, is caused by the large number of positive ions
which are produced in the gas amplification process at the end plates
and which have to drift a long way back to the central electrode. The
strong space charge of the drifting positive ions causes the field quality
to deteriorate. This can be overcome by introducing an additional grid
(‘gate’) between the drift volume and the endcap multiwire proportional
chamber (Fig. 7.32).

The gate is normally closed. It is only opened for a short period of
time if an external trigger signals an interesting event. In the closed state
the gate prevents ions from drifting back into the drift volume. Thereby
the quality of the electric field in the sensitive detector volume remains
unchanged [35]. This means that the gate serves a dual purpose. On the
one hand, electrons from the drift volume can be prevented from entering
the gas amplification region of the endcap multiwire proportional chamber
if there is no trigger which would signal an interesting event. On the
other hand — for gas-amplified interesting events — the positive ions are
prevented from drifting back into the detector volume. Figure 7.33 shows
the operation principle of the gate in the ALEPH TPC [65].

Time-projection chambers can be made very large (diameter > 3m,
length > 5m). They contain a large number of analogue readout chan-
nels (number of anode wires ~ 5000 and cathode pads ~ 50 000). Several
hundred samples can be obtained per track, which ensure an excellent
determination of the radius of curvature and allow an accurate mea-
surement of the energy loss, which is essential for particle identification
[65-67]. The drawback of the time-projection chamber is the fact that high
particle rates cannot be handled, because the drift time of the electrons
in the detector volume amounts to 40 us (for a drift path of 2m) and the
readout of the analogue information also requires several microseconds.

Fig. 7.32.  Gating principle in a time-projection chamber.
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Fig. 7.33.  Working principle of the gate in the ALEPH TPC [65]. For an open
gate the ionisation electrons are not prevented from entering the gas amplifi-
cation region. The closed gate, however, confines the positive ions to the gas
amplification region. A closed gate also stops electrons in the drift volume from
entering the gas-amplification region. For an event of interest the gate is first
opened to allow the primary electrons to enter the gas amplification region and
then it is closed to prevent the positive ions produced in the avalanche process
from drifting back into the detector volume.

In large time-projection chambers typical spatial resolutions of o, =
Imm and 0., = 160um are obtained. In particular, the resolution of
the z coordinate requires an accurate knowledge of the drift velocity.
This, however, can be calibrated and monitored by UV-laser-generated
ionisation tracks.

Figure 7.34 shows the r¢ projection of an electron—positron annihilation
in the ALEPH time-projection chamber [65, 66].

Time-projection chambers can also be operated with liquid noble
gases. Such liquid-argon time-projection chambers represent an electronic
replacement for bubble chambers with the possibility of three-dimensional
event reconstruction. In addition, they can serve simultaneously as a
calorimetric detector (see Chap. 8), are permanently sensitive, and can
intrinsically supply a trigger signal by means of the scintillation light
produced in the liquid noble gas (see Sect. 5.4) [68-73]. The electronic
resolution of the bubble-chamber-like pictures is on the order of 100 um.
The operation of large liquid-argon TPCs, however, requires ultrapure
argon (contaminants < 0.1ppb (1ppb = 107?)) and high-performance
low-noise preamplifiers since no gas amplification occurs in the counting
medium. Multi-kiloton liquid-argon TPCs appear to be good candidates
to study rare phenomena in underground experiments ranging from the
search for nucleon decay to solar-neutrino observations [74, 75].
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Fig. 7.34. The r¢ projection of an electron—positron annihilation in the ALEPH
time-projection chamber [65, 66]. The end-plate detector is structured into two
rings which are made from six (inner ring) and twelve (outer ring) multiwire-
proportional-chamber segments.

Self-triggering time-projection chambers have also been operated suc-
cessfully with liquid xenon [76, 77].

7.4 Micropattern gaseous detectors

The construction of multiwire proportional chambers would be simplified
and their stability and flexibility would be greatly enhanced if anodes
were made in the form of strips or dots on insulating or semiconducting
surfaces instead of stretching anode wires in the counter volume. The rate
capability improves by more than one order of magnitude for these devices
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Fig. 7.35. Schematic arrangement of a microstrip gas detector.

[78, 79]. At present the class of micropattern gaseous detectors is already
rather wide and many new promising devices are under study [80-82].

These microstrip gaseous chambers (MSGCs) are miniaturised multi-
wire proportional chambers, in which the dimensions are reduced by about
a factor of 10 in comparison to conventional chambers (Fig. 7.35). The typ-
ical pitch is 100-200 pm and the gas gap varies between 2-10 mm. This has
been made possible because the electrode structures can be reduced with
the help of electron lithography. The wires are replaced by strips which are
evaporated onto a thin substrate. Cathode strips arranged between the
anode strips allow for an improved field quality and a fast removal of pos-
itive ions. The segmentation of the otherwise planar cathodes in the form
of strips or pixels [83, 84] also permits two-dimensional readout. Instead
of mounting the electrode structures on ceramic substrates, they can also
be arranged on thin plastic foils. In this way, even light, flexible detec-
tors can be constructed which exhibit a high spatial resolution. Possible
disadvantages lie in the electrostatic charging-up of the insulating plas-
tic structures which can lead to time-dependent amplification properties
because of the modified electric fields [85-90].

The gain of an MSGC can be up to 10*. The spatial resolution of
this device for point-like ionisation, measured with soft X rays, reaches
20-30 um rms. For minimum-ionising charged particles crossing the gap,
the resolution depends on the angle of incidence. It is dominated by
primary ionisation statistics [91].

The obvious advantages of these microstrip detectors — apart from their
excellent spatial resolution — are the low dead time (the positive ions
being produced in the avalanche will drift a very short distance to the
cathode strips in the vicinity of the anodes), the reduced radiation damage
(because of the smaller sensitive area per readout element) and the high-
rate capability.

Microstrip proportional chambers can also be operated in the drift mode
(see Sect. 7.2).

However, the MSGC appeared to be prone to ageing and discharge dam-
ages [92]. To avoid these problems many different designs of micropattern
detectors were suggested. Here we consider two of them, Micromegas [93]
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Fig. 7.36. The layout of the Micromegas detector [11, 95].

and GEM [94] detectors, widely used now by many groups. Both of them
demonstrate good performance.

The Micromegas design is shown in Fig. 7.36. Electrons released by
charged particles in the conversion gap of 2-5 mm width drift to the mul-
tiplication gap. This gap of 50-100 um width is bordered by a fine cathode
mesh and an anode readout strip or pad structure. A constant distance
between cathode and anode is kept with dielectric pillars with a pitch of
~ 1 mm.

A high electric field in the multiplication gap (30-80kV /cm) provides
a gain up to 10°. Since most of the ions produced in the avalanche
are collected by the nearby cathode, this device has excellent timing
properties [96] and a high-rate capability [97].

Another structure providing charge multiplication is the Gas Electron
Multiplier (GEM). This is a thin (=~ 50 um) insulating kapton foil coated
with a metal film on both sides. It contains chemically produced holes of
50-100 um in diameter with 100-200 um pitch. The metal films have dif-
ferent potential to allow gas multiplication in the holes. A GEM schematic
view and the electric field distribution is presented in Figs. 7.37 and 7.38.
A GEM-based detector contains a drift cathode separated from one or sev-
eral GEM layers and an anode readout structure as shown in Fig. 7.37.

drift space

? / readout board

particle

Fig. 7.37. Detailed layout of a GEM detector.
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Fig. 7.38. Electric field distribution in a GEM detector [11, 94].

The electrons are guided by the electric drift field to the GEM where they
experience a high electric field in the GEM channels thereby starting ava-
lanche formation in them. Most of these secondary electrons will drift to
the anode while the majority of ions is collected by the GEM electrodes.
One GEM only can provide a gain of up to several thousand which is suf-
ficient to detect minimum-ionising particles in the thin gaseous layer. By
using two or three GEM detectors on top of each other, one can obtain a
substantial total gain while a moderately low gain at each stage provides
better stability and a higher discharge threshold [95, 98, 99].

7.5 Semiconductor track detectors

Basically, the semiconductor track detector is a set of semiconductor
diodes described in Sect. 5.3. The main features of detectors of this family
are discussed in various reviews [100-102].

The electrodes of the solid-state track detectors are segmented in the
form of strips or pads. Figure 7.39 shows the operation principle of a
silicon microstrip detector with sequential cathode readout [103].

A minimum-ionising particle crossing the depletion gap produces on
average 90 electron—hole pairs per 1 um of its path. For a typical detector
of 300 um thickness this resulted in a total collected charge well above the
noise level of available electronics. The optimal pitch is determined by the
carrier diffusion and by the spread of § electrons which is typically 25 pm.
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Fig. 7.39. Schematic layout of the construction of a silicon microstrip detector.
Each readout strip is at negative potential. The strips are capacitively coupled
(not to scale, from [103]).

The charge distribution on the readout strips allows a spatial reso-
lution on the order of 10um or even better [104, 105]. To reduce the
number of electronics channels only every second or third strip may be
read out. Due to the large capacity between neighbouring strips, the so-
called floating strips contribute to the centre-of-gravity value. Such silicon
microstrip counters are frequently used in storage-ring experiments as ver-
tex detectors, in particular, to determine the lifetimes of unstable hadrons
in the picosecond range and to tag short-lived mesons in complicated final
states. This technique of using silicon microstrip detectors in the vicinity
of interaction points mimics the ability of high-resolution bubble chambers
or nuclear emulsions (see Chap. 6) but uses a purely electronic readout.
Because of the high spatial resolution of microstrip detectors, secondary
vertices can be reconstructed and separated from the primary interaction
relatively easily.

To measure the second coordinate, the n™ side can also be divided into
orthogonal strips. This encounters some technical difficulties which, how-
ever, can be overcome with a more complex structure [101, 102]. Readout
electronics for microstrip detectors includes specifically developed chips
bonded to the sensor plate. Each chip contains a set of preamplifiers and
a circuit which sends signals to a digitiser using multiplexing techniques.

If a silicon chip is subdivided in a matrix-like fashion into many pads
that are electronically shielded by potential wells with respect to one
another, the energy depositions produced by complex events which are
stored in the cathode pads can be read out pixel by pixel. The readout
time is rather long because of the sequential data processing. It supplies,
however, two-dimensional images in a plane perpendicular to the beam
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direction. For a pixel size of 20 x 20 um? spatial resolutions of 5 m can be
obtained. Because of the charge coupling of the pads, this type of silicon
detector is also called a charge-coupled device. Commercially available
CCD detectors with external dimensions of 1 x 1cm? have about 10°
pixels [35, 106-108]. Modern devices in commercial cameras have up to
10 megapixels.

However, CCD detectors have some limitations. The depletion area
is typically thin, 20—40um, which implies a rather small number of
electron—hole pairs per minimum-ionising particle and, hence, requiring
the necessity of CCD cooling to keep the dark current on an acceptable
low level. Another drawback of CCDs is their slow data readout, a frac-
tion of millisecond, that renders the use of this device at high-luminosity
colliders difficult.

To avoid these limitations one has to return to the design as shown in
Fig. 7.39 but with a segmentation of the p* side to pixels and connect-
ing each pixel to individual preamplifiers. This technology has also been
developed for the LHC experiments [109-111]. At present, the hybrid
pixel technology is rather well established. Such a detector consists of the
sensor and an integrated circuit board containing front-end electronics
(Fig. 7.40). The connection of these two elements is made with the help
of either solder (PbSn) or indium bump bonds.

Detectors of this type are being constructed now for LHC experiments
[110, 111] as well as for X-ray counting systems [112, 113]. For medical
imaging sensors with high-Z semiconductors, Cd(Zn)Te or GaAs, have
also been made [114].

A pixel size of ~ 50 x50 um? is about the limit for hybrid pixel detectors.
More promising is the technology of monolithic pixel detectors where both
sensor and front-end electronics are integrated onto one silicon crystal. At
present this technology is in the research and development stage [115, 116].
It is worth to mention that pixel detectors basically have a low capacity
per pixel. According to Eq. (5.69) this results in low electronics noise.

(L )

sensor

Fig. 7.40. An example of a hybrid pixel detector layout developed for the
ATLAS detector [109]. The sensor plate containing pixels of 50um x 400 um
is bonded to front-end (FE) chips via bump connection. The flex hybrid kapton
layer atop the sensor carries additional electrical components and the module
control chip (MCC).
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Fig. 7.41. Fabrication principle of a silicon drift chamber by sideward depletion
[100, 119].

depleted silicon

Silicon microstrip detectors can also operate as solid-state drift cham-
bers. A review of this type of detectors can be found in [100, 117-119].
The working principle of a silicon drift chamber can be understood from
Fig. 7.41.

The ohmic n* contact, normally extending over the whole surface of
the detector, is now concentrated at one distinct position, which can be
placed anywhere on the undepleted conducting bulk. Then diodes of p™
layers can be put on both sides of the silicon wafer. At sufficiently high
voltage between the n™ contact and the p* layer the conductive bulk
will be depleted and will retract into the vicinity of the n* electrode. In
this way a potential valley is made in which electrons can move by, e.g.
diffusion towards the n™ readout contact. The produced holes will drift
to the nearby p™ contact.

If now an electric field with a field component parallel to the detector
surface is added to such a structure, one arrives at a silicon drift cham-
ber, where now the electrons produced by a photon or a charged particle
in the depletion layer are guided by the drift field down the potential
valley to the n™ anode. Such a graded potential can be achieved by divid-
ing the pT electrode into strips of suitably different potential (Fig. 7.42)
[100, 119].

Silicon detectors will suffer radiation damage in a harsh radiation
environment (see Chap. 12 on ‘Ageing’). This presents a problem, in par-
ticular, at high-luminosity colliders where silicon detectors with excellent
radiation hardness are required [100].

Silicon strip, pixel or voxel detectors are extremely useful in many dif-
ferent fields. Their small size, their high granularity, low intrinsic noise
and the possibility to make them largely radiation resistant under spe-
cial treatment render them a high-resolution detector of exceptional
versatility. They are already now used at the heart of many particle
physics experiments as vertex detectors or as focal-plane detectors in

https://doi.org/10.1017/9781009401531 Published online by Cambridge University Press


https://doi.org/10.1017/9781009401531

7.6 Scintillating fibre trackers 219

o

charged particle

Fig. 7.42. Silicon drift chamber with graded potential [100, 117-119].

very successful satellite missions (Chandra, XMM Newton). Important
applications in many other fields, like medicine (Compton cameras), art,
material science and engineering (see Chap. 16) complete the large-scope
applications.

7.6 Scintillating fibre trackers

A separate readout of individual scintillating fibres also provides an excel-
lent spatial resolution which can even exceed the spatial resolution of drift
chambers [120-122]. Similarly, thin capillaries (macaronis) filled with lig-
uid scintillator can be used for tracking charged particles [123, 124]. In
this respect, scintillating fibre calorimeters or, more generally, light-fibre
systems can also be considered as tracking detectors. In addition, they
represent, because of the short decay time of the scintillation flash, a gen-
uine alternative to gas-discharge detectors, which are rather slow because
of the intrinsically slow electron drift. Figure 7.43 shows the track of a
charged particle in a stack of scintillating fibres. The fibre diameter in
this case amounts to 1 mm [125].

Scintillating fibres, however, can also be produced with much smaller
diameters. Figure 7.44 shows a microphotograph of a bundle consist-
ing of scintillating fibres with 60 um diameter. Only the central fibre
is illuminated. A very small fraction of the light is scattered into the
neighbouring fibres [126, 127]. The fibres are separated by a very thin
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Fig. 7.43. Particle track in a stack of scintillating fibres; fibre diameter @ =
1mm [125].

60 um

3,4um

Fig. 7.44. Microphotograph of a bundle consisting of seven scintillating fibres.
The fibres have a diameter of 60 um. Only the central fibre is illuminated. The
fibres are optically separated by a very thin cladding (3.4 um) of lower refractive
index to trap the light by total internal reflection. Only a small amount of light
is scattered into the neighbouring fibres [126, 127].
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Fig. 7.45. Bundles of scintillating fibres from different companies (left: 20 pm;
Schott (Mainz); centre: 20 wm; US Schott (Mainz); right: 30 um plastic fibres;
Kyowa Gas (Japan)) [129].
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Fig. 7.46. Transverse pulse-height distribution of charged particles in a stack of
8000 scintillating fibres with 30 um diameter [130].

cladding (3.4um). The optical readout system for such light-fibre sys-
tems, however, has to be made in such a way that the granular structure
of the light fibres is resolved with sufficient accuracy, e.g. with optical pixel
systems [128].

Arrangements of such fibre bundles are excellent candidates for track-
ing detectors in experiments with high particle rates requiring high time
and spatial resolution. Figure 7.45 shows different patterns of bundles
of scintillating fibres from different companies [129]. Figure 7.46 shows
the spatial resolution for charged particles obtained in a stack consisting
of 8000 scintillating fibres (30 um diameter). A single-track resolution of
35um and a two-track resolution of 83 um have been achieved [130].
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The transparency of scintillators can deteriorate in a high-radiation
environment [131]. There exist, however, scintillator materials with a
substantial radiation hardness [132, 133] (see also Chap. 12 on ‘Ageing’).

7.7 Problems

7.1 An unstable particle decays in the beam pipe of a storage-ring
experiment into two charged particles which are measured in a
three-layer drift chamber giving the drift times 77, T4, T4 (T} =
300mns, T} = 195ns, T4 = 100ns, T = 400ns, Ty = 2951ns, T3 =
200ns). The two tracks make an angle of @ = 60°. Estimate the
uncertainty with which the vertex of the two tracks can be recon-
structed (drift velocity v = 5cm/us). The resolution for all wires
is assumed to be the same.

7.2 In a tracker with scintillating fibres (& = 1 mm) one would like to
instrument a volume of cross section A = 20 x 20 cm? as closely
packed as possible. What is the maximum packing fraction that
one can achieve with cylindrical fibres and how many does one
need for the given cross-sectional area of the tracker?

7.3 The spatial resolution of a time-projection chamber is assumed
to be 100 um. In such a chamber the electric and magnetic fields
are normally parallel. What kind of B field is required to keep
the Larmor radii of the drifting electrons well below the spatial
resolution (say, below 10um), if the maximum electron velocity
perpendicular to B is 10 cm/us?

7.4 60keV X rays from a 2*!' Am source are to be measured in a propor-
tional counter. The counter has a capacity of 180 pF. What kind
of gas gain is required if the amplifier connected to the anode wire
requires 10 mV at the input for a good signal-to-noise performance?
The average energy to produce an electron—ion pair in the argon-
filled counter is W = 26 eV. What is the intrinsic energy resolution
of the 60keV line (the Fano factor for argon is F' = 0.17)?

7.5 The wires in a multiwire proportional chamber (length ¢ = 1m,
diameter 30 um, made of gold-plated tungsten) are strung with a
weight of 50 g. Work out the sag of the wires under the influence
of gravity!

The solution of this problem is normally given using variational
methods [134-140]. Deviating from that solution the key assump-
tion here is that the local horizontal and vertical forces in the wire
define its local slope, where the wire itself is inelastic.
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Calorimetry

Most particles end their journey in calorimeters.
Anonymous

Methods of particle energy measurement in modern high energy physics
have to cover a large dynamical range of more than 20 orders of magnitude
in energy. Detection of extremely small energies (milli-electron-volts) is
of great importance in astrophysics if one searches for the remnants of
the Big Bang. At the other end of the spectrum, one measures cosmic-
ray particles with energies of up to 10?°eV, which are presumably of
extragalactic origin.

Calorimetric methods imply total absorption of the particle energy in
a bulk of material followed by the measurement of the deposited energy.
Let us take as an example a 10 GeV muon. Passing through material this
particle loses its energy mainly by the ionisation of atoms while other
contributions are negligible. To absorb all the energy of the muon one
needs about 9m of iron or about 8 m of lead. It is quite a big bulk of
material!

On the other hand, high-energy photons, electrons and hadrons can
interact with media producing secondary particles which leads to a shower
development. Then the particle energy is deposited in the material much
more efficiently. Thus calorimeters are most widely used in high energy
physics to detect the electromagnetic and hadronic showers. Accord-
ingly, such detector systems are referred to as electromagnetic and hadron
calorimeters.

At very high energies (>1TeV), however, also muon calorimetry
becomes possible because TeV muons in iron and lead undergo mainly
interaction processes where the energy loss is proportional to the muon
energy (see Chap. 1), thus allowing muon calorimetry. This technique will
become relevant for very high-energy colliders (> 1TeV muon energy).
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8.1 Electromagnetic calorimeters

8.1.1 FElectron—photon cascades

The dominating interaction processes for spectroscopy in the MeV energy
range are the photoelectric and Compton effect for photons and ionisa-
tion and excitation for charged particles. At high energies (higher than
100 MeV) electrons lose their energy almost exclusively by bremsstrahlung
while photons lose their energy by electron—positron pair production [1]
(see Sect. 1.2).

The radiation losses of electrons with energy E can be described by the

simplified formula:
dE E
_ (== — 1
<d$ >rad XO 7 (8 )

where X is the radiation length. The probability of electron—positron
pair production by photons can be expressed as

dw 1 9
— = 4%/ Aprod A = — X . 2
dx >\prod ¢ 7 prod 7 0 (8 )

A convenient measure to consider shower development is the distance
normalised in radiation lengths, t = z/Xj.

The most important properties of electron cascades can be understood
in a very simplified model [2, 3|. Let Ej be the energy of a photon incident
on a bulk of material (Fig. 8.1).

After one radiation length the photon produces an ete™ pair; electrons
and positrons emit after another radiation length one bremsstrahlung
photon each, which again are transformed into electron—positron pairs. Let
us assume that the energy is symmetrically shared between the particles at
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Fig. 8.1.  Sketch of a simple model for shower parametrisation.
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each step of the multiplication. The number of shower particles (electrons,
positrons and photons together) at depth ¢ is

N(t) =2", (8.3)
where the energy of the individual particles in generation ¢ is given by
Et)=FEy-27". (8.4)

The multiplication of the shower particles continues as long as Ey/N >
E.. When the particle energy falls below the critical value E., absorp-
tion processes like ionisation for electrons and Compton and photoelectric
effects for photons start to dominate. The position of the shower maximum
is reached at this step of multiplication, i.e. when

E,=Ey- 2 tmax (8.5)
This leads to
In(Ey/E.
tmax - n(h’(l)é) X IH(E()/EC) . (86)

Let us take as an example the shower in a Csl crystal detector initiated by
a 1 GeV photon. Using the value E. ~ 10 MeV we obtain for the number
of particles in the shower maximum Ny,.x = Ey/E. = 100 and for the
depth of the shower maximum to be ~ 6.6 Xj.

After the shower maximum electrons and positrons™ having an energy
below the critical value E. will stop in a layer of 1 .Xy. Photons of the
same energy can penetrate a much longer distance. Figure 8.2 presents
the energy dependence of the photon interaction length in Csl and lead.

6.00 + /
4.00 | /
2.00 1

0-00 i 1 L1 11 I 111

0.1 1 10 100 1000
E[MeV]

Csl

Fig. 8.2. Photon interaction length in lead and CsI [4].

* Throughout this chapter both electrons and positrons are referred to as electrons.
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As we can see, this function has a broad maximum between 1 MeV and
10 MeV where it amounts to about 3 Xg. The energy of photons in the
shower maximum close to E. is just in this range. Thus, to absorb 95%
of photons produced in the shower maximum, an additional 7-9 Xy of
material is necessary which implies that the thickness of a calorimeter
with high shower containment should be at least 14-16 Xy. The energy
deposition in an absorber is a result of the ionisation losses of electrons and
positrons. Since the (dE/dz)ion value for relativistic electrons is almost
energy-independent, the amount of energy deposited in a thin layer of
absorber is proportional to the number of electrons and positrons crossing
this layer.

This very simple model already correctly describes the most important
qualitative characteristics of electromagnetic cascades.

(i) To absorb most of the energy of the incident photon the total
calorimeter thickness should be more than 10-15 Xj.

(ii) The position of the shower maximum increases slowly with
energy. Hence, the thickness of the calorimeter should increase
as the logarithm of the energy but not proportionally as for
muons.

(iii) The energy leakage is caused mostly by soft photons escaping
the calorimeter at the sides (lateral leakage) or at the back (rear
leakage).

In reality the shower development is much more complicated. This is
sketched in Fig. 8.3. An accurate description of the shower development is

Fig. 8.3. Schematic representation of an electromagnetic cascade. The wavy
lines are photons and the solid lines electrons or positrons.
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a difficult task. Earlier, large efforts were undertaken to develop an analyt-
ical approach [5]. At present, due to the increase of the computer capacity,
an accurate description is obtained from Monte Carlo simulations.

The longitudinal distribution of the energy deposition in electromag-
netic cascades is reasonably described by an approximation based on the
Monte Carlo programme EGS [6, 7],

dE (bt)a—Le bt
— = Epb———— 8.7
dt 0 F(a) ) ( )
where I'(a) is Euler’s I" function, defined by
'(g) :/ e a9 tdx . (8.8)
0

The gamma function has the property
I'(g+1)=gL(g) . (8.9)

Here a and b are model parameters and Fy is the energy of the incident
particle. In this approximation the maximum of the shower development
is reached at

a—1 EO
tmax = = In <Ec> +Cye (8.10)
where C,. = 0.5 for a gamma-induced shower and C,, = —0.5 for an

incident electron. The parameter b as obtained from simulation results is
b ~ 0.5 for heavy absorbers from iron to lead. Then the energy-dependent
parameter a can be derived from Eq. (8.10).

The experimentally measured distributions [8-10] are well described by
a Monte Carlo simulation with the code EGS4 [1, 6]. Formula (8.7) pro-
vides a reasonable approximation for electrons and photons with energies
larger than 1 GeV and a shower depth of more than 2 X, while for other
conditions it gives a rough estimate only. The longitudinal development
of electron cascades in matter is shown in Figs. 8.4 and 8.5 for various
incident energies. The distributions are slightly dependent on the mate-
rial (even if the depth is measured in units of Xy) due to different E., as
shown in Fig. 8.4, bottom.

The angular distribution of the produced particles by bremsstrahlung
and pair production is very narrow (see Chap. 1). The characteristic angles
are on the order of m.c?/E,. That is why the lateral width of an electro-
magnetic cascade is mainly determined by multiple scattering and can be
best characterised by the Moliére radius

21 MeV

Ry = TCXO {g/em?} . (8.11)
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Fig. 8.4. Longitudinal shower development of electromagnetic cascades. Top:
approximation by Formula (8.7). Bottom: Monte Carlo simulation with EGS4
for 10 GeV electron showers in aluminium, iron and lead [11].

Figure 8.6 shows the longitudinal and lateral development of a 6 GeV
electron cascade in a lead calorimeter (based on [12, 13]). The lateral width
of an electromagnetic shower increases with increasing longitudinal shower
depth. The largest part of the energy is deposited in a relatively narrow
shower core. Generally speaking, about 95% of the shower energy is con-
tained in a cylinder around the shower axis whose radius is R(95%) = 2Ry
almost independently of the energy of the incident particle. The depen-
dence of the containment radius on the material is taken into account by
the critical energy and radiation length appearing in Eq. (8.11).
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Fig. 8.5. Longitudinal shower development of a 30 GeV electron-induced cas-
cade obtained by the EGS4 simulation in iron [1, 6]. The solid histogram shows
the energy deposition; black circles and open squares represent the number of
electrons and photons, respectively, with energy larger than 1.5 MeV; the solid
line is the approximation given by (8.7).

Another important shower characteristic is the number of electrons and
photons crossing a plane at a certain shower depth. A simple estimation of
the electron number N, can be done taking into account that the energy
deposition in a shower is provided by the ionisation losses of the charged
particle and

dFE
— -Xog=F. . 8.12
(dx )ion ’ ( )
Then one can estimate
1 dFE
N.(t) = —— . 8.13
0= @ (8.13)

However, a considerable part of the shower particles is soft. Since only
electrons above a certain threshold are detected, the effective number of
shower particles becomes much smaller. Figure 8.5 shows the numbers of
electrons and photons with energy above 1.5 MeV as well as dF/dt values
for a 30 GeV shower in iron [1]. We can see that N, in this case is about
a factor of two lower than given by Formula (8.13).

At very high energies the development of electromagnetic cascades in
dense media is influenced by the Landau—-Pomeranchuk—-Migdal (LPM)
effect [14, 15]. This effect predicts that the production of low-energy pho-
tons by high-energy electrons is suppressed in dense media. When an
electron interacts with a nucleus producing a bremsstrahlung photon the
longitudinal momentum transfer between the electron and nucleus is very
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Fig. 8.6. Longitudinal and lateral development of an electron shower (6 GeV)
in lead shown in linear and logarithmic scales (based on [12, 13]).

small. Heisenberg’s uncertainty principle therefore requires that the inter-
action must take place over a long distance, which is called the formation
zone. If the electron is disturbed while travelling this distance, the photon
emission can be disrupted. This can occur for very dense media, where
the distance between scattering centres is small compared to the spatial
extent of the wave function. The Landau—Pomeranchuk—Migdal effect pre-
dicts that in dense media multiple scattering of electrons is sufficient to
suppress photon production at the low-energy end of the bremsstrahlung
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spectrum. The validity of this effect has been demonstrated by an exper-
iment at SLAC with 25 GeV electrons on various targets. The magnitude
of the photon suppression is consistent with the LPM prediction [16, 17].

The LPM effect is relevant for experiments with ultrahigh-energy cos-
mic rays and should be taken into account for the design of calorimeters
at high-energy accelerators and storage rings such as the LHC.

8.1.2 Homogeneous calorimeters

Homogeneous calorimeters are constructed from a material combining the
properties of an absorber and a detector. It means that practically the
total volume of the calorimeter is sensitive to the deposited energy. These
calorimeters are based on the measurement of the scintillation light (scin-
tillation crystals, liquid noble gases), ionisation (liquid noble gases) and
the Cherenkov light (lead glass or heavy transparent crystals).

The main parameters of electromagnetic calorimeters are the energy
and position resolution for photons and electrons. The energy resolution
op/FE is determined both by physical factors like the fluctuation of the
energy leakage or photoelectron statistics and technical ones like non-
uniformity of crystals.

For all calorimeter types the common contribution to the energy
resolution originates from fluctuations of the energy leakage and from
fluctuations of the first interaction point. The energy resolution can be
expressed as

Oy = 01 T 07 + 07 o7, (8.14)
where o is determined by the fluctuations of the point of the first inter-
action, o, is the rear leakage, o) the lateral leakage and oy, the leakage due
to albedo fluctuations. The average photon path in the material before
the first conversion is 9/7 Xy with a spread of roughly 1 Xg. The spread
implies that the effective calorimeter thickness changes event by event.
Looking at the transition curve of Fig. 8.6 we can estimate o1 as

dE>
o~ (4 X, (8.15)
( dt t=tcal

where ., is the total calorimeter thickness. It is clear that o is getting
larger with increasing energy.

As discussed earlier, the energy leakage is mostly due to low-energy (1—
10 MeV) photons. The albedo is usually quite small (< 1% of the initial
energy) and the induced contribution to the energy resolution is negligible.
At first glance the lateral size of the calorimeter should be chosen as large
as necessary to make the lateral energy leakage negligible. But in a real
experiment, where an event contains several or many particles, a lateral
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size of the area assigned to a certain particle should be limited by a few
Ryp. The fraction of lateral energy leakage is practically independent of
the photon energy. Even though the number of escaping photons increases
with the photon energy, the relative fluctuations o,/ Ej should go down.

The value of 0,/FEj has a slow energy dependence. Often the terms oy
and o, are considered combined. A detailed review of the physics of shower
development and fluctuations can be found in the book by Wigmans [11].

Crystal calorimeters are based on heavy scintillation crystals (see Sect.
5.4, Table 5.2). These detectors are usually built as hodoscopes with a
transverse size of elements of order one to two Ry;. Then the shower energy
is deposited in a group of crystals usually referred to as cluster. The light
readout is performed by photomultiplier tubes, vacuum phototriodes or
silicon photodiodes (see Sect. 5.5). One of the calorimeters of this kind is
described in Chap. 13. At present the best energy resolutions are obtained
with calorimeters of this type [18-22].

A typical energy spectrum measured in a calorimeter is shown in Fig.
8.7 [23]. For a high-resolution detector system it is usually asymmetric,
with a rather long ‘tail’ to lower energies, and the energy resolution is
conventionally parametrised as

~ FWHM

_ 1
9E = "o 35 (8.16)

This asymmetric distribution can be approximated, for example, by the
logarithmic Gaussian shape

dW = exp {_1n2[1 —(E = Ey)/o] _ S%} _nd& (8.17)
252 2 | \2rosy
x 10% ¢
2500 [
2000 |-

1500 £ o (E)/E=1.7%
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500 [

0.6 0.8 1 1.2
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Fig. 8.7. Typical energy spectrum measured in a calorimeter [23] for photons of
4-7GeV. The solid line is the approximation by Formula (8.17).
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where E), is the energy corresponding to the peak, 0 = FWHM/2.35, n
the asymmetry parameter and sy can be written as

50 = zarsinh (77;) , £€=1235. (8.18)

When n — 0, the distribution becomes Gaussian.

Various approximations were used to describe the energy dependence
of the resolution of calorimeters. Figure 8.8 shows the energy resolution
of a calorimeter made of 16 Xy Csl crystals for photons in the range
from 20 MeV to 5.4 GeV [24]. The light readout was done with two 2 cm?
photodiodes per crystal. The energy resolution was approximated as

2 2
9E _ \/<0'066%> + (0‘81%> +(1.34%)2 , B, = E/GeV

E Ey vV En
(8.19)
where the term proportional to 1/E stands for the electronics-noise
contribution.

@ BELLE (beam test)

r P 1 0 CLEO Il (beam test)

(5] SRR e e A CLEO Il (real experiment) |-
r P ‘ 3 & Crystal Barrel

ol i il R L
10? 108
E, (MeV)

Fig. 8.8. The energy resolution as a function of the incident-photon energy [24].
The solid line is the result of an MC simulation. For the Belle data a cluster of
5 x b crystals at a threshold of 0.5 MeV was used.
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Fig. 8.9. A view of the clusters in the KTEV calorimeter for a typical event of a
Ky, — %70 decay [22]. The calorimeter modules have a cross section of 5 x 5 cm?
(2.5 x 2.5cm?) in the outer (inner) part. The hit crystals are shaded.

In discussing crystal calorimeters for high energies we have to mention
the one for the KTEV experiment that was based on about 3200 pure
CsI crystals of 50cm (27 X)) length [22]. This device was intended for
the detection of photons with energies up to 80 GeV, and an impressive
energy resolution og/E better than 1% for energies larger than 5GeV
was achieved. Figure 8.9 presents a view of the energy clusters in this
calorimeter for a typical event of a Kj, — w°7% decay. All photons are
clearly separated.

At present the most sophisticated project of a calorimeter of this type is
under development for the Compact Muon Solenoid (CMS) detector [25]
at the CERN LHC proton—proton collider. The CMS electromagnetic
calorimeter [26] incorporates 80000 lead-tungstate (PbWO, or PWO)
crystals mounted with other CMS subdetectors including the hadron
calorimeter inside the superconducting solenoid, which produces a 4T
magnetic field. These crystals (see Table 5.2) have been chosen as a detec-
tor medium due to their short radiation length (0.89 cm), small Moliere
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radius (2.19cm), fast scintillation emission and high radiation hardness.
However, the relatively low light output, &~ 50 photons/MeV for full-size
crystals, imposes hard constraints on the readout scheme. The crystal
size is 22 x 22 x 230mm?® (1 Ry x 1 Ry x 26 Xg) for the barrel and
30 x 30 x 220 mm? for the endcaps. The light readout in the barrel part is
performed by two 5 x 5mm? avalanche photodiodes (APDs). The APDs
were chosen for readout because in addition to their intrinsic gain (in CMS
a gain of 50 is used) APDs are compact and insensitive to magnetic fields;
they also show a low nuclear counter effect and exhibit a high radiation
resistance. For CMS a special optimised device has been developed [27].
Since the radiation background in the endcaps is much higher than that
in the barrel, a vacuum phototriode (VPT) was chosen as photodetector
for the endcap modules.

The energy resolution of the CMS electromagnetic calorimeter can be
approximated as

(o)) a

£ _ 2 = 2
i3 \/E@E@C’ (8.20)

where a stands for photoelectron statistics (sometimes called stochastic
term), b for the electronics noise, and ¢ appears due to the calibration
uncertainty and crystal non-uniformity (the symbol @& means summa-
tion in quadrature). The design goals for the barrel (endcap) are a =
2.7% (5.7%),b = 155MeV (205MeV),c = 0.55% (0.55%). This was
confirmed by tests with a prototype [28].

A disadvantage of crystal calorimeters is the high cost of the scintil-
lation crystals and limitations in the production of large volumes of this
material. To circumvent these constraints, lead-glass blocks can be used
in homogeneous calorimeters instead of crystals. The properties of typi-
cal lead glass (Schott SF-5 or Corning CEREN 25) are: density of about
4¢g/cm?, radiation length of Xy ~ 2.5cm and refractive index of n ~ 1.7.
The Cherenkov-radiation threshold energy for electrons in this glass is
quite low, 7.5 ~ 120keV implying that the total number of Cherenkov
photons is proportional to the total track length of all charged particles
in a shower developing in the lead-glass absorber. Since the energy depo-
sition in the electron—photon shower is provided by the ionisation losses
of electrons, which is also proportional to the total track length, one can
assume that the total number of Cherenkov photons is proportional to
the deposited energy.

However, the amount of Cherenkov light is much less (by, roughly, a
factor of 1000) compared to that of conventional scintillators. This results
in a large contribution of photoelectron statistics to the energy resolution
of lead-glass calorimeters. The OPAL experiment at CERN [29], which
used lead glass for the endcap calorimeter, reported an energy resolution of
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om_ 5% (8.21)

E  JE[GeV] '
dominated by the stochastic term. Recently, the SELEX experiment at
Fermilab demonstrated a high performance of its lead-glass calorimeter
[30]. However, it should be noted that at present homogeneous Cheren-
kov calorimeters are becoming quite rare. The main reason probably is
the progress in sampling calorimeters (discussed later), which achieve now
the same range of energy resolution.

Homogeneous ionisation calorimeters can be built as an array of ion-
isation chambers immersed into liquid xenon [31, 32] or liquid krypton
[33, 34] (see also Sect. 5.2). The energy resolution achieved with calorime-
ters of this type is close to that for crystal detectors. The NA48 experiment
approximates the energy resolution of its LKr calorimeter [33] by Formula
(8.20) with a set of the following parameters:

a=32%, b=9%, c=042% . (8.22)

This device is intended as a photon detector in the 10-100 GeV energy
range. One more example is the LKr calorimeter of the KEDR detector
[32]. The energy resolution obtained with a prototype is described by the
same formula with a = 0.3%, b = 1.6%, ¢ = 1.6% [35].

The initial layers of the LXe or LKr calorimeters can be designed as a
series of fine-grained strips or wire ionisation chambers. Then the lateral
position of the photon conversion point can be measured with high accu-
racy. For example, in [35] the photon spatial resolution was measured to
be about ¢, &~ 1 mm, almost independent of the photon energy.

In calorimeters without longitudinal segmentation the photon angles
(or coordinates) are measured usually as corrected centre of gravity of
the energy deposition,

0= O E) o= BEDER00E) . (523)
where Fj;, 0;, p; are, respectively, the energy deposited in the ith calo-
rimeter element with the angular coordinates #; and ;. The correction
functions (F') can be usually written as a product of functions containing
only one of the angles and the energy. The angular resolution depends on
the energy and the calorimeter granularity. A general limitation is due to
the finite number of particles in a shower. Since the shower cross section is
almost energy-independent, the uncertainty in the lateral shower position
can be roughly estimated as

Ry Ry
vV Niot E/E.

: (8.24)

Ulp =
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Fig. 8.10. Angular resolution of the calorimeter of the BaBar detector. The
lower curve is a Monte Carlo simulation, and the upper one includes background
(BG). The central line is a fit to the data, where the fit parameters are given in
the inset [20].

where E, is the critical energy. This leads to oy, ~ 4mm for £, = 1 GeV
and a Csl crystal. This is in surprisingly good agreement with the exper-
imental results. A typical energy dependence of the angular resolution
(obtained by the BaBar detector [20]) is presented in Fig. 8.10. The energy
dependence is parametrised by

4.2 mrad

0= e

(8.25)

8.1.83 Sampling calorimeters

There is a simpler and more economical way to measure the photon energy
if the ultimate energy resolution is not crucial. Let us look again at the
simplest shower model and place a thin flat counter behind a thick layer of
an absorber corresponding to the depth of the shower maximum. In this
naive model the number of electrons crossing the counter, see Formulae
(8.5) and (8.6), is just 2/3 of Npax = E,/E;, because Npyax is equally
shared between electrons, positrons and photons. The amplitude of the
counter signal is normally proportional to the number of charged particles.
For a lead absorber (E; = 7.4MeV) and E, = 1GeV, one gets N, ~ 90.
The relative fluctuation of this value is
o(N.) 1

- ~10% : 8.26
N N 0 (8.26)
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that provides not so bad an energy resolution! Of course, the real pattern
of the shower development is much more complicated (see Figs. 8.3 and
8.4). In a realistic model the number of electrons crossing the plane at a
certain depth is much smaller than that expected from Formula (8.26).

To take advantage of the discussed idea one normally designs a calorim-
eter as an array of thin counters separated by layers of absorbers. These
types of calorimeters are referred to as sampling calorimeters since only
a sample of the energy deposition is measured. In addition to the general
energy-leakage fluctuation the energy resolution of these calorimeters is
affected by sampling fluctuations.

If the energy is determined by detectors in which only track segments
of shower particles are registered, the number of intersection points with
the detector layers is given by

Nige = % , (8.27)
where T is the total track length and d is the thickness of one sam-
pling layer (absorber plus detector). The value of T' can be estimated
just as T' = (E,/E;) - Xo, see Eq. (8.12). For the example considered
above and d = 1 X we get Niot ~ 135 and the sampling fluctuations are
1/vVNiot ~ 8.6%.

Actually, as discussed earlier, the number of detected particles is
strongly dependent on the detection threshold. The measurable track
length can be parametrised by [36]

Ly 2
T = F(€) 5 Xo {g/em?} | (8.28)
C

where T}, < T and the parameter £ is a function of the detection energy
threshold e;,. However, the £(€1,) dependence is not very pronounced if €y,
is chosen to be sufficiently small (=~ MeV). The function F(&) takes into
account the effect of the cutoff parameter on the total measurable track
length for completely contained electromagnetic cascades in a calorimeter.
F(§) can be parametrised as [36]

F(&) =[1+€In(€£/1.53)] € | (8.29)
where
€th
§=229- 7= . (8.30)

Using the measurable track length defined by Eq. (8.28), the number
of track segments is then

Xo
C— 8.31
X 831
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Here we neglected the fact that, because of multiple scattering, the shower
particles have a certain angle 6 with respect to the shower axis. The effec-
tive sampling thickness is therefore not d, but rather d/cos . However,
the average value (1/cos@) is not large; it is in the range between 1 and
1.3 depending on the energy E,.

Using Poisson statistics the sampling fluctuations limit the energy
resolution to

o(Ey) - E.-d
[EV} samp B \/F(f) ’ E’y : Xo -cosf (8'32)

As can be seen from Eq. (8.32), the energy resolution of a sampling
calorimeter for a fixed given material improves with /d/E,. However,
Formula (8.32) does not take into account the correlations which are
induced by electrons penetrating through two or several counter planes.
These correlations become quite important when d < 1 Xy and limit the
improvement of the resolution at small d.

A more accurate and simpler expression is suggested in [11] for the
sampling fluctuations of calorimeters with counters based on condensed
material:

Osamp _ 2.7% s [mm)]

E B \/ E [GGV] fsarnp

Here s is the thickness of the sensitive layer and fsamp is the so-called sam-
pling fraction, which is the ratio of ionisation losses of minimum-ionising
particles in the sensitive layer to the sum of the losses in the sensitive
layer and absorber. Figure 8.11 presents the energy resolution of some
calorimeters versus the value \/s/ fsamp [11]. Anyway, these empirical for-
mulae are only used for a preliminary estimate and general understanding
of the sampling-calorimeter characteristics, while the final parameters are
evaluated by a Monte Carlo simulation.

As sensitive elements of sampling calorimeters, gas-filled chambers,
liquid-argon ionisation detectors, ‘warm’ liquids (e.g. TMS) and scintilla-
tors are used. Energy depositions from large energy transfers in ionisation
processes can further deteriorate the energy resolution. These Landau
fluctuations are of particular importance for thin detector layers. If ¢ is
the average energy loss per detector layer, the Landau fluctuations of the
ionisation loss yield a contribution to the energy resolution of [36, 37]

1

o (E)}
X (8.34)
|: E Landau fluctuations \/Nln(k : 6)

where k is a constant and § is proportional to the matter density per
detector layer.

. (8.33)
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Fig. 8.11. The energy resolution of some sampling calorimeters. The solid line
is approximation (8.33) [11]. (The energy is measured in GeV and the ordinate
values are given in per cent.)

Since fluctuations of the ionisation losses are much higher in gases than
in dense materials, the energy resolution for calorimeters with gaseous
counters (og/E ~ 5%-20% at 1 GeV) is worse compared to that for liquid
argon or scintillator sampling.

In streamer-tube calorimeters tracks are essentially counted, at least
as long as the particles are not incident under too large an angle with
respect to the shower axis, which is assumed to be perpendicular to the
detector planes. For each ionisation track exactly one streamer is formed —
independent of the ionisation produced along the track. For this reason
Landau fluctuations have practically no effect on the energy resolution for
this type of detector [9)].

In general, the energy resolution of scintillator or liquid-argon sampling
calorimeters is superior to that achievable with gaseous detectors. The
layers in the liquid-argon sampling calorimeters can be arranged as planar
chambers or they can have a more complex shape (accordion type). The
achieved energy resolution with LAr calorimeters is 8%—-10% at 1 GeV
(38, 39].

If, as is the case in calorimeters, a sufficient amount of light is available,
the light emerging from the end face of a scintillator plate can be absorbed
in an external wavelength-shifter rod. This wavelength shifter re-emits
the absorbed light isotropically at a larger wavelength and guides it to a
photosensitive device (Fig. 8.12).

It is very important that a small air gap remains between the scintilla-
tor face and the wavelength-shifter rod. Otherwise, the frequency-shifted,
isotropically re-emitted light would not be contained in the wavelength-
shifter rod by internal reflection. This method of light transfer normally
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Fig. 8.12.  Wavelength-shifter readout of a scintillator and two-step wavelength-
shifter readout of a calorimeter.
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Fig. 8.13. Structure and principle of operation of the scintillation and light-
guiding fibres [40, 41].

entails an appreciable loss of light; typical conversion values are around
1% to 5%. However, now single- and multicladding scintillation and light-
guide fibres are available. The structure and operation principle of such
fibres are explained in Fig. 8.13 [40, 41]. The fibres of this type allow
light transfer over long distances at small light losses. The fraction of the
captured light is typically 3% for single-cladding fibres and up to 6% for
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multicladding ones. The cladding-fibre light guides can be glued to the
scintillator without any air gap.

A normal sampling calorimeter of absorber plates and scintillator
sheets can also be read out by wavelength-shifter rods or fibres running
through the scintillator plates perpendicularly [42-44]. The technique of
wavelength-shifter readout allows to build rather compact calorimeters.

The scintillation counters used in calorimeters must not necessar-
ily have the form of plates alternating with absorber layers. They can
also be embedded as scintillating fibres, for example, in a lead matrix
[45, 46]. In this case the readout is greatly simplified because the
scintillating fibres can be bent rather strongly without loss of inter-
nal reflection. Scintillating fibres can either be read out directly or via
light-guide fibres by photomultipliers (spaghetti calorimeter). The energy
resolution of the scintillation-fibre-based calorimeter of the KLOE detec-
tor achieved a value of og/E =5.7%/y/E [GeV]. In addition to high
energy resolution, this calorimeter provides precise timing for photons
(v ~ 50ps/y/F [GeV]) due to the short decay time of the light flash
of the plastic scintillator [46]. Recently, even a better energy resolution,
4%/+/ E [GeV], was reported for a ‘shashlik’-type sampling calorimeter
developed for the KOPIO experiment [43].

The scintillator readout can also be accomplished by inserting
wavelength-shifting fibres into grooves milled into planar scintillator
sheets (tile calorimeter) [47-49].

8.2 Hadron calorimeters

In principle, hadron calorimeters work along the same lines as electron—
photon calorimeters, the main difference being that for hadron calorim-
eters the longitudinal development is determined by the average nuclear
interaction length Ar, which can be roughly estimated as [1]

A~ 35g/cm?AY3 (8.35)

In most detector materials this is much larger than the radiation length
Xp, which describes the behaviour of electron—photon cascades. This
is the reason why hadron calorimeters have to be much larger than
electromagnetic shower counters.

Frequently, electron and hadron calorimeters are integrated in a single
detector. For example, Fig. 8.14 [50] shows an iron—scintillator calorimeter
with separate wavelength-shifter readout for electrons and hadrons. The
electron part has a depth of 14 radiation lengths, and the hadron section
corresponds to 3.2 interaction lengths.
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Fig. 8.14. Typical set-up of an iron—scintillator calorimeter with wavelength-

shifter readout [50].
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Fig. 8.15. Sketch of a hadron cascade in an absorber.

Apart from the larger longitudinal development of hadron cascades,
their lateral width is also sizably increased compared to electron cascades.
While the lateral structure of electron showers is mainly determined by
multiple scattering, in hadron cascades it is caused by large transverse
momentum transfers in nuclear interactions. Typical processes in a hadron
cascade are shown in Fig. 8.15.

Different structures of 250 GeV photon- and proton-induced cascades in
the Earth’s atmosphere are clearly visible from Fig. 8.16 [51]. The results
shown in this case were obtained from a Monte Carlo simulation.
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Fig. 8.16. Monte Carlo simulations of the different development of hadronic and
electromagnetic cascades in the Earth’s atmosphere, induced by 250 GeV protons
and photons [51].

The production of secondary particles in a hadron cascade is caused by
inelastic hadronic processes. Mainly charged and neutral pions, but, with
lower multiplicities, also kaons, nucleons and other hadrons are produced.
The average particle multiplicity per interaction varies only weakly with
energy (o< In F). The average transverse momentum of secondary particles
can be characterised by

(pr) ~ 0.35GeV/c . (8.36)

The average inelasticity, that is, the fraction of energy which is transferred
to secondary particles in the interaction, is around 50%.

A large component of the secondary particles in hadron cascades are
neutral pions, which represent approximately one third of the pions
produced in each inelastic collision. Neutral pions decay rather quickly
(=~ 107 1%s) into two energetic photons, thereby initiating electromagnetic
subcascades in a hadron shower. Therefore, after the first collision 1/3 of
the energy is deposited in the form of an electromagnetic shower, at the
second stage of multiplication the total fraction of this energy, fom, will be
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and so on. The same argument applies for the leaving hadron. If a hadronic
shower comprises n generations, the total electromagnetic fraction is

ﬂm:1—<1—;yl. (8.38)

Assuming that n increases with the energy of the incident hadron we can
see that the fon, value increases as well.

Of course, this consideration is rather naive. This effect was analysed
in [52] where the following expression was suggested:

E k—1
ﬁm=1—<ﬂj : (8.39)

where F is the energy of the incident hadron, Ej is a parameter varying
from 0.7 GeV (for iron) to 1.3 GeV (for lead), and k is between 0.8 to 0.85.
Details can be found in [11].

79 production, however, is subject to large fluctuations, which are
determined essentially by the properties of the first inelastic interaction.

Some part of the energy in the hadronic shower is deposited via
ionisation losses of the charged hadrons (fion)-

In contrast to electrons and photons, whose electromagnetic energy is
almost completely recorded in the detector, a substantial fraction of the
energy in hadron cascades remains invisible (finy). This is related to the
fact that some part of the hadron energy is used to break up nuclear bonds.
This nuclear binding energy is provided by the primary and secondary
hadrons and does not contribute to the visible energy.

Furthermore, extremely short-range nuclear fragments are produced in
the break-up of nuclear bonds. In sampling calorimeters, these fragments
do not contribute to the signal since they are absorbed before reaching
the detection layers. In addition, long-lived or stable neutral particles
like neutrons, K, or neutrinos can escape from the calorimeter, thereby
reducing the visible energy. Muons created as decay products of pions and
kaons deposit in most cases only a very small fraction of their energy in
the calorimeter (see the example at the beginning of this chapter). As
a result of all these effects, the energy resolution for hadrons is signif-
icantly inferior to that of electrons because of the different interaction
and particle-production properties. The total invisible energy fraction of
a hadronic cascade can be estimated as fin, ~ 30%—40% [11].

It is important to remember that only the electromagnetic energy and
the energy loss of charged particles can be recorded in a calorimeter.
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AE/AX (GeV/A Fe)

X (A\Fe)

Fig. 8.17. The longitudinal energy distribution in a hadronic shower in iron
induced by 100 GeV pions. The depth X is measured in units of the interac-
tion length A;. Open circles and triangles are experimental data, diamonds are
predictions of a simulation. The dash-dotted line is a simple fit by Formula
(8.7) with optimal a and b, the other lines are more sophisticated approxima-
tions. Crosses and squares are contributions of electromagnetic showers and the
non-electromagnetic part, respectively [53].

Consequently, a hadron signal for the same particle energy is normally
smaller than an electron signal.

Figure 8.17 shows the measured longitudinal shower development of
100 GeV pions in iron [53] in comparison to Monte Carlo calculations
and empirical approximations. The energy-deposition distributions for a
tungsten calorimeter obtained for different pion energies are presented in
Fig. 8.18 [54-58]. The lateral shower profiles of 10 GeV /¢ pions in iron are
shown in Fig. 8.19.

The so-called length of a hadron cascade depends on exactly how this is
defined. Regardless of the definition, the length increases with the energy
of the incident particle. Figure 8.20 shows the shower lengths and centre
of gravity of hadronic cascades for various definitions [55]. One possible
definition is given by the requirement that the shower length is reached if,
on average, only one particle or less is registered at the depth t. According
to this definition a 50 GeV-pion shower in an iron-scintillator calorimeter
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Fig. 8.18. Longitudinal shower development of pions in tungsten [56, 57]. The
solid lines are from Monte Carlo simulation [58].
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Fig. 8.19. Lateral shower profile of 10 GeV /¢ pions in iron [59].

is approximately 120 cm Fe ‘long’. An alternative definition is given by the
depth before which a certain fraction of the primary energy (e.g. 95%) is
contained. A 95% energy containment would lead to a length of 70 cm
iron for a 50 GeV-pion shower. The longitudinal centre of gravity of the
shower only increases logarithmically with the energy. The position of the
centre of gravity of the shower is also shown in Fig. 8.20.

The 95%-longitudinal-containment length in iron can be approximated
by [2]

L (95%) = (9.4 In(E/GeV) + 39) cm . (8.40)

This estimation scaled by the interaction length A; characterises the
hadronic showers in other materials as well.
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Fig. 8.20. Shower lengths and centre of gravity of hadron cascades for various
definitions [55].

Similarly, the lateral distribution of cascades can be characterised by
a radial width. The lateral distribution of a hadron shower is initially
very narrow but becomes wider with increasing calorimeter depth (see
Fig. 8.19). The required lateral calorimeter radius for a 95% containment
as a function of the longitudinal shower depth is shown in Fig. 8.21 for
pions of two different energies in iron [55].

The energy resolution for hadrons is significantly worse compared to
electrons because of the large fluctuations in the hadron-shower devel-
opment. A large contribution to this fact is caused by the difference in
the calorimeter response to electrons and hadrons. Due to this difference
the fluctuations in the number of neutral pions produced in the hadronic
shower create a sizable effect for the energy resolution.

It is, however, possible to regain some part of the ‘invisible’ energy in
hadron cascades, thereby equalising the response to electrons and hadrons.
This hadron-calorimeter compensation is based on the following physical
principles [11, 60, 61].

If uranium is used as an absorber material, neutrons will also be pro-
duced in nuclear interactions. These neutrons may induce fission of other
target nuclei producing more neutrons as well and energetic v rays as a
consequence of nuclear transitions. These neutrons and - rays can enhance
the amplitude of the hadron-shower signal if their energy is recorded. Also
for absorber materials other than uranium where fission processes are
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Fig. 8.21. Radius of hadronic showers for 95% containment as a function of the
depth in iron [55]. The corresponding total width of the hadron shower is twice
the radius.

endotherm, neutrons and v rays may be produced. The v rays can con-
tribute to the visible energy by a suitable choice of sampling detectors,
and neutrons can produce low-energy recoil protons in (n,p) reactions in
detector layers containing hydrogen. These recoil protons also increase the
hadron signal.

For energies below 1 GeV even in uranium sampling calorimeters, the
lost energy in hadron cascades cannot be regained. By suitable combina-
tion (uranium/liquid argon, uranium/copper /scintillator) compensation
can be achieved for energies exceeding several GeV. For very high energies
(> 100 GeV) even overcompensation can occur. Such overcompensation
can be avoided by limiting the sampling time. Overcompensation can also
be caused by a reduction of the electron signal due to saturation effects in
the detector layers. Because of the different lateral structure of electron
and hadron cascades, saturation effects affect the electron and hadron
signals differently.

The best hadron sampling calorimeters (e.g. uranium/scintillator,
uranium/liquid argon) reach an energy resolution of [62]

o(E) _ 35% (8.41)

E VE [GeV]
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However, hadron calorimeters recently developed for the detection of high-
energy hadrons at LHC achieved a rather good energy resolution even
without compensation. For example, for the ATLAS detector a resolution
of about 42%//FE [GeV] was obtained for pions at a total calorimeter
thickness of about 8.2A;, and an e/h ratio! of about 1.37 was mea-
sured [63]. A possible constant term in the parametrisation of the energy
resolution usually can safely be neglected for hadronic cascades because
the large sampling fluctuations dominate the energy resolution. Only for
extremely high energies (=~ 1000 GeV) a constant term will limit the
energy resolution.

The energy resolution attainable in hadron calorimeters varies with
the number of detector layers (sampling planes) similarly to electromag-
netic calorimeters. Experimentally one finds that absorber thicknesses
d < 2cm of iron do not lead to an improvement of the energy resolu-
tion [2]. Depending on the application as well as on the available financial
resources, a large variety of sampling detectors can be considered. Pos-
sible candidates for sampling elements in calorimeters are scintillators,
liquid-argon or liquid-xenon layers, multiwire proportional chambers, lay-
ers of proportional tubes, flash chambers, streamer tubes, Geiger—Miiller
tubes (with local limitation of the discharge — ‘limited Geiger mode’),
parallel-plate chambers and layers of ‘warm’ (i.e. room temperature) lig-
uids (see Chap. 5). Ionisation chambers under high pressure can also be
used [64]. For absorber materials, uranium, copper, tungsten and iron are
most commonly used, although aluminium and marble calorimeters have
also been constructed and operated.

A prominent feature of calorimeters is that their energy resolution
o(E)/E improves with increasing energy like 1/vE, quite in contrast
to momentum spectrometers, whose resolution o, /p deteriorates linearly
with increasing momentum. In addition, calorimeters are rather com-
pact even for high energies, because the shower length only increases
logarithmically with the particle energy.

In cosmic-ray experiments involving the energy determination of pro-
tons, heavy nuclei and photons of the primary cosmic radiation in the
energy range > 10 eV, various calorimetric measurement methods are
needed to account for the low particle intensities. Cosmic-ray particles ini-
tiate in the Earth’s atmosphere hadronic or electromagnetic cascades (see
Fig. 8.16) which can be detected by quite different techniques. The energy
of extensive air showers is traditionally determined by sampling their lat-
eral distribution at sea level. This classical method quite obviously suffers
from a relatively inaccurate energy determination [65]. Better results are

T The e/h ratio is the ratio of energy deposits of an electron-initiated shower compared to that
of a hadron-initiated shower for the same initial energy of electrons and hadrons.
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obtained if the scintillation or Cherenkov light of the shower particles pro-
duced in the atmosphere is recorded (compare Sect. 16.12). To observe
the very rare highest-energy cosmic rays, an as large as possible detection
volume is necessary. In this case the scintillation of nitrogen produced by
the cosmic-ray shower can be detected [66, 67]. Both of these techniques,
Cherenkov and air scintillation, however, require — because of the low light
yield — clear and moonless nights.

A possible way out or an alternative method is the detection of geosyn-
chrotron radiation in the radio band (40-80 MHz) of extensive air showers,
which is generated by the deflection of the large number of shower parti-
cles in the Earth’s magnetic field [68, 69]. It is also conceivable to measure
high-energy extensive air showers by acoustic detection techniques [70].

An alternative method can be considered for the energy determination
of high-energy cosmic neutrinos or muons. These particles easily penetrate
the Earth’s atmosphere, so that one can also take advantage of the clear
and highly transparent water of the ocean, deep lakes or even polar ice
as a Cherenkov medium. Muons undergo energy losses at high energies
(> 1TeV) mainly by bremsstrahlung and direct electron-pair production
(see Fig. 1.6). These two energy-loss processes are both proportional to the
muon energy. A measurement of the energy loss using a three-dimensional
matrix of photomultipliers in deep water, shielded from sunlight, allows
a determination of the muon energy. Similarly, the energy of electron or
muon neutrinos can be roughly determined, if these particles produce
electrons or muons in inelastic interactions in water, that, for the case
of electrons, induce electromagnetic cascades, and, for the case of muons,
they produce a signal proportional to the energy loss. The deep ocean, lake
water or polar ice in this case are both interaction targets and detectors
for the Cherenkov light produced by the interaction products. Electrons
or muons produced in neutrino interactions closely keep the direction of
incidence of the neutrinos. Therefore, these deep-water neutrino detectors
are at the same time neutrino telescopes allowing one to enter the domain
of neutrino astronomy in the TeV energy range [71-73].

8.3 Calibration and monitoring of calorimeters

In the modern experiments on particle physics the information is collected
as digitised data (see Chap. 15). The pulse height A; measured in an event
from a certain (ith) element of the calorimeter is related to the energy E;
deposited in this element by
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where P; is the pedestal, i.e. the origin of the scale, and «; is the calibra-
tion coefficient. Thus, to keep a good performance of the calorimeter, the
following procedures are usually carried out:

e Pedestal determination by providing a trigger from a pulser without
any signal at the input of the ADC (‘random trigger events’).

e Electronics channel control by test pulses applied to the input of the
electronics chain.

e Monitoring of the stability of the calibration coefficients «;.

e Absolute energy calibration, i.e. determination of the «; values.

In general, the dependence (8.42) can be non-linear. In this case more
calibration coefficients are needed to describe the E/A relation.

Prior to real physics experiments a study of the parameters of individ-
ual calorimeter elements and modules is usually done in accelerator-test
beams which supply identified particles of known momenta. By vary-
ing the beam energy the linearity of the calorimeter can be tested
and characteristic shower parameters can be recorded. For the cali-
bration of calorimeters designed for low energies, e.g. semiconductor
detectors, radioactive sources are normally used. Preferentially used are
K-line emitters, like 2°7Bi, with well-defined monoenergetic electrons
or gamma-ray lines, which allow a calibration via the total-absorption
peaks.

In addition to energy calibration, the dependence of the calorimeter
signal on the point of particle impact, the angle of incidence and the
behaviour in magnetic fields is of great importance. In particular, for
calorimeters with gas sampling, magnetic-field effects can cause spiralling
electrons, which can significantly modify the calibration. In gas sampling
calorimeters the particle rate can have influence on the signal amplitude
because of dead-time or recovery-time effects. A thorough calibration of
a calorimeter therefore requires an extensive knowledge of the various
parameter-dependent characteristics.

Big experiments can contain a large number of calorimeter modules,
not all of which can be calibrated in test beams. If some of the modules
are calibrated in a test beam, the rest can be adjusted relative to them.
This relative calibration can be done by using minimum-ionising muons
that penetrate many calorimeter modules. In uranium calorimeters, the
constant noise caused by the natural radioactivity of the uranium can
be used for a relative calibration. If one uses non-radioactive absorber
materials in gas sampling calorimeters, a test and relative calibration can
also be performed with radioactive noble gases like ®5Kr.
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Scintillator calorimeters can best be calibrated by feeding defined light
signals, e.g. via light-emitting diodes (LEDs), into the detector layers and
recording the output signals from the photomultipliers. To avoid varia-
tions in the injected light intensity, which may be caused by different
light yields of the individual light diodes, a single light source can be used
(e.g. a laser), which distributes its light via a manifold of light fibres to
the scintillation counters [2].

Once a complex calorimeter system has been calibrated, one has to
ensure that the calibration constants do not vary or, if they do, the drift
of the calibration parameters must be monitored. The time stability of
the calibration can be checked with, e.g., cosmic-ray muons. In some
cases some calorimeter modules may be positioned unfavourably so that
the rate of cosmic-ray muons is insufficient for accurate stability control.
Therefore, reference measurements have to be performed periodically by
injecting calibrated reference signals into the various detector layers or
into the inputs of the readout electronics. The calibration and monitor-
ing of scintillation crystal calorimeters can be performed using cosmic-ray
muons as it was demonstrated in [74, 75].

In gas sampling calorimeters the output signal can in principle only vary
because of a change of gas parameters and high voltage. In this case, a test
chamber supplied with the detector gas can be used for monitoring. To
do that, the current, the pulse rate or the spectrum under the exposition
to characteristic X rays of a radioactive source should be continuously
measured. A change in the measured X-ray energy in this test chamber
indicates a time-dependent calibration which can be compensated by an
adjustment of the high voltage.

In some experiments there are always particles that can be used
for calibration and monitoring. For example, elastic Bhabha scattering
(ete™ — eTe™) can be used to calibrate the electromagnetic calorimeters
in an eTe™ scattering experiment, since the final-state particles — if one
neglects radiative effects — have known beam energy. In the same way, the
reaction ete™ — ¢q (e.g. going through a resonance of known mass, like
my, if one wants to be independent of initial-state radiation) with subse-
quent hadronisation of the quarks can be used to check the performance
of a hadron calorimeter. Finally, muon-pair production (ete™ — putpu™)
supplies final-state muons with known momentum (= beam momentum
at high energies), which can reach all detector modules because of their
nearly flat angular distribution (do/df2 o 1+ cos? @, where @ is the angle
between e~ and p™).

It should be noted that the energy of an electron or hadron absorbed in
the calorimeter is distributed over a cluster of crystals. The total deposited
energy can be expressed as a sum
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M
E=) o4, (8.43)
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where pedestals are assumed to be already subtracted. Then, the calibra-
tion coefficients are determined by minimisation of the functional

N /M 2
L=Y" (Z o Ay — E0k> , (8.44)
k=1 \i=1

where the first summation is performed over all N events selected for
calibration, A;x is the response of the ith calorimeter element in the kth
event and FEjy is the known incident particle energy in the kth event.
Requiring for all o

oL

— =0, 8.45

aOéj ( )
we obtain a linear equation system for the determination of the calibration
constants,

M N N
Zai (Z A]kAzk) = ZEOkAjk . (846)
i=1 k=1 k=1

8.4 Cryogenic calorimeters

The calorimeters described so far can be used for the spectroscopy of
particles from the MeV range up to the highest energies. For many inves-
tigations the detection of particles of extremely low energy in the range
between 1eV and 1000eV is of great interest. Calorimeters for such low-
energy particles are used for the detection of and search for low-energy
cosmic neutrinos, weakly interacting massive particles (WIMPs) or other
candidates of dark, non-luminous matter, X-ray spectroscopy for astro-
physics and material science, single-optical-photon spectroscopy and in
other experiments [76-79]. In the past 20 years this field of experimental
particle physics has developed intensively and by now it comprises dozens
of projects [80, 81].

To reduce the detection threshold and improve at the same time the
calorimeter energy resolution, it is only natural to replace the ionisation
or electron—hole pair production by quantum transitions requiring lower
energies (see Sect. 5.3).

Phonons in solid-state materials have energies around 107°eV for
temperatures around 100 mK. The other types of quasiparticles at low
temperature are Cooper pairs in a superconductor which are bound states
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of two electrons with opposite spin that behave like bosons and will form
at sufficiently low temperatures a Bose condensate. Cooper pairs in super-
conductors have binding energies in the range between 4 - 107%eV (Ir)
and 3-1072eV (Nb). Thus, even extremely low energy depositions would
produce a large number of phonons or break up Cooper pairs. To avoid
thermal excitations of these quantum processes, such calorimeters, how-
ever, would have to be operated at extremely low temperatures, typically
in the milli-Kelvin range. For this reason, such calorimeters are called
cryogenic detectors. Cryogenic calorimeters can be subdivided in two main
categories: first, detectors for quasiparticles in superconducting materials
or suitable crystals, and secondly, phonon detectors in insulators.

One detection method is based on the fact that the superconductivity
of a substance is destroyed by energy deposition if the detector element is
sufficiently small. This is the working principle of superheated supercon-
ducting granules [82]. In this case the cryogenic calorimeter is made of a
large number of superconducting spheres with diameters in the microme-
tre range. If these granules are embedded in a magnetic field, and the
energy deposition of a low-energy particle transfers one particular granule
from the superconducting to the normal-conducting state, this transition
can be detected by the suppression of the Meissner effect. This is where
the magnetic field, which does not enter the granule in the supercon-
ducting state, now again passes through the normal-conducting granule.
The transition from the superconducting to the normal-conducting state
can be detected by pickup coils coupled to very sensitive preamplifiers or
by SQUIDs (Superconducting Quantum Interference Devices) [83]. These
quantum interferometers are extremely sensitive detection devices for
magnetic effects. The operation principle of a SQUID is based on the
Josephson effect, which represents a tunnel effect operating between two
superconductors separated by thin insulating layers. In contrast to the
normal one-particle tunnel effect, known, e.g. from « decay, the Joseph-
son effect involves the tunnelling of Cooper pairs. In Josephson junctions,
interference effects of the tunnel current occur which can be influenced
by magnetic fields. The structure of these interference effects is related to
the size of the magnetic flux quanta [84-86].

An alternative method to detect quasiparticles is to let them directly
tunnel through an insulating foil between two superconductors (SIS —
Superconducting—Insulating—Superconducting transition) [87]. In this
case the problem arises of keeping undesired leakage currents at an
extremely low level.

In contrast to Cooper pairs, phonons, which can be excited by energy
depositions in insulators, can be detected with methods of classical
calorimetry. If AFE is the absorbed energy, this results in a temperature
rise of
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AT = AE/me (8.47)

where c is the specific heat capacity and m the mass of the calorimeter. If
these calorimetric measurements are performed at very low temperatures,
where ¢ can be very small (the lattice contribution to the specific heat
is proportional to 7% at low temperatures), this method is also used to
detect individual particles. In a real experiment, the temperature change
is recorded with a thermistor, which is basically an NTC resistor (negative
temperature coefficient), embedded into or fixed to an ultrapure crystal.
The crystal represents the absorber, i.e. the detector for the radiation that
is to be measured. Because of the discrete energy of phonons, one would
expect discontinuous thermal energy fluctuations which can be detected
with electronic filter techniques.

In Fig. 8.22 the principle of such a calorimeter is sketched [88].

In this way « particles and v rays have been detected in a large TeO4
crystal at 15mK in a purely thermal detector with thermistor readout
with an energy resolution of 4.2keV FWHM for 5.4 MeV « particles [89].
Special bolometers have also been developed in which heat and ionisation
signals are measured simultaneously [90, 91].

Thermal detectors provide promise for improvements of energy resolu-
tions. For example, a 1 mm cubic crystal of silicon kept at 20 mK would
have a heat capacity of 5-1071° J/K and a FWHM energy resolution of
0.1eV (corresponding to o = 42meV) [92].

heat bath

thermal link —— 8

thermometer

./ absorber
o/:/y
incident particles

Fig. 8.22. Schematic of a cryogenic calorimeter. The basic components are the
absorber for incident particles, a thermometer for detecting the heat signal and
a thermal link to the heat bath [88].
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Joint efforts in the fields of cryogenics, particle physics and astrophysics
are required, which may lead to exciting and unexpected results. One
interesting goal would be to detect relic neutrinos of the Big Bang with
energies around 200 ueV [92].

At present cryogenic calorimeters are most frequently used in the search
for weakly interacting massive particles (WIMPs). The interaction cross
section for WIMP interactions is extremely small, so that possible back-
grounds have to be reduced to a very low level. Unfortunately, also the
energy transfer of a WIMP to a target nucleus in a cryogenic detector
is only in the range of ~ 10keV. An excellent method to discriminate
a WIMP signal against the background caused, e.g., by local radioac-
tivity is to use scintillating crystals like CaWQO4, CAWO, or ZnWOy.
These scintillators allow to measure the light yield at low temperatures
and the phonon production by WIMP interactions at the same time.
Nuclear recoils due to WIMP-nucleon scattering produce mainly phonons
and very little scintillation light, while in electron recoils also a substan-
tial amount of scintillation light is created. A schematic view of such a
cryogenic detector system is shown in Fig. 8.23 [88].

Particles are absorbed in a scintillating dielectric crystal. The scintilla-
tion light is detected in a silicon wafer while the phonons are measured
in two tungsten thermometers, one of which can be coupled to the silicon
detector to increase the sensitivity of the detector. The whole detector

heat bath

tungsten
thermometer

silicon
absorber

scintillating thermal link

dielectric
absorber

tungsten
thermometer

reflecting

/ cavity

heat bath

Fig. 8.23. Schematic view of a cryogenic detector with coincident phonon and
light detection [88].
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Fig. 8.24. Scatter plot of the pulse height in the light detector from photons of
the CaWOy, crystal versus the pulse height from phonons from the same crystal.
The left-hand part of the figure shows the response of the detector to photons
and electrons only, while in the right-hand part also neutron interactions are
included. The purpose of the lines is just to guide the eye [88, 93].

setup is enclosed in a reflecting cavity and operated at milli-Kelvin
temperatures.

The response of a CaWQy cryogenic calorimeter to electron recoils and
nuclear recoils is shown in Fig. 8.24 [88, 93].

Electron recoils were created by irradiating the crystal with 122keV
and 136keV photons from a 57Co source and electrons from a “°Sr 3
source (left panel). To simulate also WIMP interactions the detector was
bombarded with neutrons from an americium—beryllium source leading
to phonon and scintillation-light yields as shown in the right-hand plot of
Fig. 8.24. The light output due to electron recoils caused by photons or
electrons (which constitute the main background for WIMP searches) is
quite high, whereas nuclear recoils created by neutrons provide a strong
phonon signal with only low light yield. It is conjectured that WIMP
interactions will look similar to neutron scattering, thus allowing a sub-
stantial background rejection if appropriate cuts in the scatter diagram
of light versus phonon yield are applied. However, the figure also shows
that the suppression of electron recoils at energies below 20 keV becomes
rather difficult.

The set-up of a cryogenic detector, based on the energy absorption in
superheated superconducting granules, is shown in Fig. 8.25 [94]. The sys-
tem of granules and pickup coil was rotatable by 360° around an axis
perpendicular to the magnetic field. This was used to investigate the
dependence of the critical field strength for reaching the superconducting
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Fig. 8.25. Experimental set-up of a cryogenic detector based on superheated
superconducting granules (SSG) [94].

Fig. 8.26. Tin granules (diameter = 130 wm) as a cryogenic calorimeter. A small
energy absorption can warm the granules by an amount sufficient to cause a
change from the superconducting state to the normal-conducting state, thereby
providing a detectable signal [82].

state on the orientation of the granules with respect to the magnetic field.
This system succeeded in detecting quantum transitions in tin, zinc and
aluminium granules at *He and *He temperatures. Figure 8.26 shows a
microphotograph of tin granules [82, 95]. At present it is already possible
to manufacture tin granules with diameters as small as 5 um.

https://doi.org/10.1017/9781009401531 Published online by Cambridge University Press


https://doi.org/10.1017/9781009401531

References 267

With a detector consisting of superheated superconducting granules, it
has already been shown that one can detect minimum-ionising particles
unambiguously [95].

The detection of transitions from the superconducting into the normal-
conducting state with signal amplitudes of about 100uV and recovery
times of 10ns to 50ns already indicates that superconducting strip
counters are possible candidates for microvertex detectors for future
generations of particle physics experiments [96].

8.5 Problems

8.1 In an experiment an 7 meson with total energy Fy = 2000 MeV is
produced in the laboratory frame. Estimate the width of the 1 mass
peak measured in a calorimeter which has an energy and angular
resolution of o5/ E = 5% and oy = 0.05 radian, respectively (m, =
547.51 MeV).

8.2 Photons of 1GeV (100MeV) energy are detected in a
Nal(T1) calorimeter which has an energy resolution op/E =

1.5%/(E [GeV])*/*. Determine how the pulse-height distribution
would change if an aluminium sheet of L = 0.5 Xy thickness
would be placed in front of the calorimeter. Estimate the resulting
decrease of the energy resolution.

8.3 Estimate the quality of a pion/electron separation for a total par-
ticle energy of EF = 500MeV using the energy deposition in a
calorimeter based on Nal(T1) crystals of 15 Xy length. For the esti-
mation assume that the main mixing effect consists of pion charge
exchange on nuclei which occurs with 50% probability when the
pion interacts with nuclei. In this charge-exchange reaction the
charged pion is transformed into a neutral pion which initiates an
electromagnetic cascade.
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9

Particle identification

It is impossible to trap modern physics into predicting anything with
perfect determinism because it deals with probabilities from the outset.
Sir Arthur Eddington

One of the tasks of particle detectors is, apart from measuring charac-
teristic values like momentum and energy, to determine the identity of
particles. This implies the determination of the mass and charge of a par-
ticle. In general, this is achieved by combining information from several
detectors.

For example, the radius of curvature p of a charged particle of mass
myo in a magnetic field supplies information on the momentum p and the
charge z via the relation

poc B = amobe (9.1)
z z
The velocity 8 = v/c can be obtained by time-of-flight measurements
using
1
TX = . 9.2
5 (9.2)

The determination of the energy loss by ionisation and excitation can
approximately be described by, see Chap. 1,

dF 22

I o 7 In(ayp) , (9.3)

where a is a material-dependent constant. An energy measurement yields

Exin = (v — 1)m062 , (9.4)
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274 9 Particle identification

since normally only the kinetic energy rather than the total energy is
measured.

Equations (9.1) to (9.4) contain three unknown quantities, namely
mo, 3 and z; the Lorentz factor ~ is related to the velocity ( accord-
ing to v = 1/4/1 — (32. Three of the above-mentioned four measurements
are in principle sufficient to positively identify a particle. In the field of
elementary particle physics one mostly deals with singly charged parti-
cles (z = 1). In this case, two different measurements are sufficient to
determine the particle’s identity. For particles of high energy, however,
the determination of the velocity does not provide sufficient information,
since for all relativistic particles, independent of their mass, 3 is very close
to 1 and therefore cannot discriminate between particles of different mass.

In large experiments all systems of a general-purpose detector con-
tribute to particle identification by providing relevant parameters which
are combined to joint likelihood functions (see Chap. 15). These functions
are used as criteria to identify and distinguish different particles. In prac-
tice, the identification is never perfect. Let us assume that particles of
type I should be selected in the presence of high background of particles
of type II (pion versus kaon, electron versus hadron, etc.). Then any selec-
tion criterion is characterised by the identification efficiency eiq for type I
at certain probability pmis to misidentify the particle of type II as type 1.

9.1 Charged-particle identification

A typical task of experimental particle physics is to identify a charged
particle when its momentum is measured by a magnetic spectrometer.

9.1.1 Time-of-flight counters

A direct way to determine the particle velocity is to measure its time
of flight (TOF) between two points separated by a distance L. These
two points can be defined by two counters providing ‘start’ and ‘stop’
signals or by the moment of particle production and a stop counter. In
the latter case the ‘start’ signal synchronised with the beam—beam or
beam—target collision can be produced by the accelerator system. A more
detailed review of TOF detectors in high-energy particle experiments can
be found in [1, 2].

Two particles of mass my and ms have for the same momentum and
flight distance L the time-of-flight difference

1 1 L /1 1
sep(LoD) ()
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Using pc = SE we obtain

L L
= E(El — b)) = o2 <\/p202 +mict — \/p202 + m304> - (96)

At

Since in this case p?c? > m%zc‘l, the expansion of the square roots leads to

_Lc

At = —
2p?

(mi —m3) . (9.7)
Suppose that for a mass separation a significance of At = 40, is demanded.
That is, a time-of-flight difference four times the time resolution is
required. In this case a pion/kaon separation can be achieved up to
momenta of 1 GeV/c for a flight distance of 1 m and a time resolution of
ot = 100 ps, which can be obtained with, e.g., scintillation counters [1, 2].
For higher momenta the time-of-flight systems become increasingly long
since At oc 1/p2.

At present the most developed and widely used technique for TOF mea-
surements in high energy physics is based on plastic scintillation counters
with PM-tube readout (see Sect. 5.4). A typical layout is shown in Fig. 9.1.
The beam-crossing signal related to the interaction point starts the TDC
(time-to-digital converter). The signal from the PM anode, which reads
out the ‘stop’ counter, is fed to a discriminator, a device which generates
a standard (logic) output pulse when the input pulse exceeds a certain
threshold. The discriminator output is connected to the ‘stop’ input of the
TDC. The signal magnitude is measured by an ADC (amplitude-to-digital
converter). Since the moment of threshold crossing usually depends on the
pulse height, a measurement of this value helps to make corrections in the
off-line data processing.

The time resolution can be approximated by the formula

2 2 2
oi 4o +o
op = sC 1 PM + o_gl , (98)
Neff
article
p g delay ADC
counter gate

stop
—{ o -
e
P I start

Fig. 9.1. The principle of time-of-flight measurements: IP — interaction point,
D — discriminator, TDC — time-to-digital converter, ADC — amplitude-to-digital
converter, DAQ — data-acquisition system.
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where oy is the contribution of the light-flash duration, o; the varia-
tion of the travel time due to different particle impact points and various
emission angles of scintillation photons, opy the photoelectrons’ transit-
time spread, Neg the effective number of photoelectrons produced at the
PM photocathode, and o is the electronics contribution to the time res-
olution. The quantity Neg is usually smaller than the total number of
photoelectrons since some of them will arrive too late at the first dyn-
ode of the PM tube due to large emission angles to be useful for signal
generation. The total photoelectron number is given by Eq. (5.58), where
the deposited energy Eqep is proportional to the scintillator thickness. For
large-size counters the light attenuation length becomes crucial to obtain
a large Neg.

For long counters the measured time depends on the point  where the
particle crosses the counter,

t =t + — | (9.9)
Veff
where veg is the effective light speed in the scintillator. To compensate
this dependence the scintillation bar is viewed from both edges. Then
the average of two measured times, (¢; + t2)/2, is — at least partially —
compensated. Further corrections can be applied taking into account the
impact coordinates provided by the tracking system.

The time resolution achieved for counters of 2-3 m length and (5-10) x
(2-5) cm? cross section is about 100 ps [3-6]. Even better resolutions, 40—
60 ps, were reported for the TOF counters of the GlueX experiment [7].

Very promising results were reported recently for TOF counters based
on Cherenkov-light detection [8, 9]. The light flash in this case is extremely
short. Moreover, the variations in the photon path length can be kept
small in comparison to the scintillation light as all Cherenkov photons
are emitted at the same angle to th