
ARTICLE

NOWCASTING GDP GROWTH IN A SMALL OPEN ECONOMY

Massimiliano Marcellino1* and Vasja Sivec2

1Bocconi University, Milan, Italy
2STATEC Research, Luxembourg, Luxembourg
*Corresponding author. Email: massimiliano.marcellino@unibocconi.it

(Received 19 February 2021; revised 12 March 2021; accepted 15 March 2021)

Nowcasting, that is, forecasting the current economic conditions, is a key ingredient for decisionmaking, but
it is complex, evenmore so for a small open economy, due to the higher volatility of its GDP. In this paper, we
review the required steps, taking Luxembourg as an example. We consider both standard and alternative
indicators, used as inputs in several nowcasting methods, including various factor and machine learning
models. Overall, mixed frequency dynamic factor models and neural networks perform well, both in
absolute terms and in relative terms with respect to a benchmark autoregressive model. The gains are larger
during problematic times, such as the financial crisis and the recent Covid period.
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1. Introduction

Nowcasting and short-term forecasting macroeconomic variables is a key ingredient for policy making,
particularly in problematic times. It is well recognised that a good nowcast or short-term forecast for a
low frequency variable, such as GDP growth and its components, requires to exploit the timely
information contained in higher frequency macroeconomic or financial indicators, such as surveys or
spreads, or also in alternative data, such as internet searches or traffic data.

A growing literature has flourished proposing different methods to deal with the mixed-frequency
feature. In particular, models cast in state-space form, such as vector autoregressions (VAR) and factor
models, can deal with mixed-frequency data, taking advantage of the Kalman filter to interpolate the
missing observations of the series only available at low frequency (see amongmany others, Mariano and
Murasawa, 2010; Giannone et al., 2008 in a classical context, Eraker et al., 2015; Schorfheide and Song,
2015 in a Bayesian context).

A second approach has been proposed by Ghysels (2016). He introduces a different class of mixed-
frequency VAR models, in which the vector of endogenous variables includes both high and low
frequency variables, with the former stacked according to the timing of the data releases.

A third approach is the mixed-data sampling (MIDAS) regression, introduced by Ghysels et al. (2006),
and its unrestricted version [unrestrictedmixed-data sampling (U-MIDAS)] byForoni et al. (2015).MIDAS
models are tightly parameterised, parsimonious models, which allow for the inclusion of many lags of the
explanatory variables. Given their nonlinear form,MIDASmodels are typically estimated by nonlinear least
squares. U-MIDAS models are the unrestricted counterpart of MIDAS models, which can be estimated
by simple ordinary least squares (OLS), but work well only when the frequency mismatch is small.

Hepenstrick andMarcellino (2019) combine the U-MIDAS approach with the 3PRFmethod of Kelly
and Pruitt (2015) to be able to extract information from a large high frequency dataset specifically aimed
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at forecasting the low frequency target variable of interest. In their analysis, this approach works well for
nowcasting GDP growth in a variety of countries with respect to other types of mixed frequency factor
models.1,2

The U-MIDAS approach can be also used in the context of machine learning (ML) methods, which
have attracted considerable interest in the recent past. Among theMLmethodsmost commonly used for
macroeconomic nowcasting and forecasting there are both penalised linear regressions (Ridge, Lasso,
ElasticNet, etc.) andnonlinearmethods (e.g. neural networks, random trees and forests), see for example,
Goulet Coulombe et al. (2020) and Medeiros et al. (2021). Masini et al. (2021) provide an overview of
these methods and their forecasting performance in macroeconomic and financial applications.

In terms of nowcasting applications for Luxembourg, there is only a small set. Among them, Nguiffo-
Boyom (2008) estimates a monthly real activity indicator in a dynamic factor model. She evaluates its
performance for predicting real GDP by aggregating it to a quarterly level, showing that it improves the
forecasts. Nguiffo-Boyom (2014) improves the model with a mixed frequency framework. The activity
indicator is extracted from monthly and quarterly data and its forecast performance, in a mixed
frequency regression, is again found to be satisfactory. Glocker and Kaniovski (2020) estimates a
dynamic factor model which can accommodate ragged edge data and frequency mismatch. He uses it
to nowcast real goods exports, real private household consumption and employment variables. He shows
that it improves forecasts in a (pseudo) real-time framework. In the context of the Covid-19 crisis, Beine
et al. (2020) develop an ECO-SIR model. It links an epidemiological model Susceptible-Infected-
Recovered (SIR) with economic (ECO) input-output tables and is used to simulate the economic
consequences of Covid-19. Their model can also be used to simulate/nowcast real GDP growth.

Given this theoretical and empirical background, to construct and evaluate nowcasts for Luxembourg
we have collected a large set of conventional and alternative indicators (see e.g. Carriero et al., 2020; Lewis
et al., 2020; Woloszko, 2020). We focus on the mixed frequency 3PRF approach of Hepenstrick and
Marcellino (2019), labelled mixed-frequency (MF)-3PRF, considering a few other methods as bench-
marks, for comparison, and to assess the relevance of model uncertainty. This is because MF-3PRF
summarises the relevant information more efficiently than other factor approaches, and its ease of
estimation makes it suitable for frequent updating of the nowcasts. In terms of other methods, we will
consider U-MIDAS models with single indicators, to get an indication of the effects of specific variables
and data release on the GDP growth nowcasts, and the combination of the resulting nowcasts, as pooling
typically produces robust forecasts. We will also consider large dynamic factor models in state space
form, as an alternative way to summarise and exploit large mixed-frequency information sets for
nowcasting. Moreover, to ensure an up to date coverage of available methodologies, we will also
implement ML approaches. In particular, we will focus on random forests and neural networks among
our forecastingmodels, as they are among the best performers for macroeconomic forecasting according
to previous related research (see e.g., Goulet Coulombe et al., 2020; Medeiros et al., 2021).

As a preview of the results, mixed frequency dynamic factor models and neural networks perform
well, both in absolute terms and in relative termswith respect to a benchmark ARmodel, with the 3PRF a
close third best, with the advantage of computational simplicity and interpretability of the results. The
gains are larger during problematic times, such as the financial crisis and the recent Covid period. Even
the best models do not track well the Covid period, but simple models based on surveys would have done
a decent job.

The rest of this paper is organised as follows. Section 2 reviews the nowcasting models. Section 3
describes the data and the design of the nowcasting exercise. Section 4 presents the empirical results.
Section 5 summarises the main results and concludes.

1Foroni and Marcellino (2014) and Kuzin et al. (2013) compare many nowcasting approaches for several countries.
2Alternative datasets, often belonging to the ‘Big Data’ category, are also potentially useful for nowcasting, see for example,

Buono et al. (2018) for a survey of the types of data, econometric and MLmethods, and applications. The main issue is to have
access to these data, and for a long enough period of time that permits a satisfactory econometric evaluation of their
performance.
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2. Nowcasting models

In this section, we review the nowcasting models used in the analysis, providing additional details on
those less commonly used for nowcasting. We consider, in turn, U-MIDAS, mixed frequency factor
models and ML methods.

2.1. Unrestricted MIDAS

U-MIDAS model was introduced by Foroni et al. (2015, FMS), on which this subsection is based and to
whomwe refer for additional details. When the frequencymismatch is small, like in our application with
monthly and quarterly variables, U-MIDAS can be preferable to MIDAS (e.g. Ghysels et al., 2005, 2006,
2007) as it is more flexible and preserves model linearity. We discuss model specification, forecasting,
how to use this approach when many high frequency indicators are available, and how the method is
implemented in the empirical application. See also Clements and Galvão (2008) for some alternative
approaches.

2.1.1. Model specification
Let us consider a single variable y and N variables x, with y and x stationary. The x variables can be
observed for each period t, while y can be only observed every k periods. For example, k¼ 3 when t is
measured in months and y is observed quarterly (e.g. x could contain an interest rate and inflation and y
GDP growth). Let us indicate the aggregate (low) frequency by τ, while Z is the lag operator at τ
frequency, with Z¼ Lk and Zyτ ¼ yτ�1. In the sequel, HF indicates high frequency (t) and LF low
frequency (τ).

The operator

ω Lð Þ¼ω0þω1Lþ⋯þωk�1L
k�1, (1)

characterises the temporal aggregation scheme. For example, ω Lð Þ¼ 1þLþ⋯þLk�1 in the case of
flow variables and ω Lð Þ¼ 1 for stock variables.

FMS label as unrestrictedMIDAS or simplyU-MIDAS themodel whereω Lð Þyt ¼ yτ is regressed on its
own quarterly lags and on lags ofω Lð Þxit for i¼ 1,…,N . In formulae, theU-MIDASmodel (in LF) can be
written as

c Lk
� �

ω Lð Þyt ¼ δ1 Lð Þs1t�1þ⋯þδN Lð ÞsNt�1þ ϵt ,

t¼ k, 2k, 3k,…
(2)

where sit ¼ω Lð Þxit , c Lk
� �¼ 1� c1Lk�⋯� ccLkc

� �
, δi Lð Þ¼ 1�δi,1L�⋯�δi,vLvð Þ, i¼ 1,…,N . In gen-

eral, the error term ϵt has an MA structure.
Finally, let as assume that the lag orders c and v are large enough to make the error term ϵt

uncorrelated. Then, all the parameters in the U-MIDAS model (2) can be estimated by simple OLS
(while the aggregation scheme ω Lð Þ is supposed known). Moreover, from a practical point of view, the
lag order v could differ across variables, and vi and c could be selected by an information criterion such
as Bayesian Information Criteria (BIC).

2.1.2. Forecasting with U-MIDAS
To start with, let us consider the case where the forecast origin is in period t¼Tk and the forecast horizon
measured in t time is h¼ k (namely, one-step ahead in LF). Using standard formulae, the optimal
forecast (in the MSE sense and assuming that ϵt is uncorrelated) can be expressed as
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byTkþk∣Tk ¼ c1L
kþ⋯þ ccL

kc
� �

yTkþkþδ1 Lð Þbs1Tkþk�1∣Tk þ⋯þδN Lð ÞbsNTkþk�1∣Tk , (3)

wherebsiTkþj∣Tk ¼ siTkþj∣Tk for j≤T .
A problem with the expression in equation (3) is that forecasts of future values of the HF variables x

are also required. These can be obtained from the so-called reverse MIDAS regressions (Ghysels and
Valkanov, 2006), but in practice, this can be fairly complicated. Hence, a simpler approach is to use a
form of direct estimation (see e.g., Marcellino et al., 2006), and construct the forecast as

eyTkþk∣Tk ¼ ec1Lkþ⋯þeccLkc� �
yTkþkþeδ1 Lð Þs1Tk þ⋯þeδN Lð ÞsNTk , (4)

where the polynomialsec Zð Þ andeδi Lð Þ are obtained by projecting yt on information dated t�k or earlier,
for t¼ k,2k,…,Tk.

The main advantage of the U-MIDAS approach is that it allows to easily incorporate HF information
in LFmodels. In particular, suppose that the value of interest is still yTþk, but that now information up to
period Tþ1 is available (e.g. data on the first month of a given quarter becomes available). Then, the
expression in equation (3) can be easily modified to take the new information into account, the forecast
becomes:

byTkþk∣Tkþ1 ¼ c1L
kþ⋯þ ccL

kc
� �

yTkþkþδ1 Lð Þbs1Tkþk�1∣Tkþ1þ⋯þδN Lð ÞbsNTkþk�1∣Tkþ1, (5)

where bsiTkþj∣Tkþ1 ¼ siTkþj∣Tkþ1 for j≤Tþ1. Similarly, the coefficients in equation (4) would be now
obtained by projecting yt on information dated t�kþ1 or earlier and the direct forecast becomes

eyTkþk∣Tkþ1 ¼ ec1Lkþ⋯þeccLkc� �
yTkþkþeδ1 Lð Þs1Tkþ1þ⋯þeδN Lð ÞsNTkþ1, (6)

The direct approach of equation (4) can be extended to construct h-step ahead forecasts in LF. In
particular it is

yTkþhk∣Tk ¼ c1L
kþ⋯þ ccL

kc
� �

yTkþkþδ1 Lð Þs1Tk þ⋯þδN Lð ÞsNTk , (7)

where the polynomials c Zð Þ and δi Lð Þ are obtained by projecting yt on information dated t�hk or
earlier, for t¼ k,2k,…,Tk. The forecast can be updated to incorporate fresh HF information as in the
one-step ahead case.

Finally, the formulae that we have derived so far can be easily adapted to provide nowcasts for the y
variable, that is, byTk∣Tk , which is the main case of interest in our analysis. For example, timely monthly
indicators can be used to nowcast current quarter GDP growth, which is typically published around the
middle of the subsequent quarter.

2.1.3. How to handle many indicators
What happens when N , the number of available high frequency indicators, is large? From a theoretical
point of view, theU-MIDASmodel in equation (2) can have a generic number of variables, as long asN is
lower than the number of observations T . Yet, in practice, when N=T is close to one parameter
estimation uncertainty grows substantially, and this is reflected in larger forecast uncertainty. Moreover,
when N=T > 1, OLS estimation is no longer feasible. Hence, alternative solutions are needed, and three
main ones are available.

First, one can consider N U-MIDAS models, each using a single indicator. The resulting nowcasts
or forecast can be then averaged, using either equal weights, which often performs well empirically
when N is large, or weights based on the inverse MSFE or the values of information criteria over a
training sample.
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Second, one can summarise the information in the N high-frequency predictors, for example using
principal components, and then use the components as regressors. This approach is called Factor-
MIDAS in Marcellino and Schumacher (2010), who study its empirical performance in nowcasting and
forecasting.

The first two approaches are compared in nowcasting GDP growth for various countries in Kuzin
et al. (2013), who find that factor models often are slightly better than pooling single indicator models,
though the performance can be country and sample dependent. Due to this result, in the next two
sections we will also consider more elaborate mixed frequency factor models, which could further
enhance the nowcasting performance.

Finally, the third approach to handle a large number of regressors is the use of a type of classical
penalised estimation, such as Ridge or Lasso, or the adoption of Bayesian estimation, where shrinkage is
achieved by the use of proper priors on model parameters. The former approach is considered, for
example, in Bencivelli et al. (2017), the latter in Carriero et al. (2015). As the gains from these methods
with respect to pooling or factormodels are not clear-cut, and the computational costs are higher, we will
not assess their empirical performance for Luxembourg.

2.1.4. Practical implementation
As mentioned, we use direct forecasting to overcome the problem of missing observations at the end of
the sample, as with iterative procedures we would need to forecast the future values of the (many)
explanatory variables.

The lag length was selected according to the BIC information criterion, because it favours smaller
models than the Akaike information criterion (AIC) and Hannan-Quinn information criterion (HQ), and
parsimony is typically a plus for nowcasting models. When selecting the number of lags, models with
number of observations smaller than twice the number of parameters were excluded from the analysis.
Similarly, variables for which the number of observations was smaller than 10, after accounting for the
number of lags, were excluded from the analysis, to improvemodel stability and reliability of the estimators.

2.2. Mixed-frequency factor models in state space form

Mixed-frequency factor models have been often employed in the literature to handle data with different
frequencies by considering the low-frequency variable as a high-frequency one with missing observa-
tions. These models are utilised also to extract an unobserved state of the economy, to create (e.g.
coincident or financial conditions) indicators, or to forecast and nowcast GDP growth, see for example,
Mariano and Murasawa (2003, 2010) and Nunes (2005) for small scale applications and Giannone et al.
(2008), Banbura and Modugno (2014), Banbura and Ruenstler (2011) for large scale models. Banbura
et al. (2011) and Banbura et al. (2013) present overviews with a focus on Kalman filter based factor
modelling techniques.

We focus on the largemixed frequency factor model proposed by Giannone et al. (2008), to whomwe
refer for additional details. The method exploits a large number of series that are released at different
times and with different lags. The methodology the authors propose relies on the two-step estimator by
Doz et al. (2011). This framework combines principal components with the Kalman filter. First, the
parameters of the model are estimated by OLS regression on the estimated factors, where the latter are
obtained through principal components calculated on a balanced version of the dataset. Then, the
Kalman smoother is used to update the estimate of the signal variable on the basis of the entire
unbalanced panel.

More formally, the dynamic factor model of Doz et al. (2011) is given by

xtm ¼Λ f tm þ ξ tm ξ tm �Nð0, ΣξÞ, (8)
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f tm ¼
Xp
i¼1

Ai f tm�iþBηtm ηtm �Nð0, IqÞ: (9)

Equation (8) relates the N monthly series xtm to a r�1 vector of latent factors f tm , through a matrix of
factor loadings Λ, plus an idiosyncratic component ξ tm , assumed to be a multivariate white noise with
diagonal covariance matrix Σξ : Equation (9) describes the law of motion of the latent factors, which are
driven by a q�dimensional standardised white noise ηtm , where B is a r�qmatrix (r≤ q). Hence, ζ tm �
N 0,BB0ð Þ:

To deal withmissing observations (mainly at the end of the sample in their case but a similar approach
can be used for the systematically missing observations generated by the mixed frequency data), the
authors use a two-step estimator. In the first step, the parameters of the model are estimated consistently
through principal components on a balanced panel, created by dropping the variables with missing
observations (or truncating the dataset at the date of the least timely release). In the second step, the
Kalman smoother is applied to update the estimates of the factor (and the forecast) on the basis of the
entire unbalanced dataset.

Finally, we review the model by Banbura and Ruenstler (2011), who extend Giannone et al. (2008) by
integrating monthly GDP growth y∗tm as a latent variable, related to the common factors by the static
equation

y∗tm ¼ β0 f tm þ εtm , εtm �Nð0, σ2ε Þ: (10)

The quarterly GDP growth, ytm , is assumed to be the quarterly average of the monthly series:

ytm ¼
1
3

y∗tm þ y∗tm�1þ y∗tm�2

� �
: (11)

The innovations εtm ,ηtm ,ξ tm are assumed to be mutually independent at all leads and lags.
For estimation, it is convenient to cast equations (8)–(11) in state-space form. ytm is constructed in

such a way that it contains the quarterly GDP growth in the third month of each quarter, while the other
observations are treated as missing. Specifically, the state-space representation, when p¼ 1, is:

xtm
ytm

" #
¼ Λ 0 0

0 0 1

� � f tm
y∗tm
yCtm

264
375þ ξ tm

εtm

� �
, (12)

Ir 0 0

�β0 1 0

0 �1=3 1

264
375 f tmþ1

y∗tmþ1

yCtmþ1

264
375¼

A1 0 0

0 0 0

0 0 Ξtmþ1

264
375 f tm

y∗tm
yCtm

264
375þ

Bηtmþ1

0

0

264
375: (13)

The aggregation rule (11) is implemented in a recursive way, by introducing a latent cumulator
variable yCtm ¼Ξtmy

C
tm�1þ 1

3y
∗
tm
, where Ξtm ¼ 0 for tm corresponding to the first month of the

quarter and Ξtm ¼ 1 otherwise. The estimation of the model parameters follows Giannone et al.
(2008).

Marcellino and Sivec (2016) use a slightly different method to handle the systematically missing
observations caused by the mixed-frequency data, and show how to modify the procedure to allow for
some observable factors, which is relevant for economic applications. They use the resulting model to
study the propagation of various structural economic shocks.
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2.2.1. Practical implementation
Consistent with the literature on factor models, data were aligned by date and missing values at the
beginning or end of the sample were projected with an EM algorithm.3 To assure model stability, we
excluded variables which exhibited more than 70 per cent of missing values and variables for which the
longest uninterrupted-spell of missing values was higher than 30 per cent of the sample size. To improve
the likelihood of extracting factors that describe rGDP dynamics well and to match the information
content of data that entersMIDASmodels (where lagged values of rGDP are included as regressors), four
lagged values of rGDP were added to the dataset.

The number of factors was selected so that the factors jointly explain at least 60 per cent of the variance
of the dependent variable. This rule of thumb was used because formal tests tend to select a high number
of factors, which can be detrimental for forecasting purposes. The lag length in the VAR for the factors
was selected with the BIC criterion.

2.3. The mixed-frequency 3PRF

In this subsection, we consider an alternative approach to estimate mixed frequency factor models, the
3PRF, which does not require the use of the Kalman filter but is based on recursive application of (many)
OLS regressions. In addition, it permits to construct factors that are specifically targeted towards the
variable of interest, rather than simply summarising the information in the large information set
available. Specifically, we review the 3PRF and its mixed frequency version closely following, respec-
tively, Kelly and Pruitt (2015, KP) and Hepenstrick and Marcellino (2019, HM), to whom we refer for
additional details.

2.3.1. The 3PRF
Let us consider the following model:

ytþ1 ¼ β0þβ0Ft þηtþ1, (14)

zt ¼ λ0þΛFtþωt , (15)

xt ¼ ϕ0þΦFt þ εt , (16)

where y is the target variable of interest; Ft ¼ f 0t ,g
0
t

� �0
are the K ¼K f þKg common driving forces of all

variables, the unobservable factors; β¼ β0f ,0
0

� �0
, such that yt only depends on f t�1 and not also on gt�1;

zt is a small set of L proxies that are driven by the same underlying forces as yt , such thatΛ¼ Λ f ,0
� �

with

f non-singular; xt is a large set ofN weakly stationary variables, driven by both f t and gt ; and t¼ 1,…,T .
To achieve identification, when N and T diverge, the covariance of the loadings is assumed to be the
identity matrix, and the factors are orthogonal to one another. For the sake of space, we refer to KP,
Section 2.2, for precise conditions on the factors, loadings, allowed temporal and cross-sectional
dependence of the errors, and existence of proper central limit theorems.

With respect to the factor model analysed by, for example, Stock and Watson (2002), here the large
dataset xt is possibly driven by more factors than the target variable yt . Asymptotically and with a strong
factor structure, this does not matter for forecasting, as if we include more factors than those strictly
needed in equation (14), then their estimated loadings will converge to zero. However, in finite samples,
or if the f t are weak while gt are strong factors (see e.g. Onatski, 2012), estimating and using only the
required factors f t in equation (14) would be very convenient. This is a well-known problem, see for

3Data entering MIDAS models was aligned by real-time availability.
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example, Boivin and Ng (2006), who suggest some form of variable pre-selection prior to factor
extraction.

KP provide a general, elegant and simple solution to the problem of estimating in themodel (14)–(16)
f t only, based on three steps of OLS regressions (that give the name to the procedure). KP show that the
3PRF factor estimator bFt is consistent for the space spanned by the true factors. Moreover, they

demonstrate that the 3PRF based forecast bytþ1 ¼bβ0þbβ0bFt converges to the unfeasible forecast β0þ
β0Ft when N and T diverge. In addition,ffiffiffiffi

T
p bytþ1�β0þβ0Ft

� �
Qt

!d N 0,1ð Þ,

where Qt is defined in KP.
For the case in which there is just one f t factor, KP suggest directly using the target variable y as proxy

z. They refer to this case as target-proxy 3PRF. In the case of more factors, they propose to either use
proxies suggested by theory, or a simple automated procedure, which can be implemented in the
following steps, indicating a proxy by r j with j¼ 1,…,L.

• Pass 1: set r1 ¼ y, and obtain the 3PRF forecast by1t and the associated residuals e1t ¼ yt�by1t .
• Pass 2: set r2 ¼ e1, and obtain the 3PRF forecast by2t using r1 and r2 as proxies. Obtain the associated

residuals e2t ¼ yt �by2t .
• Pass L: set rL ¼ eL�1, and obtain the 3PRF forecast byLt using r1,r2,…rL as proxies.

2.3.2. The MF-3PRF
HM consider the case in which the target variable yt (or the proxies zt) are sampled at a lower frequency
than the indicators xt . This is an empirically common situation. It arises, for example, when the target
variable is GDP growth or GDP deflator inflation, which are available on a quarterly basis, while the
indicators are monthly, for example, industrial production and its components, labour market variables,
financial indicators or survey variables.

The notation of HM is similar to that used for the U-MIDAS model. In particular, HM assume that
the indicators xt can be observed for each t, while the target variable yt and the proxies zt can be only
observed every k periods. For example, k¼ 3 when t is measured in months and y is observed quarterly
(as for GDP growth). They indicate the aggregate (low) frequency by τ, the lag operator at high frequency
t by L, and the lag operator at low frequency frequency τ by Z, with Z¼ Lk so that Zyτ ¼ yτ�1. As for
U-MIDAS, HF indicates high frequency (t), LF low frequency (τ) and the operator

ω Lð Þ¼ω0þω1Lþ⋯þωk�1L
k�1 (17)

characterises the temporal aggregation scheme. In the case of GDP growth, HM can assume that the
observable quarter on quarter GDP growth is obtained by cumulating three (unobservable) monthly
month-on-month GDP growth rates, so that ω Lð Þ¼ 1þLþL2. The same transformation is applied to
the proxies zτ , so that zτ ¼ω Lð Þzt , and to each of the monthly indicators in xt , xi,t , obtaining
xi,τ ¼ω Lð Þxi,t , for τ¼ 1,2,…,T=3 (where τ is measured in quarters, so that τ¼ 1 corresponds to t¼ 3,
τ¼ 2 corresponds to t¼ 6, ..., τ¼T=3 corresponds to t¼T) and i¼ 1,…,N .

Using this notation, to cope with the frequency mismatch, HM propose modifying the steps of 3PRF
as follows.

• Pass 1: run a (time-series) regression, in low (quarterly) frequency τ, of each element of xτ , xi,τ , on the
proxy variables zτ :

xi,τ ¼ α0,iþ z0ταiþui,τ ,τ¼ 1,…,T=3
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for each i¼ 1,…N , and retain the OLS estimates bαi.
• Pass 2: run a (cross-sectional) regression of xi,t on bαi :

xi,t ¼ a0,t þbα0iFt þ εi,t , i¼ 1,…,N

for each (month) t¼ 1,…,T , and retain the OLS estimates bFt .
• Pass 3: split the estimated monthly factors bFt obtained in Pass 2 into three quarterly factors (bF1

τ , bF2

τ andbF3

τ ), where the first (second/third) new quarterly series contains the values of bFt in the first (second/

third) month of each quarter; run a (time-series) regression, in low (quarterly) frequency, of yτ on bF1

τ�1,bF2

τ�1 and bF3

τ�1 :

yτ ¼ β0þβ01bF1

τ�1þβ02bF2

τ�1þβ03bF3

τ�1þητ ,τ¼ 1,…,T=3,

retain the OLS estimates bβ0, bβ01, bβ02 and bβ03, and use them in combination with bF1

τ , bF2

τ and bF3

τ to construct

the forecast bytþ1 ¼bβ0þ bβ01bF1

t þ bβ02bF2

t þ bβ03bF3

t .
HM label the resulting procedure the mixed-frequency 3PRF, MF-3PRF. MF-3PRF inherits the

consistency properties of 3PRF, as the estimators in each step are consistent (and the fact that the
regressions in Pass 1 are static are a key element to get this result). They also discuss how to handle other
data irregularities, such as ragged edges and missing observations at the start of the sample.

Empirically, lags of bF1

t , bF2

t and bF3

t could alsomatter for forecasting the target variable, as well as lags of
the dependent variable.Wewill also experiment with this more general mixed frequency dynamicmodel
in the empirical application.

2.3.3. Practical implementation
Series withmanymissing values were treated in the same fashion as in dynamic factormodels. Data were
aligned according to date, with missing values at the beginning or end of the sample fitted with an EM
algorithm. To improve the likelihood of extracting factors that describe rGDP dynamics well, we added
four lags of rGDP to the data.

Our descriptive correlation analysis revealed that several variables in the dataset do not reflect rGDP
dynamics well. Therefore, only variables that were statistically significant in Pass 1 of the 3PRF were kept
for model estimation. Moreover, if it proved statistically significant (in sample), the forecasting equation
included a second factor, constructed using the automated proxy selection procedure described above.

2.4. Nonlinear machine learning methods

In the previous subsections, we have reviewedmethods based on the specification of a parametric model,
typically a linear regression, which links the target variable y with a, possibly big, number of explanatory
variables x. In this section, we consider othermethods that do not require an explicit linear or parametric
formulation of the relationship between y and x, focussing on those cases where x can be big, as in our
empirical analysis for Luxembourg. We consider, in turn, regression trees; random forests and neural
networks. This review is based on Buono et al. (2018), to whom we refer for additional details and
references, see also Masini et al. (2021).

2.4.1. Regression trees
Regression trees are based on a partition of the space of the dependent variable y intoM subsets Rm, with
y allocated to each subset according to a given rule andmodelled as a different constant cm in each subset.
This is a powerful idea, since it can fit various functional relationships between y and a set of explanatory
variables x, say y¼ f xð Þ, without imposing linearity or additivity, which are commonly assumed in
standard linear regression models. Let
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y¼ f xð Þ¼
XM

m¼1
cm1 x∈Rmð Þ,

where 1 denotes the indicator variable taking value 1 if the condition is satisfied, 0 otherwise. Then, given
a partition, minimising

y� f yð Þk k2 ¼
XN

i¼1
yi� f yi

� �� �2
, (18)

with respect to cm yields bcm ¼ ym, where ym denotes the sample mean of y over each region Rm:
Amuchmore difficult problem is to find the best partition in terms of minimum sum of squares (18).

Even in the two-dimensional case, that is, when k¼ 2 so that x¼ x1,x2½ �, finding the best binary partition
to minimise (18) is not computationally feasible. Instead, greedy algorithms are commonly used. The
idea is to do one split at a time. Consider a splitting variable j (where j¼ 1, ::,k) and a splitpoint s such that
a region R1 j, sð Þ is defined as

R1 j, sð Þ¼ xjx j ≤ s
	 


andR2 j, sð Þ¼ xjx j > s
	 


:

Then, equation (18) isminimisedwrt j and s: For each splitting variable, the split point s can be found and
hence by scanning through all of the variables x j, determination of the best pair ðj, sÞ is feasible. Having
found the best split, the data are partitioned into two resulting regions and the same splitting exercise is
repeated on each of the two regions. Then this process is repeated on all of the resulting regions and so
on. Howmany rounds of the algorithm are done determines how deep the resulting tree is. On one hand,
shallow trees might fail to capture the structure of the data. On the other hand, however, deeper trees
might overfit the data and hence do poorly in prediction.

A common way to proceed requires to grow a very large tree T0, which is then pruned using a penalty
function. Define a subtree T⊂T0 to be any tree that can be obtained by collapsing any number of its non-
terminal nodes. Recall that T0 partitions the space of y into M regions Rm, m¼ 1,…,M, and hence
containsM terminal nodes; and define Tj j to be the number of terminal nodes of a subtree T . DefineNm

to be the cardinality of Rm, that is, Nm ¼ xi∈Rmj j. Recall that

bcm ¼ 1
Nm

X
xi ∈ Rm

yi,

and denote the function

Qm Tð Þ¼ 1
Nm

X
xi ∈ Rm

yi�bcm� �2
:

Then a complexity criterion function can be specified in the following way

CCα Tð Þ¼
XM

m¼1
NmQm Tð ÞþαM :

The idea is to find (for a given α) a subtree Tα⊂T such that CCα Tð Þ is minimised. The tuning
parameter α≥0 governs how much large trees are penalised, so whenever α¼ 0, the solution is the full
tree T0, while large values of α result into smaller trees. It turns out that, for a given α, a unique smallest
treeT∗

α⊂T exists that minimisesCCα Tð Þ. To find T∗
α an algorithm called ‘weak link pruning’ is used. The

idea is to successively collapse subnodes that produce the smallest per-node increase in
PM

m¼1NmQm Tð Þ,
until a single root tree is obtained. Breiman et al. (1984) show that this results into a finite sequence of
subtrees that contains T∗

α:
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2.4.2. Random forests
Random forests were introduced by Breiman (2001), see for example, Biau and Scornet (2016) for a
survey. The idea is as in bagging (Breiman, 1996), but applied on regression trees: to grow a large
collection of de-correlated trees (hence the name forest) and then average them. This is achieved by
bootstrapping a random sample at each node of every tree. In order to induce ‘decorrelation’ of trees,
when growing trees, before each split, select a subset of the input variables at random as candidates for
splitting. This prevents the ‘strong’ predictors imposing too much structure on the trunk of the tree.

Although their asymptotic properties are not fully understood yet, in particular for serially correlated
variables, random forests can deliver good out-of-sample performance for macroeconomic variables,
documented for instance inMedeiros et al. (2021), Goulet Coulombe (2020), andGoulet Coulombe et al.
(2020).

2.4.3. Practical implementation
As with the 3PRF, it proved useful to pre-select the explanatory variables, to get rid of those least
correlated with rGDP. To respect consistency of variable selection acrossmodels, we utilised step 1 of the
3PRF to select them. The Matlab’s function that fits regression ensembles (random forests in our case)
handles missing values automatically. Hyper parameters were determined by cross-validation. We also
implemented the Bergmeir et al. (2015) cross-validation procedure for time-series but, unfortunately, it
proved less successful than ignoring the time-series nature of data. This finding is likely driven by the
short length of our dataset. We utilised Matlab’s default boosting algorithm (LSBoost) to generate
regression ensembles.

2.4.4. Deep learning and neural networks
Artificial neural networks (ANNs) are a family of models inspired by biological neural networks and are
used to approximate functions and recognise patterns that can depend on a large number of inputs and
are unknown. They are generally presented as systems of interconnected components which exchange
messages between each other. The connections have weights that can be tuned based on experience,
making neural nets adaptive to inputs and capable of learning; see for example, Blake and Kapetanios
(2010) for more detailed information.

While the application of ANNs to econometric nowcasting has producedmixed results, we note them
as they have recently given rise to methods collectively known as deep learning. Deep learning is
essentially a multilayered ANN model, which has been shown to have good pattern recognition
properties; see Hinton and Salakhutdinov (2006). Typically, a large temporal dimension is needed, as
the multilayered ANN model has a considerable number of parameters that need to be estimated. Let

yt ¼ δþα0μ xtð Þþ ϵt: (19)

Neural networks provide an approximation of the unknown function μ :ð Þ and their approximation
properties have been established formally in the literature (see e.g. Hornik et al., 1989).

In practice, as with other ML methods, it is common to split the dataset into three subsets:
training, validation and testing sets. The training set is used to adjust the weights of the network; the
validation set is used to minimise the overfitting through choosing values of hyperparameters and
selecting the appropriate model. Finally, the testing set is used to confirm the actual out-of-sample
predictive power of the model. Deep learning has been applied in financial applications: for example,
Sirignano et al. (2016) use neural networks to analyse mortgage risk using a dataset of over
120 million prime and subprime U.S. mortgages between 1995 and 2014. Heaton et al. (2016a,
2016b) also employ neural networks in the context of portfolio theory. Macroeconomic applications
are typically less successful, likely due to the shorter samples available that do not permit a good
training of the network.
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2.4.5. Practical implementation
Pass 1 of the 3PRF was used to pre-select the predictors. Due to high computational burden neural
networks were estimated on a quarterly frequency andmissing values were fitted with the EM algorithm.
The fist part (80 per cent) of each sample was used for parameter estimation, and the remaining part
(20 per cent) for validation. In practice, the number of hidden layers is often set to 1 or 2. We report
results for networks with one hidden layer as they performed better in the validation set. The optimal
number of nodes is often selected in a trial and error procedure, with the upper bound set at once or twice
the number of explanatory variables. Since our samples are rather short, we estimated networks with
5, 10, 25, 50 and 100 nodes, with the selected number of nodes determined by minimising the root mean
square forecast error (RMSE) over the validation sample. We tested plain-vanilla and long-short term
memory layers (LTSM). The latter explicitly take into account the time-series properties of our data.
LTSM layers produced superior results on the validation sample. Therefore, the results reported in the
next section refer to LTSM-layered neural networks, estimated with the Adam algorithm.

3. Data and design of the nowcasting exercise

In this section, we describe the data and design of the nowcasting exercise, which is based on the models
discussed in the previous section and for which results are presented in the next section.

3.1. Data

To nowcast real GDP growth in Luxembourg using mixed frequency models, we collected a large and
varied dataset. Collected series refer to different economic areas are of different length or frequency and
are available with a diverse publication lag. We use conventional activity indicators (employment,
industrial production, etc.) as well as alternative indicators (electricity consumption, traffic data, etc.).

The conventional series are commonly used at Statec for nowcasting and forecasting real GDP
(rGDP). We organised them into 11 thematic groups: Banking: credit, debt securities, cash, ...; Employ-
ment: employment, hours worked, labour cost, ...; Output: industrial production, foreign output, iron
and steel production, ...; Prices: producer prices, deflators, iron and steel prices, ...; Exchange rates: real
effective exchange rate, ...; Trade: imports, exports, ...; Stock prices: stock indices, volatility of indices, ...;
Interest rates: money market rate, bond rate, ...; Income: wages, taxes on wages, ...; Housing: house price
index, ...; Consumption: household consumption, ... Conventional series are typically of monthly and
quarterly frequency (except most financial variables). Monthly series are released with a 20–60 days
delay with respect to the reference period (e.g. unemployment vs. total credit) and start between January
1985 and December 2014 (unemployment vs. credit to households). Quarterly aggregate series are
available from 1985Q1 or from the early 1990s. They are released with a 60–115 days delay. We also
include business and consumer surveys (European Commission). In particular, monthly survey indi-
cators for industry, building, retail, services and consumer sector for Luxembourg, neighbouring
countries and the euro area since January 1985. These indicators are released before the end of each
month whichmakes them themost timely among the conventional series. For the conventional series we
use final vintage data, but take into proper account the delays in data releases, as real time data are not
easily available. The use of final vintages is not relevant for some of the most promising indicators for
nowcasting, as surveys and financial variables are not revised.4

Alternative indicators include series that are not traditionally used in the construction of national
accounts or for forecasting GDP growth. These series are typically available in real-time or with a
publication lag shorter than 1 month. Therefore, they could be particularly useful in nowcasting GDP.

4The list of the series and transformations is available upon request.
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Unfortunately, they are often either of insufficient range to be included in formal econometric models or
not publicly available. After a careful search, we will consider the following alternative series5:

• Fuel sales data from petrol stations: Consumption in cubic tons. Monthly data available since January
2000 and weekly since January 2019. Monthly data are included in the analysis.

• Google trends: We collected monthly series from January 2004 onward. The data includes Google
keyword searches (e.g. Adem, part-time working, credit, ...), Google categories (finance, real-estate, ...)
and topics (unemployment, crisis, ...). Data are included in the main analysis, with a coverage overall
comparable to that in Woloszko (2020).

• Short-term state aid data: Monthly data on various short-term state aid categories. Variable availability
depends on the category (April 1998, October 2001, January 2009 and March 2020), longer series
included in the analysis.

•New car registrations data: Monthly data of total new car registrations. Available for Luxembourg and
neighbouring countries since January 1990, included in the analysis.

Finally, we target the first release of real GDP. This release is naturally less reliable than the second
one, but closely monitored by the media and policy makers, and often relevant for policy decisions.

3.2. Design of the nowcasting exercise

We nowcast real GDP growth several times for each quarter. Specifically, we formulate nowcasting
models v¼ 5 times for each vintage, at the end of each first week in themonths leading up to the release of
the first estimate of real GDP. For example, for vintage 2020Q1, which refers to the period up to the 31st
of March and is released 85 days after the 31st of March, we nowcast it on the 7th of January (Mm2—
reference period minus 2 months), 7th of February (Mm1—reference period minus 1 month), 7th of
March (M0—reference periods minus 0months), 7th of April (M1—reference period plus 1month) and
7th ofMay (M2—reference period plus 2months).We stop short in the secondmonth after the vintage’s
reference period (in M2) because at the end of this month the Luxembourg official statistics office
produces the unofficial early-release estimate of real GDP.

For each real GDP vintage and its corresponding nowcasting month (Mm2,...,M2), the explanatory
variables included in the models are selected in such a way that their single most recent observation is
used, also taking into account the delays in data releases. For example, if we forecast real GDP vintage
2020Q1 in month M0 we use the value of x available on the 7th of March. This might be, for example,
industrial production from January 2020 or a Google popularity of search-term ‘unemployment’ for
February 2020 or a term spread for (the first week of) March 2020.

Finally, we consider nowcasting over the full evaluation sample 2006Q3–2020Q3, but also over
several subperiods, as different models can perform differently in crisis and normal periods.6 The
subperiods include two normal periods (pre-financial crisis from 2006Q3 to 2008Q1 and post-sovereign
crisis from 2013Q2 to 2020Q1) and three crisis periods (the 2007 financial crisis from 2008Q2 to
2009Q4, the sovereign crisis from 2010Q1 to 2013Q1 and the Covid pandemic, 2020Q2 and Q3). The
periods were selected by visual inspection of Luxembourg’s rGDP (see Figure 1).

5Besides the included alternative data, we have also considered other options, but in the end, they were not included for
various reasons, typically a too short sample size. A list of the considered data (with in parenthesis the reason for not using them)
includes: (A) Credit card transaction data (we could only get data from March 2020 onward). (B) Electricity consumption
(weekly kWs, we could only get data from January 2019). (C) Google mobility data (daily indexes of mobility dynamics, we
could only get data from 15 February 2020 onward). (D) Apple mobility trends (daily indexes of mobility dynamics, we could
only get data from 13 January 2020 onward). (E) Road traffic data [road tolls, available for the last 5 years but irregularly updated
(approximately twice per year)]. (F) Bookings and restaurants data specific for Luxembourg (no response from Wedely,
Livraison, Seetransparent). (G) Online real-estate data specific for Luxembourg (Athome.lu shared their data but only from
January 2020 onward).

6See for example, the chapter on forecasting output in Granger et al. (2006).
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4. Empirical results

We now compare first the nowcasting performance for Luxembourg of the models described in
Section 2, then assess the performance of specific indicators, grouped by type. As mentioned, results
are based on recursive estimation and forecasting, with the forecast evaluation period ranging from
2006Q3 until 2020Q3.

4.1. Model performance

We provide results based on all indicators and on a subset of the five best performing indicators,
considering five nowcast horizons [from the first month of the target quarter (Mm2) to the second
month of the following quarter (M2)] and also various temporal subperiods, characterised by different
GDP growth behaviour. To avoid excess fragmentation of results, when commenting we try to single out
an important category (e.g. fin-crisis period) and average over the remaining dimensions (e.g. over
nowcast horizons).

We use the RMSE and themean absolute error (MAE) as the evaluation criteria, with the formermore
commonly adopted and the latter more robust to the presence of extreme forecast errors.7 The forecast
error is computed using the first release of GDP growth as target, as this is the most relevant release from
a policy point of view.

Figure 1. (Colour online) Quarterly real GDP growth, Luxembourg, vintage 2020Q1
Note: Figure displays real GDP growth rates for Luxembourg between 1995Q1 and 2020Q1. Blue line is Q-on-Q growth and orange line
is Y-onY growth rate. Vertical dashed lines separate pre-crisis period, financial crisis, sovereign crisis and post-crisis period.
Statec data.

7Which statistic should be used depends on the loss function of the user? If the user cares substantially about sporadic large
nowcast errors, she should consider RMSE. If instead she is less concernedwith occasional large errors andmore focussed on the
models overall performance, she should consider MAE.
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Models and variables are compared according to the value of the loss function (e.g. RMSEs for top
5 performing variables) and in relative terms (e.g. RMSEs are expressed relative to benchmark AR
model), whichever option better conveys the information. We first focus on model performance
(Tables 1 and 2) and then consider the performance of specific variables (Tables 3 and 4).

Table 1 displays RMSE (left panel) and MAE (right panel) for seven nowcasting models and by
nowcast horizon. Table 2 displays them by subperiods. Both tables contain RMSE andMAE values in the
upper panel and ratios relative to the benchmark quarterly ARmodel in the lower panel.We compare the
following models: ARX (single frequency autoregressive model with exogenous predictor), MIDAS
(unrestricted mixed data sampling model), DFM (large factor model estimated on a quarterly fre-
quency), MFDFM (large mixed frequency factor models estimated with quarterly and monthly data),
3PRF (mixed-frequency three pass regression filter), RANFOR (random forests) and NN (neural
networks). The rows labelled TOP5 ARX and TOP5 MIDAS display the average of the RMSE and
MAE for the five best performing regressors in the ARX and MIDAS models, where the best regressors
are selected ex-post (hence, these values are not really achievable, they are used mainly for comparison
with the the feasible MIDAS, factor and 3PRF and ML models). When comparing performance relative
to the benchmark model entries larger (smaller) than one indicate that a specific model performs worse
(better) than the benchmark.

We observe from Table 1 that nowcasts generally improve over horizons, both relative to the AR
model and in values, as more information becomes available and is included in the models. Naturally,
when more information becomes available the nowcasts become more accurate.8

It turns out that ARX and MIDAS models often perform similar as the AR model (ratios are close to
1). The reason is twofold. First, we report RMSEs and MAEs averaged over all exogenous predictors.
Among those predictors, some or most do not carry significant information for nowcasting rGDP.
Therefore, the regression coefficient related to these regressors tends to be close to zero. These regressors
increase parameter uncertainty while contributing little to nowcasting performance. This can be deduced
by comparing the RMSEs (or MAEs) of ARX and MIDAS with those for TOP5 ARX and TOP5MIDAS
that, as mentioned, average the RMSEs (or MAEs) for the five best performing regressors only. The
RMSEs are now 10–25 per cent lower compared to the AR model. This indicates that some variables are
quite successful in decreasing nowcast errors, and a careful pre-selection of indicators is needed to
achieve good performance. Yet, it can be difficult to find the best indicators in real time, and the ranking
can change over time.Hence, factor basedmethods, which implicitly do variable weighting, can be a good
second best. In particular, as we have seen in Section 2, the 3PRFmodel implicitly up-weights successful
predictors and down-weights unsuccessful ones. This is likely reflected in the good performance of
dynamic factor models and 3PRF, which comes close to the TOP5 models.

The second reason for the larger relative RMSE and MAE of ARX and MIDAS models is the rather
short available sample period. In short samples, over-fitting the data is common, even when including
potentially valuable predictors. Therefore, it can be sometimes beneficial to exclude marginally signif-
icant predictors to trade some bias for lower variance. An AR model is an extreme example of such
predictor exclusion.

8The only exception is the ARmodel where almost no gain is observed. Further inspection revealed that this is likely a result
of a peculiarity of Luxembourg’s rGDP dynamics. rGDP typically exhibits an auto-correlation function with a positively
correlated first lag of rGDP which tends to decay to zero with further lags. By contrast, Luxembourg’s rGDP exhibits a weak
negative auto-correlation for the first lag and a stronger positive auto-correlation for the second lag. This explains why the AR
model performs similar in earlier nowcastingmonths (e.g. from January toMarch forQ1). In the earlier nowcastingmonths, the
weak and negatively correlated first lag of rGDP is not available and therefore the AR model only takes into account the more
strongly positively correlated second lag of rGDP (e.g. when nowcasting rGDP 2020Q1, rGDP 2019Q4 is unavailable up to
March 2020, so that the first lag becomes rGDP 2019Q3). In later nowcasting months (e.g. April and May for Q1) the first lag
(weakly and negatively correlated with rGDP) becomes available.
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Table 1. Comparison of models for nowcasting GDP growth by horizons

RMSE and MAE values

RMSE MAE

Model
Horizon
Mm2

Horizon
Mm1

Horizon
M0

Horizon
M1

Horizon
M2 Model

Horizon
Mm2

Horizon
Mm1

Horizon
M0

Horizon
M1

Horizon
M2

AR 2.21 2.21 2.21 2.21 2.21 AR 1.30 1.30 1.30 1.27 1.27

ARX 2.21 2.21 2.19 2.20 2.20 ARX 1.30 1.30 1.29 1.31 1.30

MIDAS 2.21 2.21 2.21 2.22 2.22 MIDAS 1.30 1.30 1.30 1.31 1.31

DFM 2.13 2.06 2.04 2.08 2.04 DFM 1.20 1.19 1.19 1.21 1.11

MFDFM 2.07 1.99 1.90 1.93 1.92 MFDFM 1.20 1.22 1.13 1.13 1.12

3PRF 2.11 2.10 2.07 2.06 2.05 3PRF 1.23 1.23 1.18 1.20 1.21

NN 2.10 2.00 2.07 2.05 1.90 NN 1.20 1.15 1.21 1.18 1.12

RANFOR 2.15 2.13 2.13 2.09 2.32 RANFOR 1.33 1.29 1.29 1.31 1.66

TOP5 ARX 2.00 1.85 1.81 1.66 1.66 TOP5 ARX 1.19 1.16 1.12 1.09 1.09

TOP5
MIDAS

2.00 1.90 1.84 1.75 1.78 TOP5
MIDAS

1.18 1.18 1.13 1.14 1.14

AVERAGE 2.15 2.11 2.10 2.11 2.11 AVERAGE 1.26 1.25 1.24 1.24 1.26

RMSE and MAE ratios to the benchmark AR model

RMSE MAE

Model
Horizon
Mm2

Horizon
Mm1

Horizon
M0

Horizon
M1

Horizon
M2 Model

Horizon
Mm2

Horizon
Mm1

Horizon
M0

Horizon
M1

Horizon
M2

ARX 1.00 1.00 0.99 0.99 0.99 ARX 1.00 1.00 1.00 1.03 1.03

MIDAS 1.00 1.00 1.00 1.00 1.00 MIDAS 1.00 1.01 1.00 1.03 1.03

DFM 0.96 0.93 0.92 0.94 0.92 DFM 0.93 0.92 0.92 0.95 0.88

MFDFM 0.93 0.90 0.86 0.87 0.87 MFDFM 0.93 0.94 0.87 0.89 0.88

(Continued)
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Table 1. Continued

RMSE and MAE ratios to the benchmark AR model

RMSE MAE

Model
Horizon
Mm2

Horizon
Mm1

Horizon
M0

Horizon
M1

Horizon
M2 Model

Horizon
Mm2

Horizon
Mm1

Horizon
M0

Horizon
M1

Horizon
M2

3PRF 0.95 0.95 0.94 0.93 0.93 3PRF 0.95 0.95 0.91 0.95 0.95

NN 0.95 0.91 0.93 0.92 0.86 NN 0.93 0.88 0.94 0.93 0.88

RANFOR 0.97 0.96 0.96 0.94 1.05 RANFOR 1.03 1.00 1.00 1.03 1.31

TOP5 ARX 0.90 0.84 0.82 0.75 0.75 TOP5 ARX 0.92 0.89 0.86 0.86 0.86

TOP5
MIDAS

0.90 0.86 0.83 0.79 0.80 TOP5
MIDAS

0.91 0.91 0.87 0.90 0.90

AVERAGE 0.97 0.95 0.94 0.94 0.94 AVERAGE 0.97 0.96 0.95 0.97 1.00

Note: Table displays RMSEs (root mean square forecast errors; left panel) and MAEs (mean absolute errors; right panel) values (upper panel) and ratios (lower panel) for five nowcasting models: AR (autoregressive
model), ARX (autoregressive model with one exogenous regressor), MIDAS (mixed data sampling model with an AR term and one high frequency regressor), DFM (dynamic factor model estimated at a quarterly
frequency), MFDFM (mixed frequency dynamic factormodel with quarterly andmonthly variables) and 3PRF (mixed-frequency three pass regression filter). RMSE andMAE ratios (lower panel) are expressed relative to
best-performing ARmodel. Higher values reflect higher nowcast errors (upper panel) or worse performance relative to ARmodel (lower panel). We also present (unfeasible) average RMSE andMAE for (ex-post) top five
performing variables for the ARX and MIDAS models. Models are compared for five nowcast horizons (see Section 3.2 Design of the nowcasting exercise).
Abbreviations: NN, neural networks; RANFOR, random forests.
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Table 2. Comparison of models for nowcasting GDP growth by periods

RMSE and MAE values

RMSE MAE

Model
Pre-
crisis

Fin-
crisis

Svn-
crisis

Post-
crisis Covid

Full
period Model

Pre-
crisis

Fin-
crisis

Svn-
crisis

Post-
crisis Covid

Full
period

AR 0.39 3.16 1.26 1.04 8.88 2.21 AR 0.36 2.48 1.07 0.78 8.83 1.28

ARX 0.50 6.13 2.24 1.10 8.81 2.20 ARX 0.41 3.06 1.23 0.81 8.73 1.30

MIDAS 0.51 3.48 1.36 1.09 8.90 2.22 MIDAS 0.42 2.61 1.10 0.81 8.79 1.30

DFM 0.40 2.50 1.16 1.09 8.62 2.07 DFM 0.32 1.80 0.97 0.82 8.37 1.18

MFDFM 0.39 2.40 1.12 1.14 7.90 1.96 MFDFM 0.34 1.79 0.92 0.86 7.55 1.16

3PRF 0.48 2.70 1.17 1.05 8.51 2.08 3PRF 0.40 2.07 1.00 0.77 8.48 1.21

NN 0.38 2.73 1.07 1.04 8.23 2.03 NN 0.31 2.19 0.88 0.77 8.15 1.17

RANFOR 1.00 2.79 1.40 1.16 8.44 2.16 RANFOR 0.82 2.23 1.22 0.88 8.40 1.38

TOP5 ARX 0.34 2.23 1.02 0.99 7.19 1.93 TOP5 ARX 0.28 1.80 0.82 0.73 6.84 1.16

TOP5
MIDAS

0.35 2.40 1.01 0.99 7.57 2.00 TOP5
MIDAS

0.29 1.88 0.81 0.72 7.19 1.18

AVERAGE 0.51 3.24 1.35 1.09 8.54 2.12 AVERAGE 0.42 2.28 1.05 0.81 8.41 1.25

RMSE and MAE ratios to the benchmark AR model

RMSE MAE

Model
Pre-
crisis

Fin-
crisis

Svn-
crisis

Post-
crisis

Covid Full
period Model

Pre-
crisis

Fin-
crisis

Svn-
crisis

Post-
crisis

Covid Full
period

ARX 1.26 1.94 1.78 1.06 0.99 1.00 ARX 1.16 1.23 1.14 1.05 0.99 1.01

MIDAS 1.28 1.10 1.08 1.05 1.00 1.00 MIDAS 1.18 1.05 1.02 1.04 1.00 1.02

DFM 1.02 0.79 0.92 1.05 0.97 0.93 DFM 0.91 0.72 0.90 1.06 0.95 0.92

MFDFM 1.00 0.76 0.89 1.10 0.89 0.89 MFDFM 0.96 0.72 0.86 1.11 0.85 0.90
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Table 2. Continued

RMSE and MAE ratios to the benchmark AR model

RMSE MAE

Model
Pre-
crisis

Fin-
crisis

Svn-
crisis

Post-
crisis

Covid Full
period Model

Pre-
crisis

Fin-
crisis

Svn-
crisis

Post-
crisis

Covid Full
period

3PRF 1.22 0.85 0.93 1.01 0.96 0.94 3PRF 1.12 0.83 0.93 1.00 0.96 0.94

NN 0.96 0.87 0.85 1.00 0.93 0.91 NN 0.88 0.88 0.82 0.99 0.92 0.91

RANFOR 2.52 0.88 1.11 1.12 0.95 0.98 RANFOR 2.29 0.90 1.13 1.13 0.95 1.07

TOP5 ARX 0.86 0.71 0.81 0.95 0.81 0.87 TOP5 ARX 0.80 0.73 0.77 0.94 0.77 0.91

TOP5
MIDAS

0.89 0.76 0.80 0.95 0.85 0.90 TOP5
MIDAS

0.81 0.76 0.75 0.93 0.81 0.92

AVERAGE 1.32 1.03 1.08 1.06 0.96 0.95 AVERAGE 1.21 0.91 0.97 1.05 0.95 0.97

Note: Table displays RMSEs (root mean square forecast errors; left panel) and MAEs (mean absolute errors; right panel) values (upper panel) and ratios (lower panel) for five nowcasting models: AR (autoregressive
model), ARX (autoregressive model with one exogenous regressor), MIDAS (mixed data sampling model with an AR term and one high frequency regressor), DFM (dynamic factor model estimated at a quarterly
frequency), MFDFM (mixed frequency dynamic factor model with quarterly and monthly variables), 3PRF (mixed-frequency three pass regression filter). RMSE and MAE ratios (lower panel) are expressed relative to
best-performing ARmodel. Higher values reflect higher nowcast errors (upper panel) or worse performance relative to ARmodel (lower panel). We also present (unfeasible) average RMSE andMAE for (ex-post) top five
performing variables for the ARX and MIDAS models. Models are compared for five subperiods (see Section 3.2 Design of the nowcasting exercise).
Abbreviations: NN, neural networks; RANFOR, random forests.
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Table 3. Top 5 variables by data group

ARX models MIDAS models

— Alternative —

Description Mnemonic RMSE Description Mnemonic MAE Description Mnemonic RMSE Description Mnemonic MAE

Vehicle registrations VEH_REG_BE 2.07 Vehicle registrations VEH_REG_LU 1.24 Vehicle registrations VEH_REG_DE 2.13 Vehicle reg. IMAVOITPART_M 1.24

Vehicle registrations VEH_REG_LU 2.17 Vehicle reg. IMAVOITPART_M 1.24 Vehicle registrations VEH_REG_BE 2.18 Vehicle
registrations

VEH_REG_LU 1.24

Vehicle reg. IMAVOITPART_M 2.19 Vehicle registrations VEH_REG_BE 1.26 Vehicle reg. IMAVOITPART_M 2.19 Vehicle
registrations

VEH_REG_BE 1.28

Road fuel sales (petrols) ROAD_FUEL 2.20 Vehicle registrations VEH_REG_FR 1.28 Road fuel sales
(petrols)

ROAD_FUEL 2.21 Vehicle registrations VEH_REG_FR 1.29

Vehicle registrations VEH_REG_EA 2.21 Road fuel sales (petrols) ROAD_FUEL 1.29 Vehicle registrations VEH_REG_LU 2.21 Road fuel sales
(petrols)

ROAD_FUEL 1.29

AVERAGE 2.17 AVERAGE 1.26 AVERAGE 2.18 AVERAGE 1.27

— Banking —

Description Mnemonic RMSE Description Mnemonic MAE Description Mnemonic RMSE Description Mnemonic MAE

Credit by deposit banks
to EZ

CRED_BNQ_ZE 2.10 Credit by deposit banks to
row

CRED_BNQ_RDM 1.24 Credit by deposit
banks to EZ

CRED_BNQ_ZE 2.13 Credit by deposit
banks to row

CRED_BNQ_RDM 1.22

Debt. Sec. by credit inst.
by pub. Admin.

POR_AUT_APU 2.17 Credit to HH and non-profits
for re. from Lux.

CRED_MEN_IMO_LUX 1.25 Credit to HH and non-
profits for re. from
EZ

CRED_MEN_IMO_ZE 2.17 Credit by pub. Admin.
to EZ

CRED_APU_ZE 1.25

Credit by deposit banks
to row

CRED_BNQ_RDM 2.18 Credit by pub. Admin. to Lux. CRED_APU_LUX 1.26 Credit by deposit
banks to row

CRED_BNQ_RDM 2.18 Credit to HH and non-
profits for re. from
EZ

CRED_MEN_IMO_ZE 1.26

Credit to HH and non-
profits for re. from EZ

CRED_MEN_IMO_ZE 2.18 Credit by other sec. to Lux. CRED_AUT_LUX 1.26 Credit to HH and non-
profits for re. from
Lux.

CRED_MEN_IMO_LUX 2.18 Credit to HH and non-
profits for re. from
Lux.

CRED_MEN_IMO_LUX 1.26

Credit to HH and non-
profits for re. from
Lux.

CRED_MEN_IMO_LUX 2.19 Credit by insur. and pen.
Funds to EZ

CRED_ASS_ZE 1.26 Shares PORT_ACT_TOT 2.19 Credit by pub. Admin.
to Lux.

CRED_APU_LUX 1.26

AVERAGE 2.17 AVERAGE 1.25 AVERAGE 2.17 AVERAGE 1.25

— Employment —

Description Mnemonic RMSE Description Mnemonic MAE Description Mnemonic RMSE Description Mnemonic MAE

Registered unemployed U_M 2.14 cross-border workers FRIN_M 1.26 Registered
unemployed

U_M 2.09 Cross-border workers FRIN_M 1.24

(Continued)
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Table 3. Continued

— Employment —

Description Mnemonic RMSE Description Mnemonic MAE Description Mnemonic RMSE Description Mnemonic MAE

Paid working hours HOTOT_M 2.16 Paid working hours HOTOT_M 1.26 Paid working hours HOTOT_M 2.14 Paid working hours HOTOT_M 1.24

Cross-border workers FRIN_M 2.17 Residents leaving FONCT_prev_M 1.26 Cross-border workers FRIN_M 2.15 Dependent employees
(interior concept)

NSAL_M 1.26

Dependent employees
(interior concept)

NSAL_M 2.18 Dependent employees
(interior concept)

NSAL_M 1.27 Unemployment—FR
(ILO)

U_FR_M 2.16 Residents leaving FONCT_prev_M 1.26

Employment EMP_M 2.18 Employment EMP_M 1.28 Dependent employees
(interior concept)

NSAL_M 2.17 Employment EMP_M 1.27

AVERAGE 2.16 AVERAGE 1.27 AVERAGE 2.14 AVERAGE 1.26

— Exchange rates —

Description Mnemonic RMSE Description Mnemonic MAE Description Mnemonic RMSE Description Mnemonic MAE

Real effective ER ind. REERLU_M 2.25 Real effective ER ind. REERLU_M 1.35 Real effective ER ind. REERLU_M 2.26 Real effective ER ind. REERLU_M 1.34

AVERAGE 0 2.25 AVERAGE 0 1.35 AVERAGE 0 2.26 AVERAGE 0 1.34

— Interest rates —

Description Mnemonic RMSE Description Mnemonic MAE Description Mnemonic RMSE Description Mnemonic MAE

Reuters, Euribor 1-month EURIBOR1M 2.14 Reuters, Euribor 1-month EURIBOR1M 1.26 Reuters, Euribor
6-month

EURIBOR6M 2.14 Reuters, Euribor
1-month

EURIBOR1M 1.27

Reuters, Euribor 6-month EURIBOR6M 2.15 Deposit rate up to 3 m DEP_UNDER3M 1.27 Reuters, Euribor
1-month

EURIBOR1M 2.14 Reuters, Euribor
6-month

EURIBOR6M 1.27

EURIBOR 3 M TICTEUR_M 2.16 EURIBOR 3 M TICTEUR_M 1.27 EURIBOR 3 M TICTEUR_M 2.15 Deposit rate up to 3 m DEP_UNDER3M 1.28

ECB, Eonia rate EONIA 2.17 Reuters, Euribor 6-month EURIBOR6M 1.28 Reuters, Euribor 1-year EURIBOR1Y 2.17 EURIBOR 3 M TICTEUR_M 1.28

Reuters, Euribor 1-year EURIBOR1Y 2.20 ECB, Eonia rate EONIA 1.29 ECB, Eonia rate EONIA 2.18 ECB, Eonia rate EONIA 1.28

AVERAGE 2.16 AVERAGE 1.27 AVERAGE 2.16 AVERAGE 1.28

— Prices —

Description Mnemonic RMSE Description Mnemonic MAE Description Mnemonic RMSE Description Mnemonic MAE

Price deflator goods and
ser.

I00_M 2.20 Export prices P_XBEA_Q 1.30 Prod. PI in manu. P_PPIEA_M 2.23 Prod. PI in manu. P_PPIEA_M 1.32

Export prices P_XBEA_Q 2.21 Price deflator goods and ser. I00_M 1.31 Price deflator goods
and ser.

I00_M 2.29 Price deflator goods
and ser.

I00_M 1.37

(Continued)
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Table 3. Continued

— Prices —

Description Mnemonic RMSE Description Mnemonic MAE Description Mnemonic RMSE Description Mnemonic MAE

Prod. PI in manu. P_PPIEA_M 2.27 Prod. PI in manu. P_PPIEA_M 1.34 Iron and steel PI P_MET_M 2.40 Iron and steel PI P_MET_M 1.45

Iron and steel PI P_MET_M 2.43 Iron and steel PI P_MET_M 1.47 Ind. Prod. PI P_TOTIND_M 2.44 Ind. Prod. PI P_TOTIND_M 1.48

Ind. Prod. PI P_TOTIND_M 2.44 Ind. Prod. PI P_TOTIND_M 1.50

AVERAGE 2.31 AVERAGE 1.38 AVERAGE 2.34 AVERAGE 1.40

— Stock prices —

Description Mnemonic RMSE Description Mnemonic MAE Description Mnemonic RMSE Description Mnemonic MAE

LU stock index, LUXX LUXX 2.01 ez stock vol. index VSTOXX_M 1.24 LU stock index, LUXX LUXX 2.07 LU stock index, LUXX LUXX 1.26

ez stock index STOXX50_M 2.03 ez stock index STOXX50_M 1.25 ez stock index STOXX50_M 2.07 ez stock vol. index VSTOXX_M 1.26

ez stock vol. index VSTOXX_M 2.06 LU stock index, LUXX LUXX 1.26 ez stock vol. index VSTOXX_M 2.10 ez stock index STOXX50_M 1.26

BE stock index, BEL20 BEL20 2.11 DE stock index, DAX30 DAX30 1.28 BE stock index, BEL20 BEL20 2.12 FR stock index, CAC40 CAC40 1.29

FR stock index, CAC40 CAC40 2.14 FR stock index, CAC40 CAC40 1.29 DE stock index, DAX30 DAX30 2.15 DE stock index, DAX30 DAX30 1.30

AVERAGE 2.07 AVERAGE 1.26 AVERAGE 2.10 AVERAGE 1.27

— Survey —

Description Mnemonic RMSE Description Mnemonic MAE Description Mnemonic RMSE Description Mnemonic MAE

Services—
past demand,
balance

SERV_EU_TOT_
2_BS_M

1.84 Services—past demand,
balance

SERV_EU_TOT_
2_BS_M

1.12 Services—confidence
indicator, balance

SERV_FR_TOT_COF_BS_M 1.98 Services—past
demand, balance

SERV_EA_TOT_2_BS_M 1.16

Services—
past demand,
balance

SERV_EA_TOT_
2_BS_M

1.86 Services—past demand,
balance

SERV_EA_TOT_
2_BS_M

1.13 Services—past
demand, balance

SERV_EA_TOT_2_BS_M 1.99 Services—
past demand,
balance

SERV_EU_TOT_
2_BS_M

1.17

Industry—confidence
indicator, balance

INDU_EU_TOT_
COF_BS_M

1.98 Services—future demand,
balance

SERV_BE_TOT_
3_BS_M

1.18 Services—past
demand, balance

SERV_EU_TOT_2_BS_M 2.00 Services—future
demand, balance

SERV_BE_TOT_3_BS_M 1.17

Building—past activity,
balance

BUIL_BE_TOT_
1_BS_M

1.99 Services—confidence
indicator, balance

SERV_FR_TOT_
COF_BS_M

1.19 Industry—current
orders, balance

INDU_EU_TOT_2_BS_M 2.00 Services—future
employment,
balance

SERV_EA_TOT_5_BS_M 1.21

(Continued)
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Table 3. Continued

— Survey —

Description Mnemonic RMSE Description Mnemonic MAE Description Mnemonic RMSE Description Mnemonic MAE

Services—
confidence indicator,
balance

SERV_FR_TOT_
COF_BS_M

2.00 Services—confidence
indicator, balance

SERV_EU_TOT_
COF_BS_M

1.19 Services—past
activity, balance

SERV_FR_TOT_1_BS_M 2.02 Services—confidence
indicator, balance

SERV_EU_TOT_COF_BS_M 1.21

AVERAGE 1.93 AVERAGE 1.16 AVERAGE 2.00 AVERAGE 1.18

— Trade —

Description Mnemonic RMSE Description Mnemonic MAE Description Mnemonic RMSE Description Mnemonic MAE

Imports MBEA_M 2.15 Exp. merchanting XBMCD_R_Q 1.26 Imports MBEA_M 2.11 Imports MBEA_M 1.27

Exp. merchanting XBMCD_R_Q 2.19 Import of goods (SA) MB_R_SA_Q 1.28

Import of goods (SA) MB_R_SA_Q 2.20 Import of goods MB_R_Q 1.28

Import of goods MB_R_Q 2.21 Imports MBEA_M 1.29

Exp. of goods excluding
gold

XBHOR_R_Q 2.22 Exp. of goods excluding gold XBHOR_R_Q 1.30

AVERAGE 2.19 AVERAGE 1.28 AVERAGE 2.11 AVERAGE 1.27

— Output —

Description Mnemonic RMSE Description Mnemonic MAE Description Mnemonic RMSE Description Mnemonic MAE

Industrial production EAMPRODIND_M 2.17 Ind. Prod. Excl. us PRODINDHW_M 1.25 Ind. Prod. Excl. us PRODINDHW_M 2.02 Ind. Prod. Excl. us PRODINDHW_M 1.18

Soc. cont. rec. COSOCEFF_Q 2.18 final HH cons. SA CFIN_R_SA_Q 1.26 Metal and crude steel
prod.

PRODSTEELW_M 2.13 Metal and crude steel
prod.

PRODSTEELEU_M 1.28

Ind. Prod. Excl. us PRODINDHW_M 2.18 Final HH cons. CFIN_R_Q 1.26 Ind. Prod. PRODINDLU_M 2.19 Metal and crude steel
prod.

PRODSTEELW_M 1.28

Metal and crude steel
prod.

PRODSTEELW_M 2.20 Soc. ben. rec. DPSNMSOCLQ_Q 1.28 Metal and crude steel
prod.

PRODSTEELEU_M 2.20 Metal and crude steel
prod.

PRODSTEELLU_M 1.28

Soc. ben. rec. DPSNMSOCLQ_Q 2.21 Metal and crude steel prod. PRODSTEELLU_M 1.29 Metal and crude steel
prod.

PRODSTEELLU_M 2.20 Ind. Prod. PRODINDLU_M 1.30

AVERAGE 2.19 AVERAGE 1.27 AVERAGE 2.15 AVERAGE 1.27

Note: This table displays RMSEs of the top 5 performing variables by data group. The statistics are displayed for the ARX (left panel) and MIDAS models (right panel).
Abbreviations: ARX, autoregressive model with one exogenous regressor; MAE, mean absolute error; MIDAS, mixed data sampling model with an AR term and one high frequency regressor; RMSE, root mean square forecast error.
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Table 4. Top 5 variables by horizon

ARX models MIDAS models

— Horizon Mm2 —

Group Description Mnemonic RMSE Group Description Mnemonic MAE Group Description Mnemonic RMSE Group Description Mnemonic MAE

Stock prices LU stock index, LUXX LUXX 1.93 Banking Credit by deposit banks to
row

CRED_BNQ_RDM 1.17 Stock prices LU stock index, LUXX LUXX 1.93 Banking Credit by deposit
banks to row

CRED_BNQ_RDM 1.15

Stock prices EZ stock index STOXX50_M 1.99 Survey Services—
confidence indicator,
balance

SERV_EU_TOT_
COF_BS_M

1.18 Stock prices EZ stock index STOXX50_M 1.99 Survey Services—
confidence
indicator, balance

SERV_EU_TOT_COF_BS_M 1.18

Output Ind. Prod. Excl. us PRODINDHW_M 2.00 Survey Services—future demand,
balance

SERV_BE_TOT_
3_BS_M

1.19 Survey Industry—
confidence
indicator, balance

INDU_EU_TOT_
COF_BS_M

2.01 Survey Services—future
demand, balance

SERV_BE_TOT_3_BS_M 1.19

Stock prices BE stock index, BEL20 BEL20 2.03 Alternative Vehicle
registrations

VEH_REG_BE 1.20 Output Ind. Prod. Excl. us PRODINDHW_M 2.02 Banking Credit by pub. Admin. CRED_APU_TOT 1.20

Employment Avg. labour cost. All
ind.

CSM_M 2.04 Alternative Vehicle registrations VEH_REG_LU 1.21 Employment Avg. labour cost. All
ind.

CSM_M 2.04 Survey Consumers—future
major purchases,
balance

CONS_BE_TOT_9_BS_M 1.20

AVERAGE 2.00 AVERAGE 1.19 AVERAGE 2.00 AVERAGE 1.18

— Horizon Mm1 —

Group Description Mnemonic RMSE Group Description Mnemonic MAE Group Description Mnemonic RMSE Group Description Mnemonic MAE

Alternative Vehicle
registrations

VEH_REG_BE 1.60 Alternative Vehicle registrations VEH_REG_BE 1.11 Output Ind. Prod. Excl. us PRODINDHW_M 1.80 Survey Services—confidence
indicator, balance

SERV_EU_TOT_COF_BS_M 1.18

Output Ind. Prod.
Excl. us

PRODINDHW_M 1.81 Survey Services—past demand,
balance

SERV_EU_TOT_2_BS_M 1.16 Survey Industry—confidence
indicator, balance

INDU_EU_TOT_COF_BS_M 1.88 Survey Industry—confidence
indicator, balance

INDU_EU_TOT_COF_BS_M 1.18

Survey Industry—confidence
indicator, balance

INDU_EU_TOT_COF_BS_M 1.85 Survey Services—past demand,
balance

SERV_EA_TOT_2_BS_M 1.17 Survey Building—past activity,
balance

BUIL_LU_TOT_1_BS_M 1.88 Output Ind. Prod. Excl. us PRODINDHW_M 1.18

Survey Consumers—future
economic
situation, balance

CONS_DE_TOT_4_BS_M 1.97 Survey Services—confidence
indicator, balance

SERV_EU_TOT_COF_BS_M1.17 Stock prices LU stock index, LUXX LUXX 1.96 Survey Consumers—future
major purchases,
balance

CONS_BE_TOT_9_BS_M 1.18

(Continued)
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Table 4. Continued

— Horizon Mm1 —

Group Description Mnemonic RMSE Group Description Mnemonic MAE Group Description Mnemonic RMSE Group Description Mnemonic MAE

Survey Building—price
expectations,
balance

BUIL_DE_TOT_5_BS_M 2.03 Survey Industry—confidence
indicator, balance

INDU_EU_TOT_COF_BS_M1.17 Survey Industry—current
export orders,
balance

INDU_EU_TOT_3_BS_M 1.99 Survey Services—future
demand, balance

SERV_BE_TOT_3_BS_M 1.19

AVERAGE 1.85 AVERAGE 1.16 AVERAGE 1.90 AVERAGE 1.18

— Horizon M0 —

Group Description Mnemonic RMSE Group Description Mnemonic MAE Group Description Mnemonic RMSE Group Description Mnemonic MAE

Output Ind. Prod. Excl. us PRODINDHW_M 1.70 Survey Services—past demand,
balance

SERV_EU_TOT_2_BS_M 1.09 Output Ind. Prod. Excl. us PRODINDHW_M 1.66 Output Ind. Prod. Excl. us PRODINDHW_M 1.07

Survey Services—past
demand, balance

SERV_EU_TOT_2_BS_M 1.77 Output Ind. Prod. Excl. us PRODINDHW_M 1.12 Survey Building—past activity,
balance

BUIL_BE_TOT_1_BS_M 1.83 Employment Paid working hours HOTOT_M 1.11

Survey Services—past
demand, balance

SERV_EA_TOT_2_BS_M 1.85 Survey Services—past demand,
balance

SERV_EA_TOT_2_BS_M 1.13 Survey Services—confidence
indicator, balance

SERV_FR_TOT_COF_BS_M 1.90 Survey Services—confidence
indicator, balance

SERV_EU_TOT_COF_BS_M 1.15

Survey Building—past activity,
balance

BUIL_BE_TOT_1_BS_M 1.87 Interest
rates

Deposit rate up to 3 m DEP_UNDER3M 1.13 Survey Industry—current
stocks, balance

INDU_EA_TOT_4_BS_M 1.90 Survey Building—past activity,
balance

BUIL_BE_TOT_1_BS_M 1.16

Survey Industry—confidence
indicator, balance

INDU_EU_TOT_COF_BS_M 1.88 Employment Paid working hours HOTOT_M 1.13 Survey Industry—current
orders, balance

INDU_EU_TOT_2_BS_M 1.93 Employment Cross-border workers FRIN_M 1.17

AVERAGE 1.81 AVERAGE 1.12 AVERAGE 1.84 AVERAGE 1.13

— Horizon M1 —

Group Description Mnemonic RMSE Group Description Mnemonic MAE Group Description Mnemonic RMSE Group Description Mnemonic MAE

Survey Services—past
demand, balance

SERV_EU_TOT_2_BS_M 1.48 Survey Services—past demand,
balance

SERV_EU_TOT_2_BS_M 1.03 Survey Services—past
demand, balance

SERV_EA_TOT_2_BS_M 1.69 Survey Services—past
demand, balance

SERV_EA_TOT_2_BS_M 1.10

Survey Services—past
demand, balance

SERV_EA_TOT_2_BS_M 1.49 Survey Services—past demand,
balance

SERV_EA_TOT_2_BS_M 1.04 Survey Services—past
demand, balance

SERV_EU_TOT_2_BS_M 1.71 Survey Services—past
demand, balance

SERV_EU_TOT_2_BS_M 1.12

Survey Services—past activity,
balance

SERV_FR_TOT_1_BS_M 1.73 Survey Services—confidence
indicator, balance

SERV_FR_TOT_COF_BS_M 1.12 Output Ind. Prod. Excl. us PRODINDHW_M 1.71 Survey Services—future
demand, balance

SERV_BE_TOT_3_BS_M 1.15

(Continued)
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Table 4. Continued

— Horizon M1 —

Group Description Mnemonic RMSE Group Description Mnemonic MAE Group Description Mnemonic RMSE Group Description Mnemonic MAE

Survey Services—confidence
indicator, balance

SERV_FR_TOT_COF_BS_M 1.76 Survey Building—price
expectations, balance

BUIL_FR_TOT_5_BS_M 1.13 Survey Services—past activity,
balance

SERV_FR_TOT_1_BS_M 1.78 Output Ind. Prod. Excl. us PRODINDHW_M 1.16

Survey Building—past activity,
balance

BUIL_BE_TOT_1_BS_M 1.85 Survey Services—past activity,
balance

SERV_FR_TOT_1_BS_M 1.15 Survey Industry—past
production,
balance

INDU_FR_TOT_1_BS_M 1.85 Survey Services—past activity,
balance

SERV_FR_TOT_1_BS_M 1.17

AVERAGE 1.66 AVERAGE 1.09 AVERAGE 1.75 AVERAGE 1.14

— Horizon M2 —

Group Description Mnemonic RMSE Group Description Mnemonic MAE Group Description Mnemonic RMSE Group Description Mnemonic MAE

Survey Services—past
demand, balance

SERV_EU_TOT_2_BS_M 1.48 Survey Services—past demand,
balance

SERV_EU_TOT_2_BS_M 1.03 Survey Services—past
demand, balance

SERV_EA_TOT_2_BS_M 1.69 Survey Services—past
demand, balance

SERV_EA_TOT_2_BS_M 1.10

Survey Services—past
demand, balance

SERV_EA_TOT_2_BS_M 1.49 Survey Services—past demand,
balance

SERV_EA_TOT_2_BS_M 1.04 Survey Services—past
demand, balance

SERV_EU_TOT_2_BS_M 1.71 Survey Services—past
demand, balance

SERV_EU_TOT_2_BS_M 1.12

Survey Services—past activity,
balance

SERV_FR_TOT_1_BS_M 1.73 Survey Services—confidence
indicator, balance

SERV_FR_TOT_COF_BS_M 1.12 Survey Services—past activity,
balance

SERV_FR_TOT_1_BS_M 1.78 Survey Services—future
demand, balance

SERV_BE_TOT_3_BS_M 1.15

Survey Services—confidence
indicator, balance

SERV_FR_TOT_COF_BS_M 1.76 Survey Building—price
expectations, balance

BUIL_FR_TOT_5_BS_M 1.13 Survey Industry—past
production,
balance

INDU_FR_TOT_1_BS_M 1.85 Survey Services—past activity,
balance

SERV_FR_TOT_1_BS_M 1.17

Survey Building—past activity,
balance

BUIL_BE_TOT_1_BS_M 1.85 Survey Services—past activity,
balance

SERV_FR_TOT_1_BS_M 1.15 Survey Services—confidence
indicator, balance

SERV_FR_TOT_COF_BS_M 1.85 Output Metal and crude steel
prod.

PRODSTEELEU_M 1.18

AVERAGE 1.66 AVERAGE 1.09 AVERAGE 1.78 AVERAGE 1.14

Note: This table displays RMSEs of the top 5 performing variables by nowcast horizon. The statistics are displayed for the ARX (left panel) and MIDAS models (right panel).
Abbreviations: ARX, autoregressive model with one exogenous regressor; MAE, mean absolute error; MIDAS, mixed data sampling model with an AR term and one high frequency regressor; RMSE, root mean square forecast error.
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Among the attainable models the MFDFM and NN perform better than the other feasible models,
with relative gains in the range 7–14 per cent,9 increasing with the information flow. The 3PRF is a close
third best. We should mention that while the better performance of the more sophisticated models is a
robust result, the relative ranking of 3PRF and MFDFM is affected by the evaluation sample, not
surprisingly given their close performance. It is also remarkable that the differences with respect to the
unfeasible models based on the ex-post best indicators is rather small. The MAE values, reported in the
right panel of the table, overall confirm the pattern identified by the RMSEs. It is also worth mentioning
that in 2009Q3 all the nowcasting models made a large error with respect to the AR. Dropping this
quarter from the evaluation lowers substantially the lower RMSEs and MAEs for all models.

We now move to inspecting the relative performance by period, reported in Table 2. Inline with the
results discussed so far, most models, except ARX andMIDAS (averages over all regressors), outperform
the AR model (RMSE ratios are smaller than 1) for the full period, with the MFDFM, NN and 3PRF
performing best and very similarly (they outperform the AR model by about 10 per cent in terms of
RMSE and MAE), and also comparable to the unfeasible TOP5 ARX and MIDAS.

The performance of all mixed frequency models improves substantially if we exclude the pre-crisis
and post-crisis period, as in those periods the AR model performs exceptionally well. The RMSEs of all
models, except NN and the unfeasible TOP5 models, are higher than that of the ARmodel. This is likely
related to several facts. First, the pre-crisis period is short (only seven quarters), so the detected pattern
could be just a statistical anomaly. Second, and perhaps most important, since the estimation sample is
very short when focussing on the pre-crisis period, parsimonious models like the AR tend to perform
better because parameter uncertainty dominates potential bias in determining nowcast performance. It is
also worth mentioning that the relative statistics over the pre-crisis period appear inflated because the
corresponding values for the AR are small by historical terms (see Table 2). This last argument also
applies to the post-crisis period.

The models’ ranking is reversed in crisis and Covid period, where MFDFM, NN and 3PRF outper-
form the ARmodel in terms of both RMSE andMAE, with gains that reach 24–11 per cent for MFDFM
during the crises. This finding is consistent with the forecasting literature that notes that in turbulent
periods a wider range of predictors, possibly inserted into nonlinear models, tend to improve forecast
accuracy. In relatively calm periods, on the other hand, rGDPs own dynamics (lagged rGDP) seems to be
sufficient to produce decent nowcasts and forecasts. In fact, the performance ofmostmodels deteriorates
in the post-crisis period relative to the ARmodel, as the post-crisis period is again characterised by rather
stable growth.

To get a visual impression of the results we have discussed so far, and to assess the absolute nowcasting
performance of the models, topmost panel in Figure 2 reports the actual values of rGDP growth together
with the nowcasts from the AR and the MFDFM for M1. The figure highlights how the two nowcasts
differ in particular during the financial crisis and the Covid-19 period. In these periods, a simple AR
model fails to capture deteriorating economic conditions. Oppositely, the MFDFM partly captured the
major drop in rGDP growth in financial crisis and 2020Q2, though not the strong positive value in
2020Q3, because most of the indicators in the large information set used by the large nowcasting
indicators did not send reliable signals in time to capture the in Covid-19 rebound. However, some
survey indicators related to the services sector did send the right signal and would have provided rather
reliable nowcasts, see the bottom two panels in Figure 2, yet they could be hardly identified ex-ante, as for
example they did not produce good nowcasts during the financial crisis.

4.2. Indicator performance

We now turn our attention from model performance to an evaluation of the most useful variables in
nowcasting. To this purpose, we analysemodels that feature one regressor at a time, theARX andMIDAS

9Note that these are averages over all periods which conceals superior performance of complex models in turbulent times, as
discussed later in the text.
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models. For each of them we select the top 5 performing models by variable group, nowcast horizon and
sub-period.

Table 3 displays RMSE and MAE for the ARX (left panel) and MIDAS models (right panel) by data
group (averaged over periods and nowcasting horizons). Lower values indicate better performance. On
average, survey data produce models with lowest RMSE (1.93 and 2.00 for ARX and MIDAS, respec-
tively). The best performing survey variables are those that convey past demand and current confidence
in services sectors abroad. Note, however, that past demand, as defined in business surveys, refers to
demand in the last 3months. In fact, this variable performs particularly well in nowcast horizonsM0–M2
(this is further discussed in the next paragraph) which aligns it with current or future rGDP. In the
context of our nowcasting design and despite its name this indicator is a coincident or leading indicator
for quarterly rGDP. Other best performing survey indicators related to industry and building. In
addition, the best predictors are those that refer to EA or EU in geographical terms. This is consistent
with analysis of correlation coefficients10 which revealed that the international environment is an
important driver of Luxembourg’s economy.

The second best data group includes stock prices, with average RMSE of 2.07 and 2.10 (ARX and
MIDAS, respectively). Luxembourg’s stock index produces the lowest RMSEs but stock indices for
neighbouring countries perform well also. Survey and stock price indicators are followed by employ-
ment, interest rates, banking, alternative, trade and output data, with similar RMSEs in the range of 2.10–
2.20. Exact ranking is less clear and depends on the type of model considered. The other data groups
(exchange rates and prices) are less successful in nowcasting rGDP. Later in this section, we present the
most successful series. Unsurprisingly, they belong to survey stock price and employment groups.

The comparison of ARX andMIDASmodels is somewhatmixed, in line with the previous discussion.
In principle, we would expect MIDAS models to outperform traditional ARX models. Yet, when we
include a monthly variable in the ARX model, we utilise its most recent available value and use skip-
sampling to translate it to a quarterly frequency. In a traditional ARX model, we would use values of the

Figure 2. (Colour online) rGDP and predictions, mixed frequency dynamic factormodel (MFDFM), best autoregressivemodel with one
exogenous regressor (ARX), best mixed data sampling model (MIDAS) and autoregressive (AR) models.
Note: Figure displays first releases of quarterly rGDP growth (red line) and its nowcasts for horizonM1.Wedisplay benchmark AR (wide
blue bars), MFDFM (upper panel, narrow teal bars), best performing MIDASmodel in Covid period (middle panel, narrow teal bars) and
best performing ARX model in Covid period (bottom panel, narrow teal bars). Predictions for vintages 2006Q3–2020Q3.

10Not reported here. Available upon request.
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monthly variable up to the last observable rGDP value and use quarterly averages. This proved to be less
successful and also explains why our ARX models are competitive with MIDAS models.

Overall, theARX andMIDASmodels perform similarly. Among types of variables, survey data are the
most successful, followed by stock prices and employment series. Alternative data do not rank highly.
Nevertheless, they perform comparable to banking, interest rate and output data.

Table 4 displays the RMSE andMAE for the best indicators and nowcast horizons. It is interesting to
note that in the earliest nowcast horizon (Mm2) stock prices produce lowest RMSEs for both models.
This might be because of their forward looking characteristics. In horizon Mm2, there is no overlap
between predictors and any of the current rGDP months, while this also holds for stock prices they do
reflect future expectations. We also note that among alternative data vehicle registrations oftenmake the
list of top 5 performing variables in Mm2 and Mm1. As we move from Mm2–Mm1 and M0 industrial
production indexes and survey data emerge as good predictors. Although industrial production is
published with a significant lag it is likely a good predictor because it is well correlated with rGDP. By
contrast, survey data are extremely timely and get released before the end of the referencemonth.We also
note that alternative data such as vehicle registrations perform competitively if one considers MAE
criteria. In latter nowcasting months (M1–M2), survey data outperform all other data groups across all
models.

Table 5 repeats the analysis by subperiods (averages over horizons). As discussed before, the RMSEs
are low in pre- and post-crisis periods, and peak in the financial crisis. For the full period, survey data for
services, industry and building are included in best performing models. In the financial crisis, stock
prices and survey data related to building and consumers become particularly useful. Out of the 10 best
performing series, 8 are survey data. Interestingly, in the post-crisis period, while survey data still rank
best (8 of 10 best performing indicators are survey data), the type of survey indicator changes. If in the
crisis, business and consumer expectations were the most important for nowcasting, in the post-crisis
period 6 out of 8 survey series relate to current conditions. In the covid period also, the best performing
indicators are from the survey data group which proxy for current conditions. This could be because the
services sector experienced particularly high losses in the Covid period. And, in all periods, survey data
that geographically refer to neighbouring countries or EA/EU seem to be equally ormore important than
domestic series. We also note that alternative series rarely make the list. We conclude that traditional
indicators such as employment, output series perform well in nowcasting in normal times. Survey data,
especially those series that convey expectations and current conditions, seem to carry themost predictive
power in normal as well as exceptional times (financial, sovereign and covid crisis).

5. Conclusions

Obtaining reliable nowcasts and short term forecasts of economic conditions is very relevant for decision
making in the public and private sector. This task is naturally complex, even more so when the economy
experiences large fluctuations, as it happens during crisis time, but also more generally for small very
open economies such as Luxembourg. Choosing a proper econometric approach to handle this difficult
task is important, and recent advances inmodelling, possibly very large, mixed frequency datasets can be
helpful. In fact, exploiting the timely information contained in higher frequency macroeconomic or
financial indicators, such as surveys or spreads, or also in alternative data, such as internet searches or
traffic data can be beneficial for tracking economic conditions.

In this paper, we have first reviewed a number of small and large scale nowcasting models; then we
have collected and analysed a large set of potentially useful indicators for the Luxembourg economy and
neighbouring countries; finally, we have inserted these indicators, or a carefully selected subset of them,
into a range of nowcasting models and evaluated the resulting nowcasting performance for (the first
release) of real GDP growth, at different horizons.

Overall, we can conclude that more complex mixed frequency nowcasting models are particularly
useful in turbulent and volatile times, with MFDFM, NN and 3PRF generally best. As the differences
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Table 5. Top 5 variables by period

ARX models MIDAS models

— Full —

Group Description Mnemonic RMSE Group Description Mnemonic MAE Group Description Mnemonic RMSE Group Description Mnemonic MAE

Survey Services—past
demand, balance

SERV_EU_TOT_2_BS_M 1.84 Survey Services—past
demand, balance

SERV_EU_TOT_2_BS_M 1.118 Survey Services—confidence
indicator, balance

SERV_FR_TOT_COF_BS_M 1.98 Survey Services—past
demand, balance

SERV_EA_TOT_2_BS_M 1.16

Survey Services—past
demand, balance

SERV_EA_TOT_2_BS_M 1.86 Survey Services—past
demand, balance

SERV_EA_TOT_2_BS_M 1.131 Survey Services—past
demand, balance

SERV_EA_TOT_2_BS_M 1.99 Survey Services—past
demand, balance

SERV_EU_TOT_2_BS_M 1.17

Survey Industry—confidence
indicator, balance

INDU_EU_TOT_COF_BS_M 1.98 Survey Services—future
demand, balance

SERV_BE_TOT_3_BS_M 1.180 Survey Services—past
demand, balance

SERV_EU_TOT_2_BS_M 2.00 Survey Services—future
demand, balance

SERV_BE_TOT_3_BS_M 1.17

Survey Building—past activity,
balance

BUIL_BE_TOT_1_BS_M 1.99 Survey Services—confidence
indicator, balance

SERV_FR_TOT_COF_BS_M 1.192 Survey Industry—current
orders, balance

INDU_EU_TOT_2_BS_M 2.00 Output Ind. Prod. Excl. Us PRODINDHW_M 1.18

Survey Services—confidence
indicator, balance

SERV_FR_TOT_COF_BS_M 2.00 Survey Services—confidence
indicator, balance

SERV_EU_TOT_COF_BS_M 1.194 Survey Services—past activity,
balance

SERV_FR_TOT_1_BS_M 2.02 Survey Services—future
employment,
balance

SERV_EA_TOT_5_BS_M 1.21

AVERAGE 1.93 AVERAGE 1.163 AVERAGE 2.00 AVERAGE 1.18

— Pre-crisis —

Group Description Mnemonic RMSE Group Description Mnemonic MAE Group Description Mnemonic RMSE Group Description Mnemonic MAE

Trade Import of goods MB_R_Q 0.33 Trade Import of goods (SA) MB_R_SA_Q 0.276 Employment Persons employed by
interim companies

INTERIM_M 0.24 Employment Persons employed by
interim companies

INTERIM_M 0.21

Trade Import of goods (SA) MB_R_SA_Q 0.33 Survey Services—future
demand, balance

SERV_BE_TOT_3_BS_M 0.278 Survey Consumers—future
economic
situation, balance

CONS_FR_TOT_4_BS_M 0.34 Survey Services—future
demand, balance

SERV_BE_TOT_3_BS_M 0.28

Survey Industry—current
orders, balance

INDU_LU_TOT_2_BS_M 0.35 Trade Import of goods MB_R_Q 0.281 Survey Industry—current
orders, balance

INDU_LU_TOT_2_BS_M 0.35 Survey Services—future
demand, balance

SERV_EA_TOT_3_BS_M 0.29

Survey Industry—current
export orders,
balance

INDU_LU_TOT_3_BS_M 0.35 Stock pricesDe stock index, dax30 DAX30 0.293 Survey Industry—current
export orders,
balance

INDU_LU_TOT_3_BS_M 0.35 Survey Services—future
demand, balance

SERV_EU_TOT_3_BS_M 0.29

Survey Services—past
employment,
balance

SERV_FR_TOT_4_BS_M 0.35 Survey Industry—current
orders, balance

INDU_LU_TOT_2_BS_M 0.293 Survey Services—furure
demand, balance

SERV_BE_TOT_3_BS_M 0.35 Survey Industry—current
orders, balance

INDU_LU_TOT_2_BS_M 0.29

AVERAGE 0.34 AVERAGE 0.284 AVERAGE 0.33 AVERAGE 0.27

— Fin-crisis —

Group Description Mnemonic RMSE Group Description Mnemonic MAE Group Description Mnemonic RMSE Group Description Mnemonic MAE

Employment Unemployment—de
(ILO)

U_DE_M 1.12 EmploymentUnemployment—de
(ILO)

U_DE_M 0.899 Survey Consumers—future
economic
situation, balance

CONS_EA_TOT_4_BS_M 2.33 Survey Consumers—future
economic
situation, balance

CONS_EA_TOT_4_BS_M 1.84

(Continued)

https://doi.org/10.1017/nie.2021.13 Published online by Cam
bridge U

niversity Press

https://doi.org/10.1017/nie.2021.13


Table 5. Continued

— Fin-crisis —

Group Description Mnemonic RMSE Group Description Mnemonic MAE Group Description Mnemonic RMSE Group Description Mnemonic MAE

Stock prices LU stock index, LUXX LUXX 2.10 Stock pricesLU stock index, LUXX LUXX 1.769 Stock prices LU stock index, LUXX LUXX 2.40 Survey Industry—future
production,
balance

INDU_EU_TOT_5_BS_M 1.88

Survey Building—employment
expectations,
balance

BUIL_EA_TOT_4_BS_M 2.24 Survey Consumers—future
economic
situation, balance

CONS_EA_TOT_4_BS_M 1.781 Survey Consumers—future
economic
situation, balance

CONS_EU_TOT_4_BS_M 2.41 Survey Industry—future
production,
balance

INDU_EA_TOT_5_BS_M 1.89

Survey Building—employment
expectations,
balance

BUIL_EU_TOT_4_BS_M 2.25 Survey Consumers—future
economic
situation, balance

CONS_EU_TOT_4_BS_M 1.797 Survey Building—employment
expectations,
balance

BUIL_FR_TOT_4_BS_M 2.41 Survey Consumers—future
economic
situation, balance

CONS_EU_TOT_4_BS_M 1.90

Survey Consumers—
employment
expectations,
balance

CONS_EA_TOT_7_BS_M 2.27 Survey Industry—future
production,
balance

INDU_EA_TOT_5_BS_M 1.809 Survey Industry—future
production,
balance

INDU_EU_TOT_5_BS_M 2.45 Survey Services—past
demand, balance

SERV_EU_TOT_2_BS_M 1.90

AVERAGE 2.00 AVERAGE 1.611 AVERAGE 2.40 AVERAGE 1.88

— Svn-crisis —

Group Description Mnemonic RMSE Group Description Mnemonic MAE Group Description Mnemonic RMSE Group Description Mnemonic MAE

Survey Building—current
limiting factors,
finance

BUIL_DE_TOT_2_F7S_M 1.01 Survey Consumers—past
financial situation,
balance

CONS_LU_TOT_1_BS_M 0.810 Survey Consumers—past
financial situation,
balance

CONS_BE_TOT_1_BS_M 0.98 Survey Consumers—past
financial situation,
balance

CONS_LU_TOT_1_BS_M 0.78

Survey Consumers—past
financial situation,
balance

CONS_BE_TOT_1_BS_M 1.01 Survey Consumers—future
savings, balance

CONS_BE_TOT_11_BS_M 0.822 Survey Consumers—past
financial situation,
balance

CONS_LU_TOT_1_BS_M 0.99 Survey Consumers—past
financial situation,
balance

CONS_BE_TOT_1_BS_M 0.80

Survey Consumers—past
financial situation,
balance

CONS_LU_TOT_1_BS_M 1.01 Survey Consumers—past
financial situation,
balance

CONS_BE_TOT_1_BS_M 0.823 Survey Building—current
limiting factors,
finance

BUIL_DE_TOT_2_F7S_M 1.01 Survey Consumers—future
savings, balance

CONS_BE_TOT_11_BS_M 0.81

Survey Consumers—future
savings, balance

CONS_BE_TOT_11_BS_M 1.03 Survey Building—current
limiting factors

BUIL_EA_TOT_2_F1S_M 0.828 Survey Consumers—future
savings, balance

CONS_BE_TOT_11_BS_M 1.02 Survey Building—current
limiting factors

BUIL_EA_TOT_2_F1S_M 0.83

Survey Consumers—future
financial situation,
balance

CONS_FR_TOT_2_BS_M 1.04 Survey Building—current
limiting factors

BUIL_EU_TOT_2_F1S_M 0.830 Survey Consumers—future
financial situation,
balance

CONS_FR_TOT_2_BS_M 1.04 Survey Building—current
limiting factors

BUIL_EU_TOT_2_F1S_M 0.83

AVERAGE 1.02 AVERAGE 0.823 AVERAGE 1.01 AVERAGE 0.81

— Post-crisis —

Group Description Mnemonic RMSE Group Description Mnemonic MAE Group Description Mnemonic RMSE Group Description Mnemonic MAE

Employment Prof. integration act. AIP_M 0.97 Survey Building—current

limiting factors,
labour

BUIL_BE_TOT_2_F4S_M 0.719 Survey Building—current

limiting factors,
labour

BUIL_BE_TOT_2_F4S_M 0.98 Survey Building—current

limiting factors,
labour

BUIL_BE_TOT_2_F4S_M 0.72

(Continued)
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Table 5. Continued

— Post-crisis —

Group Description Mnemonic RMSE Group Description Mnemonic MAE Group Description Mnemonic RMSE Group Description Mnemonic MAE

Survey Building—current
limiting factors,
labour

BUIL_BE_TOT_2_F4S_M 0.98 Banking Credit to HH and non-
profits from EZ

CRED_MEN_TOT_ZE 0.728 Survey Building—current
limiting factors,
labour

BUIL_EU_TOT_2_F4S_M 0.98 Survey Building—current
limiting factors,
labour

BUIL_EU_TOT_2_F4S_M 0.72

Survey Retail—price
expectations,
balance

RETA_BE_TOT_6_BS_M 0.99 Banking Credit by pub. Admin.
to row

CRED_APU_RDM 0.729 Survey Services—past
employment,
balance

SERV_EU_TOT_4_BS_M 0.98 Banking Credit by pub. Admin.
to row

CRED_APU_RDM 0.72

Survey Services—future
employment,
balance

SERV_BE_TOT_5_BS_M 0.99 AlternativeVehicle registrations VEH_REG_BE 0.732 Survey Services—past
employment,
balance

SERV_EA_TOT_4_BS_M 0.99 Alternative Vehicle registrations VEH_REG_BE 0.73

Survey Services—confidence
indicator, balance

SERV_FR_TOT_COF_BS_M 1.00 Banking Portfolio equity by
credit inst.

PORT_PAR_BNQ 0.738 Alternative Vehicle registrations VEH_REG_BE 0.99 Banking Credit to HH and non-
profits from EZ

CRED_MEN_TOT_ZE 0.73

AVERAGE 0.99 AVERAGE 0.729 AVERAGE 0.99 AVERAGE 0.72

— Covid —

Group Description Mnemonic RMSE Group Description Mnemonic MAE Group Description Mnemonic RMSE Group Description Mnemonic MAE

Survey Services—past
demand, balance

SERV_EU_TOT_2_BS_M 1.02 Survey Services—past
demand, balance

SERV_EU_TOT_2_BS_M 0.788 Survey Services—confidence
indicator, balance

SERV_FR_TOT_COF_BS_M 1.04 Output Ind. Prod. Excl. us PRODINDHW_M 0.76

Survey Services—past
demand, balance

SERV_EA_TOT_2_BS_M 1.03 Survey Services—past
demand, balance

SERV_EA_TOT_2_BS_M 0.795 Survey Industry—current
stocks, balance

INDU_EA_TOT_4_BS_M 1.08 Survey Services—confidence
indicator, balance

SERV_FR_TOT_COF_BS_M 0.83

Survey Industry—confidence
indicator, balance

INDU_EU_TOT_COF_BS_M 1.14 Survey Industry—confidence
indicator, balance

INDU_EU_TOT_COF_BS_M 0.854 Survey Industry—current
stocks, balance

INDU_EU_TOT_4_BS_M 1.07 Survey Industry—current
stocks, balance

INDU_EA_TOT_4_BS_M 0.82

Survey Building—past activity,
balance

BUIL_BE_TOT_1_BS_M 1.07 Survey Building—past activity,
balance

BUIL_BE_TOT_1_BS_M 0.845 Survey Industry—current
export orders,
balance

INDU_EA_TOT_3_BS_M 1.02 Survey Building—past activity,
balance

BUIL_BE_TOT_1_BS_M 0.86

Survey Industry—current
orders, balance

INDU_BE_TOT_2_BS_M 1.19 Survey Industry—current
orders, balance

INDU_BE_TOT_2_BS_M 0.903 Survey Building—past activity,
balance

BUIL_BE_TOT_1_BS_M 1.08 Survey Industry—current
stocks, balance

INDU_EU_TOT_4_BS_M 0.81

AVERAGE 1.09 AVERAGE 0.837 AVERAGE 1.06 AVERAGE 0.82

Note: This table displays RMSEs of the top 5 performing variables by sub-period. The statistics are displayed for the ARX (left panel) and MIDAS models (right panel).
Abbreviations: ARX, autoregressive model with one exogenous regressor; Fin-crisis, financial crisis; MAE, mean absolute error; MIDAS, mixed data sampling model with an AR term and one high frequency regressor; RMSE, root mean
square forecast error; Svn-crisis, sovereign crisis.
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among the best models are limited, the 3PRFmay be preferable due to computational considerations and
as the 3PRF nowcasts can be more easily interpreted from an economic point of view. Simpler
specifications, such as the AR model, are sufficient in ‘calm’ periods. Among types of variables, surveys
related to expectations of future economic conditions, employment indicators and alternative data are
particularly useful, often related to EU or neighbouring countries. Surveys related to the services sector
would have provided reliable nowcasts during the Covid-19 period, but not so much before. Survey data
are also preferable because they are released with a short publication lag, are informative and easy to
collect. The absolute performance of the best nowcastingmodels is overall acceptable, in particular when
including information on later months of the quarter of interest, but the nowcast error can be large
during deep recessions and fast recoveries.
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