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#### Abstract

We prove the existence of generalized periodic solutions of the boundary value problem for the nonlinear heat equation. The proof is based on classical Leray-Schauder's techniques and coincidence degree.


0. Introduction

Let $J=[0,2 \pi] \times[0, \pi]$ and let $H=L^{2}(J)$ be the space of measurable Lebesgue square integrable real functions on $J$ with the usual inner product (...) and corresponding norm |.|. Suppose that $h \in H$ and $g: J \times R \rightarrow R$ is a function such that $g(., ., u)$ is measurable on $J$ for each $u \in \mathbb{R}, g(t, x,$.$) is continuous on \mathbb{R}$ for a.e. $(t, x) \in J$. We shall then say that $g$ satisfies Carathéodory conditions. Moreover we suppose that $g$ satisfies a linear growth condition, i.e. there exists a constant $c>0$ and a real valued function $d \in H$ such that $|g(t, x, u)| \leqslant c|u|+d(t, x)$ for all $u \in \boldsymbol{R}$ and a.e. $(t, x) \in J$. Consider the problem
(H)

$$
\left\{\begin{array}{lll}
u_{t}(t, x)-u_{x x}(t, x)=g(t, x, u(t, x)) & +h(t, x),(t, x) \in J, \\
u(t, 0)=u(t, \pi)=0 & , & t \in[0,2 \pi], \\
u(0, x)-u(2 \pi, x)=0 & , & x \in[0, \pi] .
\end{array}\right.
$$

We shall prove existence results for (H) under nonuniform nonresonance conditions.
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Let

$$
\begin{aligned}
H^{1}(J) & =\left\{u \in H: u_{t}, u_{x} \in H\right\} \text { and } \\
H^{1,2}(J) & =\left\{u \in H^{1}(J): u_{x x} \in H\right\} \text { with }
\end{aligned}
$$

respectively

$$
|u|_{1}^{2}=\int_{0}^{2 \pi} \int_{0}^{\pi}\left(u^{2}(t, x)+u_{t}^{2}(t, x)+u_{x}^{2}(t, x)\right) d x d t
$$

and

$$
|u|_{1,2}^{2}=\int_{0}^{2 \pi} \int_{0}^{\pi}\left(u^{2}(t, x)+u_{t}^{2}(t, x)+u_{x}^{2}(t, x)+u_{x x}^{2}(t, x)\right) d x d t
$$

$H^{1}(J)$ and $H^{1,2}(J)$ are Banach spaces with these norms. Denote by $H_{o}^{1}(J)$ the closure in $H^{1}(J)$ of all real functions $u(t, x)$ on $J$ which are infinitely continuously differentiable such that

$$
\begin{array}{lll}
u(t, 0)=u(t, \pi)=0 & , & t \in[0,2 \pi], \\
u(0, x)-u(2 \pi, x)=0 & , & x \in[0, \pi] .
\end{array}
$$

A generalized periodic solution to the problem ( H ) is a function $u \in H^{1,2}(J) \cap H_{0}^{1}(J)$ which satisfies the equation $\left(H_{1}\right)$ a.e. on $J$. In particular, the periodic-Dirichlet problem on $J$ for the nonhomogeneous linear equation

$$
\begin{equation*}
u_{t}(t, x)-u_{x x}(t, x)-\lambda u(t, x)=h(t, x) \tag{0.1}
\end{equation*}
$$

is uniquely solvable for every $h \in H$ if and only if

$$
\lambda \neq m^{2}, m \in N^{*},
$$

(see e.g. [6], [9] or [3]).
In [6], [9], [19] it has been proved that the problem (H) has at least a generalized periodic solution if there exists real numbers $p, q, r>0$ such that for some $m \in N^{*}$

$$
\begin{equation*}
m^{2}<p \leqslant u^{-1} g(t, x, u) \leqslant q<(m+1)^{2} \tag{0.2}
\end{equation*}
$$

for a.e. $(t, x) \in J$ and all $u \in R$ such that $|u| \geqslant r$.

The aim of this paper is to generalize this result when (0.2) is replaced by conditions of the form

$$
\begin{align*}
m^{2} \leqslant \gamma(t, x) \leqslant \lim _{|u| \rightarrow+\infty} \inf u^{-1} g(t, x, u) \leqslant & \lim _{|u| \rightarrow+\infty} \sup u^{-1} g(t, x, u)  \tag{0.3}\\
& \leqslant \Gamma(t, x) \leqslant(m+1)^{2}
\end{align*}
$$

or

$$
\begin{equation*}
\lim _{|u| \rightarrow+\infty} \sup u^{-1} g(t, x, u) \leqslant \Gamma(t, x) \leqslant 1 \tag{0.4}
\end{equation*}
$$

for some real functions $\gamma, \Gamma$ with some supplementary conditions on the interaction of $\gamma$ and $\Gamma$ with $m^{2}$ and $(m+1)^{2}$ [or 1] respectively (see Section 1 for details). Both results are based on Leray-Schauder's type techniques and coincidence degree (see e.g. [10]).
Conditions of the form (0.3) or ( 0.4 ) have been considered recently by many authors, namely by Berestycki and De Figueiredo [2], Gossez [7], Mawhin, Ward [12], [14], Mawhin, Ward and one of the authors [15], Iannacci and one of the authors [8] and others for ordinary, delay differential equations, elliptic partial differential equations and wave equation.

Define the linear operator

$$
\begin{aligned}
L: & \operatorname{Dom} L \subset H \rightarrow H \text { by } \\
& \operatorname{Dom} L=H_{o}^{1}(J) \cap H^{1,2}(J) \text { and } \\
& L u=u_{t}+E u \text { where } E u=-u_{x x}
\end{aligned}
$$

so that $E$ is self-adjoint and $L$ is closed, densely defined linear operator such that $\operatorname{Ker} L=(\operatorname{Im} L)^{\perp}$ and $L^{-1}$ is compact (see e.g.. [9] for details).

## 1. Main results

Suppose that $g$ satisfies Carathéodory conditions and a linear growth condition (see Section 0).

$$
\begin{equation*}
r(t, x) \leqslant \underset{|u| \rightarrow+\infty}{\lim \inf } u^{-1} g(t, x, u) \leqslant \underset{|u| \rightarrow+\infty}{\lim \sup } u^{-1} g(t, x, u) \leqslant \Gamma(t, x) \tag{1.1}
\end{equation*}
$$

hold uniformly for a.e. $(t, x) \in J$, where $\gamma, \Gamma \in L^{\infty}(J)$ satisfy the following conditions for some $m \in \mathbb{N}^{*}$ :

$$
\begin{equation*}
m^{2} \leqslant \gamma(t, x) \leqslant \Gamma(t, x) \leqslant(m+1)^{2} \text { for a.e. }(t, x) \in J \tag{1.2}
\end{equation*}
$$

with

$$
\begin{equation*}
a(t) \equiv \int_{0}^{\pi}\left(\gamma(t, x)-m^{2}\right) \sin ^{2} m x d x>0 \text { for a.e. } t \in[0,2 \pi] \tag{1.3}
\end{equation*}
$$

and

$$
b(t) \equiv \int_{0}^{\pi}\left((m+1)^{2}-\Gamma(t, x)\right) \sin ^{2}(m+1) x d x>0 \text { for a.e. } t \in[0,2 \pi]
$$

then the problem (H) has at least one GPS for each $h \in H$.
REMARK 1. When $\gamma(t, x) \equiv \gamma(x)$ and $\Gamma(t, x) \equiv \Gamma(x)$ i.e. $\gamma$ and $\Gamma$ are independent of $t$, conditions (1.2) and (1.3) are equivalent to:

$$
\begin{equation*}
m^{2} \leqslant \gamma(x) \text { and } \Gamma(x) \leqslant(m+1)^{2} \text { for a.e. } x \in[0, \pi] \tag{1.4}
\end{equation*}
$$

with strict inequalities on subsets of $[0, \pi]$ of positive measure.
To prove theorem 1, we need some useful lemmas:
LEMMA 1.1. Let $m \in N^{*}$ and let $p \in L^{\infty}(J)$ be such that for a.e. $(t, x) \in J, m^{2} \leqslant p(t, x) \leqslant(m+1)^{2}$ with moreover for a.e. $t \in[0,2 \pi]$,

$$
\begin{aligned}
& \int_{0}^{\pi}\left(p(t, x)-m^{2}\right) \sin ^{2} m x d x>0 \text { and } \\
& \int_{0}^{\pi}\left((m+1)^{2}-p(t, x)\right) \sin ^{2}(m+1) x d x>0
\end{aligned}
$$

then the equation
(1.5)

$$
\left\{\begin{array}{l}
u_{t}(t, x)-u_{x x}(t, x)-p(t, x) u(t, x)=0 \\
u(t, 0)=u(t, \pi)=0 \\
u(0, x)-u(2 \pi, x)=0
\end{array}\right.
$$

has only the trivial solution.

Proof. The problem (1.5) is equivalent to

$$
\begin{equation*}
L u-p u=0 \tag{1.6}
\end{equation*}
$$

where $L$ is defined in Section 0 .
Let $u \in \operatorname{Dom} L$ be a GPS to the problem (1.6), then $u$ has the Fourier series

$$
u(t, x)=\sum_{\substack{k \in \mathbb{Z} \\ n \in \mathbb{N}^{*}}} u_{k n} e^{i k t} \sin n x
$$

Consider $u_{1}=\sum_{\substack{k \in \mathbb{Z} \\ n \leqslant m}} u_{k n} e^{i k t} \sin n x$ and $u_{2}=\sum_{\substack{k \in \mathbb{Z} \\ n \geqslant m+1}} u_{k n} e^{i k t} \sin n x$.
Taking into account the symmetry of $E$ and the orthogonality of $u_{1}$ and $u_{2}$, one gets easily that
(1.7)

$$
0=\left(u_{2}-u_{1}, L u-p u\right)=\left(E u_{2}-p u_{2}, u_{2}\right)-\left(E u_{1}-p u_{1}, u_{1}\right)
$$

Moreover by the Parseval-Steklov equality:

$$
\begin{aligned}
\left(E u_{2}-p u_{2}, u_{2}\right) & \geqslant\left(E u_{2}, u_{2}\right)-(m+1)^{2}\left(u_{2}, u_{2}\right)= \\
& =\sum_{\substack{k \in \mathbb{Z} \\
n \geqslant m+1}}\left(n^{2}-(m+1)^{2}\right)\left|u_{k n}\right|^{2} \geqslant 0
\end{aligned}
$$

and $\left(E u_{1}-p u_{1}, u_{1}\right) \leqslant \sum_{\substack{k \in \mathbb{Z} \\ n \leqslant m}}\left(n^{2}-m^{2}\right)\left|u_{k n}\right|^{2} \leqslant 0$.
Therefore (1.7) is satisfied if and only if

$$
\begin{equation*}
\left(E u_{2}-p u_{2}, u_{2}\right)=0 \tag{1.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(E u_{1}-p u_{1}, u_{1}\right)=0 \tag{1.9}
\end{equation*}
$$

so that $u_{k n}=0$ for $k \in \mathbb{Z}$ and $n>m+1$ or $n<m$.
Hence $u_{1}=(\sin m x) \sum_{k \in \mathbb{Z}} u_{k m} e^{i k t} \equiv(\sin m x) v(t)$
and

$$
u_{2}=(\sin (m+1) x) \sum_{k \in \mathbb{Z}} u_{k(m+1)} e^{i k t} \equiv(\sin (m+1) x) w(t)
$$

From (1.8) and (1.9) we have

$$
\begin{aligned}
& \int_{0}^{2 \pi} \int_{0}^{\pi}\left(p(t, x)-m^{2}\right) \sin ^{2} m x d x v^{2}(t) d t=0 \text { and } \\
& \int_{0}^{2 \pi} \int_{0}^{\pi}\left((m+1)^{2}-p(t, x)\right) \sin ^{2}(m+1) x d x\left(w^{2}(t)\right) d t=0
\end{aligned}
$$

By our assumptions on $a$ and $b$ we must have $v(t)=0$ and $w(t)=0$ for a.e. $t \in[0,2 \pi]$. Thus $u_{1}=u_{2}=0$ and the proof is complete.

LEMMA 1.2. Let $\gamma, \Gamma \in L^{\infty}(J)$ be such that for a.e. $(t, x) \in J$

$$
m^{2} \leqslant \gamma(t, x) \leqslant \Gamma(t, x) \leqslant(m+1)^{2}, m \in \mathbb{N}^{*}
$$

with for a.e. $t \in[0,2 \pi]$

$$
\begin{aligned}
& \int_{0}^{\pi}\left(\gamma(t, x)-m^{2}\right) \sin ^{2} m x d x>0 \text { and } \\
& \int_{0}^{\pi}\left((m+1)^{2}-\Gamma(t, x)\right) \sin ^{2}(m+1) x d x>0
\end{aligned}
$$

then there exists $\varepsilon=\varepsilon(\gamma, \Gamma)>0$ and $\delta=\delta(\gamma, \Gamma)>0$ such that for any $p \in L^{\infty}(J)$ satisfying $\gamma(t, x)-\varepsilon \leqslant p(t, x) \leqslant \Gamma(t, x)+\varepsilon$ for a.e. $(t, x) \in J$, one has

$$
|L u-p u| \geqslant \delta|u|_{1}
$$

for all $u \in \operatorname{DOm} L$.
Proof. If it is not the case, one can find a sequence ( $u_{n}$ ) in Dom $L$, with $\left|u_{n}\right|_{1}=1\left(n \in \boldsymbol{N}^{*}\right)$ and sequences $\left(v_{n}\right)$ in $H$, ( $p_{n}$ ) in $L^{\infty}(J)$ such that

$$
\begin{gathered}
\gamma(t, x)-n^{-1} \leqslant p_{n}(t, x) \leqslant \Gamma(t, x)-n^{-1} \text { for a.e. }(t, x) \in J \\
L u_{n}-p_{n} u_{n}=v_{n}, \quad n \in N^{*} \text { and } \\
v_{n} \rightarrow 0 \text { strongly in } \mathrm{H} .
\end{gathered}
$$

Using the boundedness of the sequences $\left(u_{n}\right),\left(p_{n}\right),\left(L u_{n}\right)$ in $H$, the finite dimension of Ker $L$, the compactness of $L^{-1}$ and the weak closedness of $L$, we can assume, going if necessary to subsequences that, for $n \rightarrow+\infty$,

$$
\begin{aligned}
& u_{n} \rightarrow u \text { strongly in } H_{o}^{1}(J) \\
& p_{n} \rightarrow p \text { weakly in } L^{\infty}(J) \text { - weak* } \\
& L u_{n} \rightarrow L u \text { weakly in } \mathrm{H} \text { and }|u|_{1}=1 \\
& \gamma(t, x) \leqslant p(t, x) \leqslant \Gamma(t, x) \text { for a.e. }(t, x) \in J .
\end{aligned}
$$

Now, if $\varphi \in C_{o}^{\infty}(J)$, we have

$$
\begin{aligned}
\left(p_{n} u_{n}-p u, \varphi\right) & =\left(p_{n}\left(u_{n}-u\right), \varphi\right)+\left(\left(p_{n}-p\right) u, \varphi\right) \\
& \left.\leqslant c\left|u_{n}-u\right||\varphi|+\mid\left(p_{n}-p\right) u, \varphi\right) \mid
\end{aligned}
$$

Both terms of the right hand member go to zero if $n \rightarrow+\infty$. Hence, from the density of $C_{o}^{\infty}(J)$ in $H$, we have that $p_{n} u_{n} \rightarrow p u$ weakly in $H$ when $n \rightarrow+\infty$, so that

$$
L u-p u=0 .
$$

Lemma 1.1 implies that $u=0$, a contradiction with $|u|_{1}=1$ and the proof is complete.

We are now in a position to prove Theorem 1.
Proof of Theorem 1. Let $\varepsilon>0$ and $\delta>0$ be associated to $\gamma$ and $\Gamma$ by Lemma 1.2, then there exists a real $r=r(\varepsilon)>0$ such that for a.e. $(t, x) \in J$ and all $u \in R$ with $|u| \geqslant r$,

$$
\begin{equation*}
\gamma(t, x)-\varepsilon \leqslant u^{-1} g(t, x, u) \leqslant \Gamma(t, x)+\varepsilon \tag{1.10}
\end{equation*}
$$

The equation ( H ) is then equivalent to

$$
u_{t}(t, x)-u_{x x}(t, x)=\tilde{\gamma}(t, x, u(t, x)) u(t, x)+f(t, x, u(t, x))+h(t, x),(t, x) \in J
$$
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$$
\begin{aligned}
& u(t, 0)=u(t, \pi)=0, t \in[0,2 \pi] \\
& u(0, x)=u(2 \pi, x)=0, x \in[0, \pi]
\end{aligned}
$$

where

$$
\begin{array}{ll}
\tilde{\gamma}(t, x, u)=u^{-1} g(t, x, u), \text { for } \quad|u| \geqslant r \\
\tilde{\gamma}(t, x, u)=r^{-1} g(t, x, r) \frac{u}{r}+\left(1-\frac{u}{r}\right) \Gamma(t, x), & \text { for } \quad 0 \leqslant u<r \\
\tilde{\gamma}(t, x, u)=r^{-1} g(t, x,-r) \frac{u}{r}+\left(1+\frac{u}{r}\right) \Gamma(t, x), & \text { for }
\end{array} \quad-r<u<0
$$

and

$$
f(t, x, u)=g(t, x, u)-\tilde{\gamma}(t, x, u) u
$$

The function $\tilde{\gamma}(t, x, u)$ is of Caratheodory's type since $g$ is, moreover

$$
\begin{aligned}
& \gamma(t, x)-\varepsilon \leqslant \tilde{\gamma}(t, x, u) \leqslant \Gamma(t, x)+\varepsilon \\
& \text { for a.e. }(t, x) \in J \text { and all } u \in R .
\end{aligned}
$$

$$
\begin{equation*}
|f(t, x, u)| \leqslant \alpha(t, x) \tag{1.11}
\end{equation*}
$$

for some $\alpha \in H$ only depending on $\gamma, \Gamma, c$ and $d$. In order to apply coincidence degree (see e.g. [10] p. 44) we consider the following homotopy :

$$
u_{t}(t, x)-u_{x x}(t, x)=(1-\lambda) \Gamma(t, x) u(t, x)+\lambda \tilde{\gamma}(t, x, u(t, x)) u(t, x)+
$$

$$
\begin{equation*}
\lambda f(t, x, u(t, x))+\lambda h(t, x) \quad(t, x) \in J \tag{1.12}
\end{equation*}
$$

where $\lambda \in(0,1)$ and $u \in \operatorname{Dom} L \quad(L$ as defined in Section 0$)$.
We have to show that the set of all possible solutions of the equation (1.12) is bounded independently of $\lambda \in(0,1)$. By construction, we have, for all $u \in \operatorname{Dom} L, \gamma(t, x)-\varepsilon \leqslant(1-\lambda) \Gamma(t, x)+\lambda \tilde{\gamma}(t, x, u(t, x))$ $\leqslant \Gamma(t, x)+\varepsilon$ for a.e. $(t, x) \in J$ and hence by Lemma 1.2 , one has

$$
|L u-[(1-\lambda) \Gamma(., .) u+\lambda \tilde{\gamma}(., ., u) u]| \geqslant \delta|u|_{1}
$$

for each $u \in \operatorname{Dom} L$ and each $\lambda \in(0,1)$.

Consequently, from (1.11) one has
(1.13) $\mid L u-\Gamma(1-\lambda) \Gamma(.,) u+.\lambda \tilde{\gamma}(., \ldots, u) u+\lambda f(., \ldots, u)+\lambda h(.,).]\left.|\geqslant \delta| u\right|_{1}-|e|$
for $u \subseteq \operatorname{Dom} L, \quad \lambda \in(0,1)$ where $e=f+h$. If we define the following operators

$$
\begin{aligned}
& A: H \rightarrow H, u \rightarrow \Gamma(., .) u \\
& N: H \rightarrow H, u \rightarrow \tilde{\gamma}(., \ldots, u) u+f(\ldots, \ldots u)+\hbar(\ldots,)
\end{aligned}
$$

then, $A$ is linear, $L$-completely continuous, $\operatorname{Ker}(L-A)=\{0\}$ from Lemma 1.2 and by our assumptions on $g, N$ is continuous and takes bounded sets into bounded sets, and hence $L$-completely continuous [10]. Therefore, if $u \in \operatorname{Dom} L$ is a solution of (1.12), it follows from (1.13) that
$|u|_{1} \leqslant \frac{|e|}{\delta}$. Thus from Theorem IV. 5 in [10] there exists at least one solution for the equation (H) and the proof is complete.

THEOREM 2. Asswe that the inequalities
(1.14) $\quad \gamma(t, x) \leqslant \lim _{|u| \rightarrow+\infty} u^{-1} g(t, x, u) \leqslant \underset{|u| \rightarrow+\infty}{\lim \sup u^{-1} g(t, x, u) \leqslant \Gamma(t, x)}$
hold uniformly for a.e. $(t, x) \in J$, where $\gamma \in L^{\infty}(J)$ and $\Gamma \in L^{\infty}(J)$ satisfies the following conditions:
(1.15) $\left\{\begin{array}{c}\Gamma(t, x) \leqslant 1 \text { for a.e. }(t, x) \in J \text { and } \\ b(t) \equiv \int_{0}^{\pi}(1-\Gamma(t, x)) \sin ^{2} x d x>0 \text { for a.e. } t \in[0,2 \pi] .\end{array}\right.$

Then the problem (H) has at least one GPS for each $h \in H$.
LEMMA 1.3. Let $p \in L^{\infty}(J)$ be such that $p(t, x) \leqslant 1$ for a.e. $(t, x) \in J$ and $\int_{0}^{\pi}(1-p(t, x)) \sin ^{2} x d x>0$ for a.e. $t \in[0,2 \pi]$ then the. equation (1.5) has only the trivial solution.

Proof. It follows from Parseval-Steklov equality that for any $u \in H_{o}^{1}(J)$,

$$
\begin{equation*}
\left(u_{x}, u_{x}\right) \geqslant(u, u) \tag{1.16}
\end{equation*}
$$

with equality if and only if $u(t, x)=\sum_{k \in \mathbb{Z}} u_{k} e^{i k t} \sin x$. Therefore, if $u$ is a solution of (1.5), then

$$
\begin{equation*}
0=(L u-p u \cdot u)=\left(u_{x}, u_{x}\right)-(p u, u) \geqslant 0 \tag{1.17}
\end{equation*}
$$

and $u(t, x)=\sin x \sum_{k \in \mathbb{Z}} u_{k} e^{i k t} \equiv \sin x . v(t)$ so that, by (1.17), one has

$$
\int_{0}^{2 \pi} \int_{0}^{\pi}(1-p(t, x)) \sin ^{2} x d x(v(t))^{2} d t=0 \quad \text { and }
$$

from our assumptions, one must have $v(t)=0$ for a.e. $t \in[0,2 \pi]$ and the proof is complete.

Proof of Theorem 2. Using notations, the approach of Theorem 1 and Lemma 1.3 (instead of Lemma 1.1) one gets the conclusion and the proof is complete.

REMARK 2. It is obvious that the equation

$$
u_{t}(t, x)-u_{x x}(t, x)=(\cos x) u(t, x)
$$

satisfies conditions of Lemma 1.3.

REMARK 3. Similar results hold in the case of Periodic-Neuman boundary conditions and Periodic-Periodic boundary conditions if $[0, \pi]$ is replaced everywhere by $[0,2 \pi]$ in the last case.

REMARK 4. We have considered the period to be equal to $2 \pi$ only for the sake of commodity, one can consider any real number $T>0$.
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