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Abstract

Brauer classes of a global field can be represented by cyclic algebras. Effective constructions of such algebras and a maximal order therein are given for \( \mathbb{F}_q(t) \), excluding cases of wild ramification. As part of the construction, we also obtain a new description of subfields of cyclotomic function fields.

1. Introduction

Let \( F \) be a global function field and \( S \) a finite set of places of \( F \). For each \( v \in S \) let \( s_v = n_v/r_v \) be a reduced fraction in \( \mathbb{Q} \) such that for their classes in \( \mathbb{Q}/\mathbb{Z} \) we have

\[
\sum_{v \in S} s_v \equiv 0 \mod \mathbb{Z}.
\] (1.1)

We extend \((s_v)_v\) to a sequence of invariants ranging over all places of \( F \), by setting \( s_v = 0/1 \) whenever \( v \) does not lie in \( S \).

Denote by \( \text{Br}(K) \) the Brauer group of a field \( K \); see [13, Theorem 28.2]. For any place \( v \) of \( F \), denote by \( F_v \) the completion of \( F \) at \( v \). Then as a consequence of Hasse’s main theorem on the theory of algebras (cf. [13, Remarks 32.12]), one has a short exact sequence

\[
1 \rightarrow \text{Br}(F) \rightarrow \prod_v \text{Br}(F_v) \rightarrow \bigoplus_v \text{Br}(F_v) \rightarrow \mathbb{Q}/\mathbb{Z} \rightarrow 0, \quad (1.2)
\]

for suitably defined local isomorphisms \( \text{inv}_v : \text{Br}(F_v) \rightarrow \mathbb{Q}/\mathbb{Z} \). Hence, given any sequence \((s_v)_v\) as in the previous paragraph, there exists a unique class in \( \text{Br}(F) \) with this set of invariants, that is, up to isomorphism, a unique division algebra \( D \) with this set of invariants. Moreover, the Grunwald–Wang theorem implies that \( D \) can be written in the form of a cyclic algebra.

For the rest of this paper, let \( F \) be the field \( \mathbb{F}_q(t) \) where \( \mathbb{F}_q \) denotes the finite field of \( q \) elements and \( q \) is a power of a prime \( p \). The aim of this paper is to effectively construct a cyclic algebra, starting only with its invariants (with the restriction that \( s_\infty = 0 \)), and once this has been achieved, to find a maximal \( \mathbb{F}_q[t] \)-order in it. Our approach will work whenever \( q \) is prime to the denominators of any invariant. For division quaternion algebras and \( q \) odd, [2, §4] gives a different algorithm. We note that in our setting there is a unique maximal order up to conjugation; see Theorem 9. Besides, we also provide a Kummer theory way of calculating a subfield of a cyclotomic function field, which to our knowledge is new and computationally performs better than more naive approaches.

Our method can be adapted to \( F = \mathbb{Q} \), as we have checked, and with some refinements probably also to all global function fields (and any fixed place \( \infty \)). This would make \( s_\infty = 0 \)
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superfluous when constructing $D$; the condition $s_{\infty} = 0$ is needed to have a maximal $\mathbb{F}_q[t]$-order. We focus on $F = \mathbb{F}_q(t)$ for two reasons. First, our interest in having access to explicit models of maximal $\mathbb{F}_q[t]$-orders $\Lambda$ for a fixed set of invariants stems from planned experimental investigations of certain function field automorphic forms for $F = \mathbb{F}_q(t)$, namely harmonic cochains on Bruhat–Tits buildings that are equivariant for a suitable action of $\Lambda$. Second, we wish to focus on the division algebra aspect and not aspects related to Dedekind domains for general global function fields.

Our algorithm to find $D$ cannot be extended to the case where $p$ divides some $r_v$. The general case can be split into the case we treat, the tame case, and the wild case: one can write each $s_v$ as a sum $s_{v,p} + s_{v}^{p}$ where the denominator of the first is a power of $p$ and that of the second is prime to $p$. We provide a solution $D^p$ for the sequence $(s_v^p)$. If one has an algorithm that gives $D_p$ as a cyclic algebra for sequences $(s_v,p)$, the general solution arises via $D_p \otimes_F D^p$. An algorithm for the latter case requires one to consider extensions $L/F$ that have wild ramification at all $v \in S$. We have not worked out details. Once $D_p$ has been constructed, further methods are required to find a maximal order in it. Similar complications arise over $F = \mathbb{Q}$ when Hasse invariants contain powers of 2 in the denominator.

Magma code for all constructions is available from https://github.com/dgvirtz/valalg.

### 2. Central simple algebras

This section reviews well-known basic results on central simple algebras. Basic references are [8, 13].

#### 2.1. Cyclic algebras

Let $K$ be a field and $L/K$ be a Galois extension with cyclic Galois group of order $d$ with a chosen generator $\sigma$. Pick an element $a \in K^\times$.

**Definition 1.** The (non-commutative) cyclic algebra attached to $L/K$, $\sigma$ and $a$ is $$(L/K, \sigma, a) := L[\tau, \tau^{-1}]/(\tau^d - a)L[\tau, \tau^{-1}],$$ where multiplication in the Laurent polynomial ring $L[\tau, \tau^{-1}] = \bigoplus_{n \in \mathbb{Z}} L\tau^n$ is defined by $$\alpha \tau^n \cdot \beta \tau^m = \alpha \sigma^n(\beta) \tau^{n+m} \quad \text{for } \alpha, \beta \in L, \ n, m \in \mathbb{Z}.$$ It is an $L$-vector space with basis $\{\tau^i \mid i = 0, \ldots, d-1\}$. It is also a $K$-algebra, by identifying $K$ with the central subfield $K\tau^0$. From [13, Theorems 30.3 and 29.6] we infer that $(L/K, \sigma, a)$ is a central simple algebra over $K$, and that $\{\alpha_{\tau^j} \mid i, j = 0, \ldots, d-1\}$ is a $K$-basis for every $K$-basis $\alpha_0, \ldots, \alpha_{d-1}$ of $L$.

We recall some basic properties of cyclic algebras for $K$ and $L$ fixed.

**Theorem 2** [13, Theorem 30.4]. The following hold:

(i) $(L/K, \sigma, a) \cong (L/K, \sigma^*, a^*)$ for any $s \in \mathbb{Z}$ with $\gcd(s, d) = 1$;

(ii) $(L/K, \sigma, a) \cong M_d(K)$ if and only if $a \in \text{Norm}_{L/K}(L^*)$.

The following result is useful, for instance, when passing from $K$ to its completion.

**Theorem 3** [13, Theorem 30.8]. Let $K' \supset K$ be any field extension; denote by $L'$ a splitting field over $K'$ of the minimal polynomial over $K$ of any primitive element for $L/K$, so that $H := \text{Gal}(L'/K')$ is naturally a subgroup of $\text{Gal}(L/K)$. Let $k = \min\{n \in \mathbb{N}_{>0} \mid \sigma^n \in H\}$. Then $$K' \otimes_K (L/K, \sigma, a) \sim (L'/K', \sigma^k, a).$$ In particular, $L \otimes_K (L/K, \sigma, a)$ is trivial in $\text{Br}(L)$.
2.2. The Hasse invariant of a local algebra

In this subsection, \( K \) denotes a complete discrete-valued field with respect to a valuation \( v = v_K \), with ring of integers \( \mathcal{O} \) and finite residue field \( k \). By \( \pi \) we denote a uniformizer. For an unramified extension \( W/K \) of finite degree with residue field \( k' \), the Frobenius automorphism \( \sigma \in \text{Gal}(W/K) \) is the unique automorphism whose restriction to \( \text{Gal}(k'/k) \) is given by \( x \mapsto x^\#k \). For the definition of the Hasse invariant, consult [13, Theorems 14.3, 14.5 and footnote p. 148].

**Theorem 4** [13, Theorem 31.5]. Let \( W \) and \( W' \) be unramified extensions of \( K \) of degrees \( d \) and \( d' \). Denote by \( \sigma, \sigma' \) the respective Frobenius automorphisms, and let \( s, s' \) be in \( \mathbb{Z} \) such that \( s/d = s'/d' \). Then

\[
(W/K, \sigma, \pi^s) \sim (W'/K, \sigma', \pi^{s'}). 
\]

The following result is basic to determine the invariant of a cyclic algebra over a local field.

**Theorem 5.** Let \( W/K \) be an unramified extension of degree \( d \). Denote by \( \sigma \in \text{Gal}(W/K) \) the Frobenius automorphism. Let \( a \in K^* \) and let \( D \) be the division algebra equivalent to \( (W/K, \sigma, a) \) in \( \text{Br}(K) \). Then the Hasse invariant satisfies

\[
\text{inv}_K D = \frac{v_K(a)}{d}. 
\]

*Proof.* We indicate how to deduce this standard fact (for example, [11, 31.4]) from the definition of the Hasse invariant given in [13]. There \( \text{inv}_K D \) is defined in [13, footnote p. 148] as \( r/d \) provided that \( \pi_D \omega \pi_D^{-1} = \omega^{q^r} \) for some \( r \) with \( rr' \equiv 1 \pmod{d} \), where \( \omega \) is a primitive \((q^d - 1)\)th root of unity in \( D \) and \( \pi_D \in D \) with \( \pi_D^p \) a uniformizer of \( K \subset D \).

Define \( d'' := \text{gcd}(v_K(a), d) \) and \( d' := d/d'' \), and denote by \( W' \) the unique subfield of \( W \) with degree \( d' \) over \( K \), and by \( \sigma' \in \text{Gal}(W'/K) \) the Frobenius automorphism on \( W' \). Then by Theorems 2, 4 and \( N_{W/K}(W') \subset \mathcal{O}_K \), we have \( (W/K, \sigma, a) \sim (W'/K, \sigma', \pi^{v_K(a)/d''}) \), and \( D := (W'/K, \sigma', \pi^{v_K(a)/d''}) \) is a division algebra over \( K \) of degree \( d' \). Because \( v_K(a)/d = (v_K(a)/d'')/d' \), we shall assume from now on that \( a = \pi^r \) for some \( r \in \mathbb{Z} \) prime to \( d \), so that, in particular, \( (W/K, \sigma, a) \) is a division algebra.

Choose integers \( r', n \) such that \( rr' + nd = 1 \), and define \( \pi_D := \tau^{r'} \pi^n \). Observe that \( \sigma(n) = n \) since \( n \in K \), so that \( \sigma \) and \( \pi \) commute. From the choices of \( r', n \), we thus see that \( \pi_D^r = \pi \). Now let \( q := \#k \) and denote by \( \omega \) a primitive \((q^d - 1)\)th root of unity in \( W \). Then

\[
\pi_D \omega \pi_D^{-1} = \tau^{r'} \pi^n \omega \pi^{-n} \tau^{-r'} = \sigma'/(\omega) = \omega^{q^r},
\]

where for the last equality we note that \( \sigma \) acts on roots of unity of order prime to \( p \) in the same way as on their reduction mod \( \pi \). Since \( rr' \equiv 1 \pmod{d} \), we compute \( \text{inv}_K D = r/d = v_K(a)/d \).

2.3. Discriminants

Suppose that \( K \) is a global field that is the quotient field of a Dedekind domain \( A \), and that \( a \) lies \( A \). Then \( \mathcal{O}_L[\tau, \tau^{-1}]/(\tau^d - a) \) is an \( A \)-order of \( L[\tau, \tau^{-1}]/(\tau^d - a) \). The main purpose of this subsection is the computation of the discriminant of this order.

**Lemma 6.** Let \( D \) be the cyclic algebra \((L/K, \sigma, a)\). Denote by \( \text{Tr}_{D/K} \) the reduced trace of \( D \) over \( K \) and by \( \text{Tr}_{L/K} \) the trace of \( L \) over \( K \). Then for \( x = \sum_{i=0}^{d-1} \alpha_i \tau^i \in D \) one has

\[
\text{Tr}_{D/K}(x) = \text{Tr}_{L/K}(\alpha_0).
\]
Now we compute $x^\tau = \tau^i(a_0) + \text{terms in } \tau^j, \ j \neq i$.

Hence $\text{Tr}_{D/K}(x) = \sum_{i=0}^{d-1} \sigma^{-i}(a_0) = \text{Tr}_{L/K}(a_0)$.

\begin{proof}
Since the formation of the discriminant commutes with localization, it suffices to prove the asserted formula after localizing $A$ at sufficiently many $b \in A \setminus \{0\}$ such that $\text{Spec } A = \bigcup_b \text{Spec } A[1/b]$. Since $A$ arises from a global field, one can find $b$ such that the rings $A[1/b]$ are principal ideal domains. Thus it suffices to prove the corollary in the case where $\mathcal{O}_L$ possesses an $A$-basis $b_0, \ldots, b_{d-1}$. Then an $A$-basis of $\Lambda$ is given by $b_i\tau^j$, where $i, j$ range over $0, \ldots, d-1$.

Now we compute

$$\text{Tr}_{D/K}(b_i\tau^j b_i'\tau^{j'}) = \text{Tr}_{D/K}(b_i\sigma^j(b_i')\tau^{j+j'}) = \begin{cases} 0 & \text{if } j + j' \neq 0, d, \\ \text{Tr}_{L/K}(b_i\sigma^j(b_i')) & \text{if } j + j' = 0, \\ a \text{Tr}_{L/K}(b_i\sigma^j(b_i')) & \text{if } j + j' = d. \end{cases}$$

Thus the discriminant of $\Lambda$ is given by

$$\det(\text{Tr}_{L/K}(b_i\sigma^j(b_i')))_{i,i'} \prod_{j=1}^{d-1} \det(a \text{Tr}_{L/K}(b_i\sigma^j(b_i')))_{i,i'} = a^{d(d-1)} \text{disc}(L/K)^d.$$

\end{proof}

\begin{remark}
We warn the reader that for $D$ fixed the discriminant of the order $\Lambda = \sum \mathcal{O}_L \tau^i$ depends on the choice of the generator $\sigma$, since changing $\sigma$ will change the choice of $a$.
\end{remark}

2.4. Maximal orders

Suppose that $K$ is a global function field that is the quotient field of a Dedekind domain $A$. Let $D$ be a central division algebra over $K$ of finite dimension.

THEOREM 9. If $A$ has trivial class group and if there is a place $v$ of $K$ not corresponding to a prime of $A$ with $\text{inv}_v D = 0$, then all maximal $A$-orders $\Lambda$ in $D$ are conjugate under $D^\ast$.

\begin{proof}
Lacking a direct reference, we indicate a proof. For global function fields, the hypothesis on $v$ in the theorem means that $D$ is Eichler over $A$; see [13, Definition 34.3]. Let $\Lambda \subset D$ be any maximal order. Then by [13, Theorem 35.14] due to Swan, the class number of $\Lambda$ is 1 because this holds for $A$. Now [4, VI.8.2] implies that the type number of $D$ is 1, and this means that for any two maximal orders $\Lambda, \Lambda'$ there exists $c \in D^\ast$ such that $c\Lambda c^{-1} = \Lambda'$.
\end{proof}

3. Cyclic extensions of the field $F$

In this section we recall parts of the theory of abelian extensions for the field $F = \mathbb{F}_q(t)$. References are [6, Chapter 3] and [14, Chapter 12]. By $\infty$ we denote the place of vanishing of $1/t$.

\footnote{This can be seen via the explicit isomorphism $D \otimes_K L \rightarrow \text{End}_L(D), a \otimes \lambda \mapsto (z \mapsto az\lambda)$.}
3.1. Tamely ramified abelian extensions of $\mathbb{F}_q(t)$

Denote by $A$ the ring $\mathbb{F}_q[t]$. The Carlitz module is the unique ring homomorphism

$$\phi: A \to A[\tau]: a \mapsto \phi_a,$$

characterized by $\phi_a = \alpha$, for $\alpha \in \mathbb{F}_q$, and $t \mapsto \phi_t = t + \tau$, and where $\tau a = a^q \tau$ in $A[\tau]$ for $a \in A$. Substituting $\tau^i$ by $x^{q^i}$ for $i \geq 0$ provides one with a polynomial $\phi_a(x) \in A[x]$.

For any $a \in A \setminus \mathbb{F}_q$ we denote by $\lambda_a \in \overline{F}$ a primitive $a$-torsion point of $\phi$, that is, $\phi_a(\lambda_a) = 0$ and $\phi_a$ is completely split over $F(\lambda_a)$. If $v(a) = 0$, we also write $\lambda_a$ for its image in $\overline{F}$.

The field $F(\lambda_a)$ is an abelian extension of $F$ with Galois group isomorphic to $(A/a)^*$, and an isomorphism is given by

$$(A/a)^* \longrightarrow \text{Gal}(F(\lambda_a)/F), \bar{b} \longmapsto (\sigma_b: \lambda_a \mapsto \phi_b(\lambda_a)). \quad (3.1)$$

It is ramified exactly at those finite places of $F$ defined by the finite prime divisors of $a$. A function field analogue of the Kronecker–Weber theorem states that any finite abelian extension of $F$ which is totally split above $\infty$, except for an initial tamely ramified extension of degree dividing $q - 1$, is contained in $F(\lambda_a)$ for some $a \in A \setminus \mathbb{F}_q$.

It will be useful to gather information about the fields $F_v(\lambda_a)$. Let $v$ be a finite place of $F$. Denote by $h_v \in \mathbb{F}_q[t]$ the monic irreducible polynomial with $v(h_v) = 1$.

**Theorem 10.** The extension $F_v(\lambda_a)/F_v$ is unramified if and only if $h_v \nmid a$. In this situation, $[F_v(\lambda_a) : F_v] = \text{ord}(A/a), (h_v)$.

We can also describe the ramification above $\infty$ of the fields $F(\lambda_a)$.

**Theorem 11** ([14, Theorem 12.14], [5, Lemma 1.4]). For any monic $a \in A \setminus \mathbb{F}_q$ we have:

(i) the polynomial $\phi_a(x)/x$ splits over $F_\infty$ into $(q^{\deg a} - 1)/(q - 1)$ irreducible factors of degree $q - 1$;

(ii) for any root $\lambda_a$ of $\phi_a(x)/x$ in a finite extension of $F_\infty$, the extension $F_\infty(\lambda_a)/F_\infty$ is totally tamely ramified of degree $q - 1$;

(iii) supposing $a$ is irreducible, then for any extension of $F_\infty$ as in (b),

$$\text{Norm}_{F_\infty(\lambda_a)/F_\infty}(F_\infty(\lambda_a)^*) = t^2 \left(1 + \frac{1}{\lfloor t \rfloor \mathbb{F}_q \left[\left\lfloor \frac{1}{t} \right\rfloor \right]} \right).$$

3.2. Subfields of a cyclotomic extension

The last theme we wish to cover in this subsection is that of primitive elements of the rings of integers of subfields of a cyclotomic field, a problem that is computationally considerably harder than the number field analogue by Leopoldt and Lettl, for example [10]. Let $k = \mathbb{F}_q$ and $E = F(\lambda_a)$ be the cyclotomic extension for an irreducible polynomial $a \in k[t]$ of degree $d$. We follow the Kummer-theoretical approach of [3] to find a primitive element of the subfield $L$ of $E$ of degree $r$ over $F$ for any divisor $r$ of $q^d - 1$.

Let $k' = \mathbb{F}_{q^d}$. The polynomial $a$ splits completely in $k'[t]$, and we write $a = \prod_{i=1}^d a_i$ as a product of distinct linear factors where we regard the indices as elements in $\mathbb{Z}/(d)$. We order the $a_i$ so that under the natural action of $\text{Gal}(k'/k) = \text{Gal}(k'(t)/k(t))$ on $k'(t) = k'F$, the Frobenius automorphism $F: x \mapsto x^{q^d}$ maps each $a_i$ to $a_{i+1}$. Let $u_1, \ldots, u_d$ be $r$th roots of $-a_1, \ldots, -a_d$ and set $L' = k'F[u_1, \ldots, u_d]$. Because $L'/F$ is cyclic of degree $r$ and $k'$ contains all $r$th roots of unity, by Kummer theory the field $k' L$ is contained in $L'$. We display the
relevant fields in the following diagram:

\[
\begin{array}{c}
L' \\
\downarrow k'F \\
F = k(t) \\
\uparrow L
\end{array}
\]

Writing \( U_r \) for the \( r \)th roots of unity in \( k' \), we have an isomorphism

\[(U_r)^d \cong \text{Gal}(L'/k'F)\]

from Kummer theory, defined by having \( \bar{\alpha} = (\alpha_i)_i \in (U_r)^d \) act on \( u = (u_i)_{i=1,...,d} \) via

\[\bar{\alpha}(u) = (\alpha_i u_i)_{i=1,...,d}.\]

Furthermore, the Frobenius automorphism \( \Phi \) can be extended to \( \Phi \in \text{Gal}(L'/F) \) via \( u_i \mapsto u_i + 1 \), to yield an automorphism of order \( d \). For \( j \in \mathbb{Z}/(d) \) one computes

\[\bar{\alpha}(\Phi^j(u_i)) = \bar{\alpha}(u_{i+j}) = \alpha_{i+j} u_{i+j}.\]

Thus \( \bar{\alpha} \Phi^j = \bar{\alpha}' \Phi^{j'} \) only if \( j = j' \), \( \bar{\alpha} = \bar{\alpha}' \). It follows by a size argument that the set of \( d \cdot r^d \) automorphisms \( \bar{\alpha} \Phi^j \) forms the Galois group \( \text{Gal}(L'/F) \). More precisely, \( \text{Gal}(L'/F) = (U_r)^d \rtimes \mathbb{Z}/(d) \), where the generator \( \Phi \) of the right factor sends \( \bar{\alpha} \) in the left factor to \( (F \alpha_1, \ldots, F \alpha_d) \).

Define \( \delta_i = \prod_{j=0}^{d-1} u_{i+j}^{q^{d-1-j}} \) for \( i \in \mathbb{Z}/(d) \). Then

\[\Phi(\delta_i) = \prod_{j=0}^{d-1} u_{i+j+1}^{q^{d-1-j}} = \delta_{i+1}, \quad \bar{\alpha}(\delta_i) = \prod_{j=0}^{d-1} (\alpha_{i+j} u_{i+j})^{q^{d-1-j}} = \bar{\alpha}_i \delta_i,
\]

where \( \bar{\alpha}_i = \prod_{j=0}^{d-1} \alpha_{i+j}^{q^{d-1-j}} \).

Setting \( v_\beta = \sum_{i=0}^{d-1} \beta^i \delta_i \) for \( \beta \in k'^* \), we want to compute \( \text{Gal}(L'/F(v_\beta)) \). It follows from \( \bar{\alpha}_i = \alpha_{i+1} \) that

\[\Phi(v_\beta) = \sum_{i=0}^{d-1} \Phi(\beta^i \delta_i) = \sum_{i=0}^{d-1} \beta^{i+1} \delta_{i+1} = v_\beta, \quad \bar{\alpha}(v_\beta) = \sum_{i=0}^{d-1} \bar{\alpha}_i \beta^i \delta_i = \sum_{i=0}^{d-1} \alpha_0^q \beta^i \delta_i = v_\alpha \beta.
\]

An automorphism \( \bar{\alpha} \Phi \) leaves \( F(v_\beta) \) fixed if and only if \( \bar{\alpha}_0 = 1 \). Hence for such an \( \bar{\alpha} \Phi \), the first \( d - 1 \) components of \( \bar{\alpha} \) determine the last. This means that \( \# \text{Gal}(L'/F(v_\beta)) = d \cdot r^{d-1} \) and

\[\# \text{Gal}(F(v_\beta)/F) = r.
\]

**Lemma 12.** One has \( F(v_\beta) = L \).

**Proof.** We write \( a_i = (t - \beta_i) \) for suitable \( \beta_i \in k' \) with \( \beta_0 = \beta_{i+1} \). Define \( u'_1, \ldots, u'_d \) as \( (q^d - 1) \)th roots of \(-a_1, \ldots, -a_d \). With \( E' = k'[u'_1, \ldots, u'_d] \) we can analogously define \( \Phi', \delta'_i \) and \( v'_\beta \) and get \( \text{Gal}(E'/F) = (k'^*)^d \times \mathbb{Z}/(d) \). The restriction \( \text{Gal}(E'/F) \to \text{Gal}(L'/F) \) is given by

\[\left( \alpha_0, \ldots, \alpha_{d-1} \right) \Phi'^j \mapsto \left( \alpha'_0, \ldots, \alpha'_{d-1} \right) \Phi^j,
\]

where \( r' = (q^d - 1)/r \). We define \( \bar{\alpha}' = (\alpha'_0, \ldots, \alpha'_{d-1}) \).

A direct computation found in [3, Step 1 in proof of Theorem 4] reveals that \( \phi_t(v'_\beta) = v''_\beta + T v'_\beta = v''_{\beta-1} \beta. \) Inductively this gives \( \phi_f(v'_\beta) = v'_{f(\beta-1)} \beta. \) Therefore \( \phi_h(v'_\beta) = 0 \) and...
because the \( v'_{\beta} \) are distinct, they have to be exactly the \( h \)-torsion points of the Carlitz module. One concludes \( F(\nu'_{\beta}) = E \).

As in the preceding construction, we know that

\[
\text{Gal}(E'/E) = \{ \tilde{\alpha} \Phi^j \in \text{Gal}(E'/F) \mid \tilde{\alpha}_0 = 1 \}.
\]

Using the restriction formula (3.2), we deduce from the previous paragraph

\[
\text{Gal}(E'/F(\nu_{\beta})) = \{ \tilde{\alpha} \Phi^j \in \text{Gal}(E'/F) \mid \tilde{\alpha}_0 = 1 \}.
\]

Obviously \( \tilde{\alpha}_0 = 1 \) implies \( \tilde{\alpha}'_0 = 1 \), so \( \text{Gal}(E'/E) \subset \text{Gal}(E'/F(\nu_{\beta})) \) or equivalently \( E \supset F(\nu_{\beta}) \).

From \([L : F] = [F(\nu_{\beta}) : F] = r\) we find \( L = F(\nu_{\beta}) \).

\[
\text{Lemma 13. Keeping the above notation, the local Frobenius at an unramified prime } g \in k[t] \text{ of degree } e, \text{ with } g \text{ monic, is given by } v_{\beta} \mapsto v_{x_{\beta}} \text{ where } x = (g(\beta_{e-1}))/r'q^{d-e}.
\]

\[
\text{Proof. Split } g \text{ into linear factors } g = (t - b_0) \ldots (t - b_{e-1}) \text{ with } b_i^q = b_{i+1}. \text{ The Frobenius is given by taking the } q^{th} \text{ power modulo } (g). \text{ One computes}
\]

\[
\delta_i^q = a_i^r \delta_{i+1}, \quad \delta_i^{q^e} = (a_i \alpha^{e-1}a_{i+e}^q \ldots a_i^{q^{e-1}}) \beta^e \delta_{i+e}.
\]

Reducing modulo \( g \) by substituting \( t \mapsto b_0 \), the base term can be simplified:

\[
(a_i \alpha^{e-1}a_{i+e}^q \ldots a_i^{q^{e-1}}) = (\beta_{i+e-1} - t)(\beta_{i+e-1} - t^q) \ldots (\beta_{i+e-1} - t^{q^{e-1}})
\]

\[
\equiv (\beta_{i+e-1} - b_0)(\beta_{i+e-1} - b_1) \ldots (\beta_{i+e-1} - b_{e-1}) \pmod{g}
\]

\[
= g(\beta_{i+e-1})^q = g(\beta_{e-1})^q.
\]

Finally, we can compute

\[
v_{\beta}^e \equiv \sum_{i=0}^{d-1} \beta^{q^{i+e}}(g(\beta_{e-1})) \beta^e \delta_{i+e} \pmod{g} = \sum_{i=0}^{d-1} (\beta(g(\beta_{e-1})) \beta^e q^{d-e} q^{i+e} \delta_{i+e} = v_{x_{\beta}}.
\]

\[
\text{Remark 14. Of course, there are other approaches to get a primitive element of } L: \text{ in}
\]

[1, Theorem 2.5], a normal integral basis of \( \mathcal{O}_L \) is given in terms of universal Gauss–Thakur sums. Alternatively the norm of a primitive \( h \)-torsion element can be taken [7, Theorem 4.3].

Implementations of all three constructions by the authors in Magma, tested on many examples, confirm the better performance of the approach introduced here. For instance, for \( q = 5 \) and \( h_w \) of degree 4, our approach took 0.170 s to compute a primitive element of the subfield of degree \( r = 6 \) and its minimal polynomial, while the norm and the Gauss–Thakur sum approaches took 12.160 and 13.600 s. We have no complete understanding of this.

The approaches in [1, 7] rely on computations in the field \( E \), ours on computations in \( L'/k'F \). In all three cases the coefficients of a minimal polynomial of a generator of \( L/F \) are computed. This requires multiplications in \( E \) and \( L' \) respectively, and thus in each case a reduction of elements to standard representatives. In our tests this step appears time-consuming in \( E \) and rapid in \( L' \). Therefore we expect that the simple structure of the multi-Kummer extension \( L'/k'F \), that is, \( L' = k'F[X_1, \ldots, X_d]/(X_i^d + a_i, i = 1, \ldots, d) \), if compared with the cyclotomic extension \( E/F \), where \( E = F[X]/(\phi_n(X)/X) \), is responsible for the better performance.

4. The basic algorithm

Let \( S \) be a finite set of finite places of \( F \), and for each \( v \in S \), let \( s_{\nu} = n_{\nu}/r_{\nu} \) be a reduced fraction, and define \( r = \text{lcm}(r_{\nu} : v \in S) \). Then the Grunwald–Wang theorem (for example,
We fix a generator $w$ place $v$ to denote the restriction of the endomorphism to the intermediate field $L\sigma$ where $v\sigma$ does not divide $q\deg(w)$. More concretely, the simple algorithm wishes to find a subextension $L$ of $E = F(\lambda_w)$ for a place $w$ of $F$, that is, $L/F$ is of prime conductor, such that:

1. $r = [L:F]$; and
2. for all $v \in S$ we have $r_v \mid [L_v:F_v] =: d_v$.

We fix a generator $\sigma$ of $G := \text{Gal}(E/F)$ and denote by $H \leq G$ the subgroup corresponding to $L$. We set $q_w = q^{\deg(w)}$. We display the situation in the following diagram:

$$
\begin{array}{ccc}
E & \xrightarrow{H=(\sigma^v)} & E_v \\
\sigma^{-1} & \xrightarrow{\sigma} & \sigma^{-1} \\
A/hw & \cong & A/\langle hw \rangle \\
L & \xrightarrow{H_v=(\sigma^d_v)} & L_v \\
\sigma^v & \xrightarrow{\sigma} & \sigma^v \\
F & \cong & F_v.
\end{array}
$$

where $\sigma_v$ denotes the Frobenius endomorphism at $v$. A bar on top of an endomorphism is used to denote the restriction of the endomorphism to the intermediate field $L$ or $L_v$.

### 4.1. Global conditions

The global condition is $r \mid q_w - 1$, that is, that $q_w^{\deg(w)} \equiv 1 \pmod{r}$. Recall that we assume that $p$ does not divide $r$ here, so that $q$ is a unit in $\mathbb{Z}/(r)$.

### 4.2. Local conditions

For the local degree $f_v(w) := [E_v:F_v]$ of $E_v/F_v$ (this depends on $v$ and $w$, so we include both parameters in our notation) we have

$$ f_v(w) = \text{ord}_{\langle A/w \rangle^v}(h_v). $$

Hence the local decomposition group is

$$ G_v = \langle \sigma^{q_w-1}/f_v(w) \rangle = \langle \sigma_v \rangle. $$

The decomposition group of $L_v/F_v$ is now given by $HG_v/H$. Since everything takes place inside the cyclic group $G$, the subgroup $HG_v$ is cyclic, and for the order $d_v$ of the quotient $HG_v/H$ we deduce

$$ d_v = \text{lcm} \left( \frac{q_w - 1}{r}, f_v(w) \right) = \frac{q_w - 1}{r} = \text{gcd} \left( \frac{q_w - 1}{r}, f_v(w) \right). $$

The condition we require is $r_v \mid d_v$.

### 4.3. Statement of the algorithm

After a number of simple manipulations we obtain the following algorithm.

**Algorithm 16. Input:** an integer $m \geq 2$, monic irreducible elements $\{h_v\}_{v \in S}$ with $v(h_v) = 1$, reduced fractions $s_v = n_v/r_v$ for $v \in S$ with $\sum_v s_v \equiv 0 \pmod{Z}$. **Output:** a monic irreducible polynomial $h_w$. 


(i) Compute \( r = \text{lcm}(r_v : v \in S) \). If \( p|r \), then stop.
(ii) Compute \( d_0 = \text{ord}(\mathbb{Z}/(r)) \cdot (q) \).
(iii) Start for loop over \( j = 1, 2, 3, \ldots \).
(iv) Start for loop over all monic irreducible polynomials \( h_w \) of degree \( d_0j \).
(v) If \( h \in S \), then go to next irreducible. If all irreducibles of degree \( d_0j \) are tested, increase \( j \).
(vi) Compute for \( v \in S \) the quantity \( f_v(w) = \text{ord}(\mathbb{A}/w)_*(h_v) \) and check if it is divisible by \( r_v \). If not, go to next irreducible. If all irreducibles of degree \( d_0j \) are tested, increase \( j \).
(vii) Check for \( v \in S \) whether \( \gcd(q_w - 1/r, f_v(w)) \) divides \( f_v(w)/r_v \). If not, go to next irreducible. If all irreducibles of degree \( d_0j \) are tested, increase \( j \).
(viii) Return \( h_w \) and end the loops.

While the algorithm provides a cyclotomic extension which is sufficient to construct a cyclic algebra with the required invariants, the later explicit construction of a maximal \( \mathbb{F}_q[t] \)-order will need to replace the condition \( r_v|d_v \) by the stronger condition of equality \( r_v = d_v \). This amounts to changing the divisibility checks (vii) in the algorithm by tests for equality. We will refer to this altered algorithm as Algorithm 16 with strong conditions while the original algorithm will be referred to as Algorithm 16 with weak conditions.

4.4. Construction of \( L, \bar{\sigma} \) and \( a \)

We now assume that the search for \( w \) was successful and set \( L = E^{(\bar{\sigma}^r)} \), so that \( \bar{\sigma} = \sigma|_L \) is a generator of Gal\( (L/F) \).

Then \( u_w := r/d_v \) is the smallest positive integer such that \( \bar{\sigma}^{u_w} \in \mathcal{O}_v \). In particular, both \( \bar{\sigma}^{u_w} \) and the Frobenius automorphism \( \bar{\sigma} \) at \( v \) are generators of \( \mathcal{O}_v \cong \mathbb{Z}/(d_v) \). Therefore the following definition makes sense.

**Definition 17.** Define \( u'_v \in (\mathbb{Z}/d_v\mathbb{Z})^* \) such that \( \bar{\sigma}^{u_w} = \bar{\sigma}^{u'_v} \).

This means that \( \bar{\sigma}^{u_w} \) acts on the residue field at \( v \) as \( \alpha \mapsto \alpha^{u'_v} \).

Let \( u''_v \in \mathbb{Z} \) be an inverse to \( u'_v \) modulo \( d_v \). Then for \( a \in F \) we have

\[
(L/F, \bar{\sigma}, a) \otimes_F F_v \overset{\text{Theorem 3}}{=} (L_v/F_v, \bar{\sigma}_v^{u'_v}, a) \overset{\text{Theorem 2(a)}}{\sim} (L_v/F_v, \bar{\sigma}_v, a^{u''_v}).
\]

In particular,

\[
\text{inv}_v(L/F, \bar{\sigma}, a) \equiv \frac{u''_v v(a)}{d_v} \pmod{\mathbb{Z}}.
\]

Locally at \( v \) we want \( \text{inv}_v D = n_v/r_v \), that is, \( n_v/r_v \equiv u''_v v(a)/d_v \pmod{\mathbb{Z}} \). Since \( d_v \) is a multiple of \( r_v \), we obtain

\[
n_v \frac{d_v}{r_v} \equiv u''_v v(a) \pmod{d_v}.
\]

Solving for \( v(a) \) yields

\[
v(a) \equiv u'_v n_v \frac{d_v}{r_v} \pmod{d_v}. \tag{4.1}
\]

The above argument holds for all finite places. We define \( g_v \) to be the integer such that

\[
g_v \equiv u'_v n_v \pmod{r_v} \quad \text{and} \quad 0 \leq g_v \leq r_v - 1. \tag{4.2}
\]

We define \( a = \prod_v h_v^{g_v d_v/r_v} \).

**Theorem 18.** With notation as above, \( D = (L/F, \bar{\sigma}, a) \) is a central division algebra over \( F \) with \( \text{inv}_v D = s_v \) for all places \( v \) of \( F \).
Proof. The statement is clear for the invariants at all finite places different from $w$. Because \( \sum s_v = 0 \), it remains to show \( s_{\infty} = 0 \). By Theorem 3, we have
\[
(L/F, \sigma, a) \otimes_F F_{\infty} = (L_{\infty}/F_{\infty}, \sigma^k, a),
\]
where \( k > 0 \) is the smallest integer such that \( \sigma^k \) lies in \( \text{Gal}(L_{\infty}/F_{\infty}) \). But now observe that \( a \) is a norm from \( F_{\infty}(\lambda_w)^* \) to \( F_{\infty}^* \) by definition of \( a_{\infty} \) and Theorem 11(c), because \( t^{-\deg a}a \) is a 1-unit in \( F_{\infty} \) and hence \( a \) is a norm from \( F_{\infty}(\lambda_w)^* \).

4.5. A simple construction in special cases
We would like to mention a natural construction under special conditions on the sequence \((s_v)_{v \in S}\) which appears in forthcoming work of M. Papikian on Drinfeld–Stuhler modules. Namely, suppose that \( r_v \) divides \( d_v = r_1\gcd(r, \deg v) \) for all \( v \in S \). It is not required that \( r \) is relatively prime to \( p \). Let \( L \) be the constant field extension of \( F \) of degree \( r \). Let \( \sigma \in \text{Gal}(L/F) \) be the automorphism induced from the Frobenius automorphism of \( \text{Gal}(\mathbb{F}_{q^{r}}/\mathbb{F}_q) \) and let \( a \in F^* \). Then by [6, Theorem 4.12.4] one has
\[
\text{inv}_{\nu}(L/F; \sigma, a) = v_{F_{\nu}}(a) \cdot \deg v \frac{\deg v}{r}
\]
in \( \mathbb{Q}/\mathbb{Z} \). Define \( a = \prod_{v \in S} h_v^{e_v \deg v/r_v} \) for \( e_v \in \{1, \ldots, r_v - 1\} \) such that \( e_v(\deg v/(\gcd(\deg v, r))) \equiv n_v \pmod{r_v} \). Then \( D = (L/F, \sigma, a) \) has invariant \( s_v \) for \( v \in S \) and 0 for \( v \notin S \). Let us also mention that under the further condition \( d_v = r_v \) for all \( v \in S \) the procedure explained in §6 will yield a maximal \( A \)-order in \( D \).

5. Termination of the algorithm

Theorem 19. Algorithm 16 terminates with weak and strong conditions.

We shall prove the theorem, by showing that the set of primes \( w \) for which the algorithm terminates is a \( \text{C} \)ebotarev set of positive density.

5.1. Weak conditions
We introduce notation for the prime factorization of \( r \), namely we denote it by \( r = \prod_i p_i^{e_i} \) for pairwise distinct prime numbers \( p_i \) and integer exponents \( e_i \geq 1 \).

The conditions on the \( w \) that we seek are then as follows.
(a) \( w \notin S \);
(b) \( \ord_{\mathbb{Z}/(r), \sigma}(a) \mid \deg(w) \);
(c) \( f_{i}(w) = \ord_{A/(w), \sigma}(h_{w}) \) is a multiple of \( r_v \), or, in other words,
\[
\forall i : \ord_{p_i}(r_v) \leq \ord_{p_i}(f_{i}(w)).
\]
(d) \( \forall v \in S, \forall p_i : \min(\ord_{p_i}(q_w - 1/r), \ord_{p_i}(f_{i}(w))) \leq \ord_{p_i}(f_{i}(w)) - \ord_{p_i}(r_v) \). This in turn is equivalent to
\[
\forall v \in S, \forall p_i : \text{if } p_i \mid r_v \text{ then } \ord_{p_i}(q_w - 1) - \ord_{p_i}(r_v) \leq \ord_{p_i}(f_{i}(w)).
\]

Lemma 20. Suppose condition (a) holds. Then condition (b) is equivalent to \( \text{Frob}_w = 1 \) in \( \text{Gal}(F(\zeta_r)/F) \) for \( \zeta_r \) a primitive \( r \)-th root of unity.

Proof. Using that \( w \) should not ramify in \( F(\zeta_r) \) and the Frobenius generates the local Galois group, one gets a chain of equivalences
\[
\text{Frob}_w = 1 \in \text{Gal}(F(\zeta_r)/F_w) \iff [F(\zeta_r)_w : F_w] = 1 \iff [F_w(\zeta_r) : F_w] = 1 \iff r|q_w - 1,
\]
where \( F_w \) denotes the residue class field of \( F \) at \( w \).
Moreover, under (d), condition (c) is superfluous, that is, the join of the two becomes:

(c) \( \forall v \in S, \forall p_i : \text{if } p_i | r_v \text{ then } \text{ord}_{p_i}(q_w - 1) - \text{ord}_{p_i}(r/r_v) \leq \text{ord}_{p_i}(f_v(w)) \).

We define \( e_{i,v} := \text{ord}_{p_i}(r/r_v) + 1 \) whenever \( p_i | r_v \), and note that under this condition we have \( e_{i,v} \leq e_i \) since \( \text{ord}_{p_i}(r_v) \geq 1 \).

Lemma 21. Let \( \mathbb{F}_w \) denote the residue field of \( F(\zeta_r) \) at \( w \) and \( \overline{h}_v \) the reduction of \( h_v \) in that field. Assuming that \( \text{Frob}_w = 1 \) in Gal\( (F(\zeta_r)/F) \) and \( 0 \leq e_{i,v} \leq e_i \), the following assertions are equivalent:

(i) \( \text{Frob}_w = 1 \) in Gal\( (F(\zeta_r, r^{e_{i,v}} \sqrt{h_v})/F) \);
(ii) \( r_i \sqrt{h_v} \in \mathbb{F}_w \);
(iii) \( \text{ord}_{p_i}(f_v(w)) \leq \text{ord}_{p_i}(q_w - 1) - e_{i,v} \).

Note that adjoining any \( p_i^{e_{i,v}} \)th root of unity is a Kummer extension of \( F(\zeta_r) \) since \( p_i^{e_i} \) divides \( r \).

Proof. As in the proof of the previous lemma

\[
\text{Frob}_w = 1 \in \text{Gal}(F(\zeta_r, r^{e_{i,v}} \sqrt{h_v})/F) \iff \text{Frob}_w = 1 \in \text{Gal}(F(\zeta_r, r^{e_{i,v}} \sqrt{h_v})/F(\zeta_r)) \iff r_i \sqrt{h_v} \in \mathbb{F}_w
\]

where the first equivalence uses that \( \text{Frob}_w = 1 \) in Gal\( (F(\zeta_r)/F) \).

For (ii) \( \Rightarrow \) (iii), let \( \overline{h}_v = x^{p_i^{e_{i,v}}} \in \mathbb{F}_w \). Then ord\( _{p_i}(x^{q_w}) \), so

\[
\text{ord}_{p_i}(f_v(w)) = \text{ord}_{p_i}((\text{ord}_{p_i}(x^{p_i^{e_{i,v}}})) = e_{i,v} + \text{ord}_{p_i}(\text{ord}_{p_i} x) \leq e_{i,v} + \text{ord}_{p_i}(q_w - 1).
\]

For (iii) \( \Rightarrow \) (ii), let \( x \) be a generator of \( \mathbb{F}_w^* \) and \( x^s = \overline{h}_v \). Then because

\[
\text{ord}_{p_i}(\text{ord}_{p_i} h_v) = \text{ord}_{p_i}(f_v(w)) \leq \text{ord}_{p_i}(q_w - 1) - e_{i,v}
\]

we know that \( \text{ord}_{p_i}(s) \geq e_{i,v} \), hence \( p_i^{e_{i,v}} | s \) and \( r_i^{e_{i,v}} \sqrt{h_v} \) is given by \( x^s/r_i^{e_{i,v}} \).

We deduce the following result, of which Theorem 19 with weak conditions is an immediate corollary.

Proposition 22. The density of primes \( w \) in \( F \) satisfying (a)–(d) is

\[
\frac{1}{\phi(r)} \cdot \prod_{j=1}^m \prod_{p_i | r_v \neq j} \left( 1 - \frac{1}{p_i^{e_{i,v}}} \right).
\]

Proof. Define \( E_v := \prod_{p_i | r_v} p_i^{e_{i,v}} \) for all \( v \in S \) and consider the tower of fields

\[
F'' := F(\zeta_r)(h_v^{1/E_1}, \ldots, h_v^{1/E_m}) \supset F' := F(\zeta_r) \supset F.
\]

Then (1) Gal\( (F'/F) = \mathbb{Z}/\phi(r)\mathbb{Z}, \) (2) the extension \( F'/F \) is unramified, (3) the extensions \( F'_j := F'(h_v^{1/E_i})/F' \) are proper, linearly disjoint and ramified precisely at \( v_j \) and totally ramified at \( v_j \), (4) \( F''/F' \) is abelian with Galois group Gal\( (F''/F') \cong \prod_{j=1}^m \mathbb{Z}/E_j \mathbb{Z}, \) (5) the extension \( F''/F \) is Galois and its group is a semidirect product Gal\( (F''/F') \rtimes \text{Gal}(F'/F) \).

To see properness in (3), note in the function field case that \( F'/F \) is unramified but \( F'_j/F \) ramifies at \( h_v \); because \( p \) is not allowed to divide \( r_v \), the extension \( F'/F \) is Galois. Linear disjointness follows because the extensions have distinct ramification places.
It follows that \( w \) is a place satisfying conditions (a)–(d) if and only if \( \text{Frob}_w \) is trivial in \( \text{Gal}(F'/F) \) and \( \text{Frob}_w \) is non-trivial in all primary factors of \( \text{Gal}(F'(h_{v_j}^{1/E_v})/F') \). From the Čebotarev density theorem (for example, \([12, \S \text{VII.13}]\)) we get the required density. \( \square \)

5.2. Strong conditions

We have to replace the first inequality in condition (d) with equality and call this (d'). As above we make (c) superfluous and set \( e_{i,v} := \text{ord}_{p_i}(r/r_v) + 1 \) for \( p_i|r_v \). Using Lemma 21, we restate (d').

\((e')\) If \( p_i|r_v \), then
\[ \text{Frob}_w = 1 \in \text{Gal}(F(\zeta_r, \sqrt[r_v]{h_v})/F) \land \text{Frob}_w \neq 1 \in \text{Gal}(F(\zeta_r, \sqrt[r_v]{h_v})/F). \]

\((e'')\) If \( p_i \nmid r_v \), then \( \text{Frob}_w = 1 \in \text{Gal}(F(\zeta_r, \sqrt[r_v]{h_v})/F). \)

The factors in Theorem 22 change to \( (p_i - 1)/p_i^{e_{i,v}} \) for \( p_i|r_v \) and \( 1/p_i^{e_{i,v}} \) for \( p_i \nmid r_v \). We deduce the following result, of which Theorem 19 with strong conditions is an immediate corollary.

**Proposition 23.** The density of primes \( w \) in \( F \) satisfying the strong conditions is

\[ \frac{1}{\varphi(r)} \prod_{j=1}^{m} \frac{r_{v_j}}{r} \prod_{i:p_i|r_{v_j}} \left(1 - \frac{1}{p_i}\right). \]

6. Constructing a maximal \( \mathbb{F}_q[t] \)-order

The present section describes how to obtain a maximal order for \( D = (L/F, \sigma, a) \) constructed by the algorithm with strong conditions, that is, in the case where \( r_v = d_v \) for all \( v \in S \); in this section \( \sigma \) denotes a generator of \( \text{Gal}(L/F) \), for example the \( \bar{\sigma} \) from § 4.4, and by order we will always mean \( \mathbb{F}_q[t] \)-order. Because \( \mathbb{F}_q[t] \) is a principal ideal domain and \( s_\infty = 0 \), Theorem 9 shows that all maximal orders are conjugate.

First, observe that we are dealing with a local question.

**Theorem 24 [13, 11.6].** An order \( \Lambda \) is maximal if and only if for all places \( v \neq \infty \) of \( F \) the completion \( \Lambda_v \) is maximal in \( D_v \).

We will describe how to maximize the order \( \Lambda = \bigoplus_{i=0}^{r-1} O_L \tau^i \) at the different places of \( F \).

The globally maximal order is the linear hull of all the locally maximized orders.

6.1. The discriminant of a maximal order

An important tool to decide whether an order is maximal inside a central simple algebra is its discriminant. Here we collect the relevant facts needed for the construction of a maximal order in \( D \) starting with \( \Lambda = \bigoplus_{i=0}^{r-1} O_L \tau^i \).

The following result is immediate from [13, Theorem 32.1].

**Proposition 25.** Suppose \( D \) has local invariants \( s_v/r_v \) at the finite set of places \( S \) of \( F \) with corresponding primes \( h_v \), and set \( r = \text{lcm}(r_v : v \in S) \). Then for a maximal order \( \Lambda \) of \( D \) one has \( \text{disc}(\Lambda) = (\prod_{v \in S} h_v^{e_v - r/r_v})^r \).

**Corollary 26.** Let \( D \) be as in Theorem 18 and let \( \Lambda \) be the order \( \bigoplus_{i=0}^{r-1} O_L \tau^i \). Then:

(i) the order \( \Lambda \) is maximal at all places outside \( S \cup \{w\} \);

(ii) the discriminant of \( \Lambda \) at \( w \) is \( \text{disc}(L/K)^r = p^{r(r-1)} \) or \( \text{disc}(L/K)^r = h_w^{r(r-1)} \);
(iii) the discriminant of \( \Lambda \) is \( h_v^{(r-1)g_v d_v/r_v} \) at \( v \in S \);
(iv) the order \( \Lambda \) is maximal at \( v \in S \) if and only if \( r_v = d_v = r \) and \( g_v = 1 \).

Proof. The first three parts are immediate from the computation of \( \text{disc}(\Lambda) \) in Corollary 7 and the standard formula for discriminants of abelian extensions of \( F_q(t) \) in terms of conductors of the defining characters; see [15].

For the last part we need to compare (iii) with the formula in Proposition 25. This gives the condition \( h_v^{g_v d_v/r_v - (r-1)} = (h_v^{-r/r_v})^{r} \). It is equivalent to \( g_v(d_v/r_v)(1 - 1/r) = 1 - 1/r_v \). From this (iv) is immediate.

\[ \square \]

6.2. The ramified place \( w \)

\( L/F \) is totally ramified at \( w \) and we can write \( D_w = (L_w/F_w, \sigma, a) \), where, in an abuse of notation, \( \sigma \) denotes the unique extension of \( \sigma \) onto \( L_w \). Because \( \text{inv}_w D = 0 \) we know that an isomorphism \( D_w \cong M_r(F_w) \) exists. Moreover, this isomorphism can be described explicitly in two steps.

**Theorem 27** [13, Proof of Theorem 30.4],

(i) There exists an element \( f \in O^*_L \) such that \( \text{Norm}_{L_w/F_w} f = a \). It induces an isomorphism \( (L_w/F_w, \sigma, 1) \to (L_w/F_w, \sigma, a) \) by letting \( L_w \) be fixed and \( \tau \mapsto (f \tau) \). In fact, the existence of a solution to the norm equation is equivalent to \( (L_w/F_w, \sigma, 1) \cong (L_w/F_w, \sigma, a) \).

(ii) An isomorphism \( (L_w/F_w, \sigma, 1) \to \text{End}_{F_w}(L_w) \cong M_r(F_w) \) is given by \( \tau \mapsto \sigma, x \mapsto x_{L_w} \) for \( x \in L_w \), where \( x_{L_w} \) denotes multiplication by \( x \). After choosing a basis \( e = (e_1, \ldots, e_r) \) of \( O_{L_w} \) over \( O_w \), and writing \( x_{L_w} e = e T_x, \sigma e = e P \) for unique matrices \( T_x, P \in M_r(F_w) \), the isomorphism \( (L_w/F_w, \sigma, 1) \to M_r(F_w) \) is given by \( \tau \mapsto P, x \mapsto T_x \).

In general, \( M_r(F_w) \) has many maximal orders, namely \( M_r(O_w) \) and all its conjugates [13, 17.3]. Luckily, under the above isomorphism we have \( \Lambda_w \subseteq M_r(O_w) \). To see this, first note that \( \Lambda_w \) remains unchanged under the first isomorphism as \( f \in O^*_L \). Under the second isomorphism the action of \( \Lambda_w \) on \( L_w \) lies in the stabilizer of \( O_{L_w} \) which is equal to \( M_r(O_w) \) with the choice of an integral basis.

6.2.1. Solving the norm equation. We now describe how to find the solution \( f \) of the norm equation by a limit procedure. Choose a uniformizer \( \pi \) at \( w \), so that \( \mathfrak{p} = O_{L_w}, \pi \) is the maximal ideal of \( O_{L_w} \). The unit group \( U_{L_w} = O_{L_w} - \mathfrak{p} \) has the filtration \( U^0_{L_w} = U_{L_w}, \quad U^i_{L_w} = 1 + \mathfrak{p}^i, i \geq 1 \). We recall that \( U^n_{L_w}/U^i_{L_w} \cong F_w^* \) and \( U^i_{L_w}/U^{i+1}_{L_w} \cong \mathfrak{p}_w^{*i}/\mathfrak{p}_w^{*i+1} \cong F_w \), where the second isomorphism depends on \( \pi \). The same definitions can be made for \( F_w \).

The higher ramification groups \( G_i \) of \( G_w = \text{Gal}(L_w/F_w) \) form a decreasing sequence of normal subgroups for \( i \geq -1 \). As proven in [17, Corollary IV.2.2.3], the higher quotients \( G_i/G_{i+1} \) vanish for \( p \nmid r \) (being direct products of groups of order \( p \)). Thus \( G_w = G_0, G_i = 1, i \geq 1 \) and with \( \psi(n) = \psi(L_w) \) we get the following theorem.

**Theorem 28** [17, Proposition V.6.8, Corollary V.6.2],

(i) For every integer \( n \geq 0 \) one has
\[
N(U^\psi(n)L_w) \subset U^n_{K_w}, \quad N(U^\psi(n)+1L_w) \subset U^{n+1}_{K_w},
\]
where \( N = \text{Norm}_{L_w/F_w} \). By passing to the quotients this yields
\[ N_0 : F_w^* \to F_w^*, \quad N_n : F_w \to F_w \quad \text{for} \ n \geq 1. \]

(ii) The map \( N_0 \) is given by \( \xi \mapsto \xi^r \).

(iii) The map \( N_n \) is surjective and given by \( \xi \mapsto \beta_n \xi \) for some \( \beta_n \in F_w^* \).
Using this description of the norm ($\beta_n$ can be determined experimentally) we can construct $f_n = \sum_{k=0}^{n} a_k \pi \tau^k$ that approximate a solution $f$ up to order $rn$ for all $n \geq 0$.

6.2.2. Necessary precision. Let $\Lambda'_w$ be the maximal order $M_r(\mathcal{O}_w)$, so that $\Lambda_w \subset \Lambda'_w$. Since both are finitely generated $\mathcal{O}_w$ modules of the same rank, there exists an integer $s \geq 0$ such that $\pi^s \Lambda'_w \subset \Lambda_w$.

In terms of bases $(e'_1, \ldots, e'_{r^2})$ and $(e_1, \ldots, e_{r^2})$ of $\Lambda'_w$ and $\Lambda_w$, we write $e'_i = \pi^{-s}(\sum_j a_{ij} e_j)$ for suitable $a_{ij} \in \mathcal{O}_w$. Now suppose $a_{ij} \equiv a_{ij} \pmod{\pi^s}$; then defining $\hat{e}'_i := \pi^{-s}(\sum_j \hat{a}_{ij} e_j)$, a set of generators of $\Lambda'_w$ is given by $\{\hat{e}'_1, \ldots, \hat{e}'_{r^2}, e_1, \ldots, e_{r^2}\}$. One concludes that it is enough to solve the norm equation up to order $s - 1$.

**Theorem 29.** The integer $s$ can be chosen as $r$.

**Proof.** Consider the $r \times r$ Vandermonde matrix with columns $(\pi^i, \sigma(\pi^i), \ldots, \sigma^{r-1}(\pi^i))^t$ for $i = 0, \ldots, r - 1$. Acting from the right on $(\lambda_1, \ldots, \lambda_r) \in F_r^r$, it gives the image of $(\pi^0, \pi^1, \ldots, \pi^{r-1})$ under $\sum_i \lambda_i \tau^i$. The condition $\Lambda'_w \subset \pi^{-r} \Lambda_w$ is equivalent to showing that all $\sum_i \lambda_i \tau^i$ that send $(\pi^0, \pi^1, \ldots, \pi^{r-1})$ to $\mathcal{O}_{L_w}$ lie in $\pi^{-r} \Lambda_w$, that is, the inverse $V^{-1}$ sends $\mathcal{O}_{L_w}$ to $\pi^{-r} \mathcal{O}_{L_w}$.

Thus, we only need to know the denominators of the inverse of a Vandermonde matrix. According to [9, Exercise 40], they are given by $\sigma^i(\pi) \prod_{1 \leq k \leq r, k \neq i}(\sigma^i(\pi) - \sigma^k(\pi))$. Because of $G_0 = G_w$, $G_1 = 1$, all factors have valuation 1 and the total valuation is $r$. \qed

**Lemma 30.** It suffices to solve the norm equation up to order 0.

**Proof.** Recall that the solution $f$ was constructed in order jumps of size $r$. \qed

6.2.3. Fixing the denominator. The approximated generators $e'_1, \ldots, e'_{r^2}$ may have denominators at places different from $w$. To make sure that we still have a multiplicatively closed order, multiply the generators with the prime-to-$w$ denominators at places different from $w$ sending each to the next one and generate still equals $\Lambda'_w$ but $\Lambda_w$ such that $\Lambda = \bigoplus_{i=0}^{r-1} \mathcal{O}_L \tau^i$.

Locally, $D$ is given as

$$D \otimes F_v = M[\tau]/(\tau^r - a) = \bigoplus_{i=0}^{u-1} L_i[i]/(\tau^r - a) = \bigoplus_{i,j=0}^{u-1} (L_i[\tau^u]/((\tau^u)^d - a)) \tau^j. $$

Defining $D_i := L_i[\tau^u]/((\tau^u)^d - a)$, one knows that $D_i \cong D_j$ for all $0 \leq i, j \leq u - 1$ and $D \otimes F_v \cong M_u(D_0)$ (especially the $D_i$ have the same local invariant). Multiplication of elements in the right-hand side of the above equation works via

$$\sigma : D_i \rightarrow D_{i+1}, b(\tau^u)^s \rightarrow \sigma(b)(\tau^u)^s, \quad \alpha \beta = \begin{cases} 0 & i \neq j, \\ \alpha \cdot D_i \beta & i = j. \end{cases} $$

for $b \in L_i, \alpha \in D_i, \beta \in D_j$. 

6.3. Unramified places $v \in S$

For convenience, fix the notation $d := d_v, u := r/d$ throughout this section and assume $d = r_v$ (strong conditions). Fix prolongations $w_0, w_1, \ldots, w_{u-1}$ of $v$ to $L$ such that $\sigma$ acts on the $w_i$ by sending each to the next one and $w_{u-1} \rightarrow w_0$. In other words, $\sigma$ sends each component of $M := L \otimes F_v = \bigoplus_{i=0}^{u-1} L_i$ to the next one, where $L_i := L_{w_i}$. We construct an order maximal at $v$ containing $\Lambda = \bigoplus_{i=0}^{r-1} \mathcal{O}_L \tau^i$.

Locally, $D$ is given as

$$D \otimes F_v = M[\tau]/(\tau^r - a) = \bigoplus_{i=0}^{u-1} L_i[i]/(\tau^r - a) = \bigoplus_{i,j=0}^{u-1} (L_i[\tau^u]/((\tau^u)^d - a)) \tau^j. $$

Defining $D_i := L_i[\tau^u]/((\tau^u)^d - a)$, one knows that $D_i \cong D_j$ for all $0 \leq i, j \leq u - 1$ and $D \otimes F_v \cong M_u(D_0)$ (especially the $D_i$ have the same local invariant). Multiplication of elements in the right-hand side of the above equation works via

$$\sigma : D_i \rightarrow D_{i+1}, b(\tau^u)^s \rightarrow \sigma(b)(\tau^u)^s, \quad \alpha \beta = \begin{cases} 0 & i \neq j, \\ \alpha \cdot D_i \beta & i = j. \end{cases} $$

for $b \in L_i, \alpha \in D_i, \beta \in D_j$. 
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For $d = r_v$ (strong conditions) the algebra $D_j$ actually is a skewfield; cf. [13, 31.6]. As seen in [13, 12.6 and 12.8], the valuation $v$ can be uniquely extended to a discrete valuation on $D_j$, which we denote by $v$ as well. It is given for $x \in D_j$ as

$$v(x) := \frac{1}{[K(x) : K]} v(\text{Norm}_{K[x]/K}(x)).$$

**Theorem 31** [13, 13.3]. Let $x \in D_j$ have valuation $1/d$. Then $\mathcal{N}_v = \bigoplus_{i=0}^{d-1} \mathcal{O}_{L,} x^i$ is a maximal order in $D_j$.

Now $v(\tau^u) = v((\tau^u)^d)/d = v(a)/d$, hence for a uniformizer $h$ of $v$ in $F_v$,

$$v(h^{m}(\tau^u)^n) = m + nv(a)/d.$$ 

Since $(v(a), d) = 1$ the extended Euclidean algorithm yields $m, n \in \mathbb{Z}$ with $md + nv(a) = 1$, and $h^{m}(\tau^u)^n$ is the required element. Hence, in $D_j$ we get the maximal order:

$$\mathcal{O}_{D_j} := \mathcal{O}_L[h^{m}(\tau^u)^n].$$

Next, we will give an explicit description of a maximal order in $(M/F_v, \sigma, a)$ as stabilizer of a suitable lattice.

**Lemma 32.** $V := \bigoplus_{i=0}^{u-1} D_i \tau^i$ is a left $(M/F_v, \sigma, a)$-submodule of $(M/F_v, \sigma, a)$.

**Proof.** $V$ is obviously closed under addition. It remains to show that left multiplication with ‘scalars’ sends $V$ to $V$. So let

$$a = \sum_{i,j=0}^{u-1} \alpha_i \tau^j \in (M/F_v, \sigma, a), \quad x = \sum_{i=0}^{u-1} \beta_i \tau^i \in V.$$

Then a straightforward calculation shows

$$a \cdot x = \sum_{i,j=0}^{u-1} \alpha_i \tau^j \sum_{k=0}^{u-1} \beta_k \tau^k = \sum_{i,j,k=0}^{u-1} \alpha_i \sigma^j(\beta_k) \tau^{i+j+k} \subseteq \sum_{i,j,k=0}^{u-1} \alpha_i \sigma^j(\beta_k) \tau^{i} \in V. \quad \square$$

We now define a maximal lattice in $V$ by $\Lambda_V := \bigoplus_{i=0}^{n-1} \mathcal{O}_{D_i} \tau^i$. Furthermore, define three lattices in $M[\tau]/(\tau^u - a)$:

$$R_0 := \bigoplus_{i=0}^{u-1} \bigoplus_{j=-u+1}^{i} \mathcal{O}_{D_j} \tau^j \subseteq R_1 := \bigoplus_{i=0}^{u-1} \bigoplus_{j=0}^{u-1} \mathcal{O}_{D_i} \tau^j \subseteq R_2 := \bigoplus_{i=0}^{u-1} \bigoplus_{j=0}^{u-1} \mathcal{O}_L[\tau^u] \tau^j.$$

Note that $R_1$ is the $v$-adic closure of $\mathcal{O}_L[\tau, h^m(\tau^u)^n]$ and $R_2$ the $v$-adic closure of $\mathcal{O}_L[\tau]$.

**Theorem 33.** $R_0$ equals the stabilizer of $\Lambda_V$ (and is therefore a maximal order).

**Proof.** Let $i, k$ run from 0 to $u - 1$ and $j$ from $i - u + 1$ to $i$. Note first that $\mathcal{O}_{D_i} \tau^j \mathcal{O}_{D_k} \tau^k = \mathcal{O}_{D_i} \sigma^i(\mathcal{O}_{D_k}) \tau^{i+k} = \mathcal{O}_{D_i} \mathcal{O}_{D_{i+k}} \tau^{i+k}$. By (6.1) the last term is non-zero only if $i = j + k$, in which case it lies in $\Lambda_V$. This proves ‘$\subseteq$’.

We now show the converse inclusion ‘$\supseteq$’. Let $\alpha = \sum_{i,j} \alpha_{ij} \tau^j$ with $\alpha_{ij} \in D_i$ for all $i = 0, \ldots, u - 1$. If $\alpha$ lies in the stabilizer, then it maps test elements $x = \beta_k \tau^k$ with $\beta_k \in \mathcal{O}_{D_k}$ to $\Lambda_V$:

$$\alpha x = \sum_{i} \alpha_{i,i-k} \sigma^{i-k}(\beta_k) \tau^i \in \Lambda_V.$$ 

From this we deduce that $\alpha_{i,i-k} \in \mathcal{O}_{D_i}$ for all $k = 0, \ldots, u - 1$. Therefore $\alpha \in R_0$. \qed
The explicit description of the maximal order $R_0$ can be lifted to that of a global order maximal at $v$. Before stating this result, we need a short lemma.

**Lemma 34.** Choose integers $e_t$ for $t = 0, \ldots, u - 1$ such that

$$\mathcal{O}_{D_t} = \mathcal{O}_L[h^m(\tau^u)^n] = \bigoplus_{t=0}^{d-1} \mathcal{O}_L h^{e_t}(\tau^u)^t.$$  
 Furthermore, set $e_d := -v(a)$, so that $\mathcal{O}_{D_t} = \bigoplus_{t=1}^d \mathcal{O}_L h^{e_t}(\tau^u)^t$. Then $e_{t-1} - e_t \in \{0, 1\}$ for all $0 < t \leq d$.

**Proof.** $h^{e_t}(\tau^u)^t$ has valuation between 0 and $1 - 1/d$, so

$$1 > |v(h^{e_{t-1}}(\tau^u)^{t-1}) - v(h^{e_t}(\tau^u)^t)| = |e_{t-1} - e_t - v(\tau^u)|.$$  
 Noting that $0 \leq v(\tau^u) = v(a)/d \overset{(4.2)}{=} (g_i d/r_i)/d = g_i/r_i < 1$, the claim follows. $\square$

We now rewrite the maximal order $R_0$:

$$R_0 = \bigoplus_{i=0}^{u-1} \bigoplus_{j=0}^{d-1} \mathcal{O}_L h^{e_s}(\tau^u)^s \tau^j = R_1 + \bigoplus_{i=0}^{u-1} \bigoplus_{j=0}^{d-1} \sum_{s=0}^{u-1} \mathcal{O}_L h^{e_s}(\tau^u)^s \tau^j.$$  

Let $(\tilde{b}_{ij})_{j=0, \ldots, d-1}$ be a basis of $k_i/k$ (the residue field of $L_i$ over that of $F_i$) for all $i = 0, \ldots, u - 1$. Choose lifts $\tilde{b}_{ij}$ to $\mathcal{O}_{L_i}$ and $b_{ij}$ to $\mathcal{O}_L$. Note that $\mathcal{O}_L/(h) = \bigoplus_i \mathcal{O}_{L_i}/(h)$, so that $b_{ij}$ can be thought of as a first-order approximation of the tuple $(0, \ldots, 0, \tilde{b}_{ij}, 0, \ldots, 0)$. Then

$$R_0 = R_1 + \sum_{i=0}^{u-1} \sum_{j=0}^{d-1} \sum_{s=0}^{d-1} \sum_{t=0}^{d-1} A_{\tilde{b}_{it}} b_{i+1} h^{e_{s+1}}(\tau^u)^s \tau^j = R_1 + \sum_{i=0}^{u-1} \sum_{j=0}^{d-1} \sum_{s=0}^{d-1} \sum_{t=0}^{d-1} A_{\tilde{b}_{it}} b_{i+1} h^{e_{s+1}}(\tau^u)^s \tau^j.$$  

The last equation follows because

$$A_{\tilde{b}_{it}} (\tilde{b}_{it} - b_{it}) h^{e_{s+1}}(\tau^u)^s \tau^j \subset \bigoplus \mathcal{O}_L h^{e_{s+1}}(\tau^u)^s \tau^j \overset{\text{Lemma 34}}{=} \bigoplus \mathcal{O}_L h^{e_s}(\tau^u)^s \tau^j \subset R_1.$$  

The above formula for $R_0$ provides a global lift of $R_0$. It is the order

$$\mathcal{O}_L \tau h^m(\tau^u)^n + \sum_{i=0}^{u-1} \sum_{j=0}^{d-1} \sum_{s=0}^{d-1} \sum_{t=0}^{d-1} A_{\tilde{b}_{it}} b_{i+1} h^{e_{s+1}}(\tau^u)^s \tau^j.$$  

Fixing the denominator at other places is not necessary.

### 6.4. Unramified places $v \notin S$

For these places, any order containing $\Lambda = \mathcal{O}_L[\tau]$ will be maximal since the discriminant commutes with localization and $\text{disc}(\Lambda) = a^{d(d-1)} \text{disc}(L/K)$ is a local unit.

### 7. Example

The following results were obtained by the authors using their Magma implementation of the described algorithms. Even for the small example chosen, performance was considerably better (0.130 s) compared to Magma’s generic built-in function for maximal orders in associative structure constant algebras (104.600 s).
Here, \( q = 5 \) and the chosen invariants are \( 1/2, 1/4 \) and \( 1/4 \) at the places \( h_1 = t, h_2 = t^2 + t + 1 \) and \( h_3 = t^3 + t^2 + 1 \), respectively. Then the algorithm finds a suitable ramification place \( w \) with \( h_w = t^2 + 3t + 4 \). The cyclic algebra is computed as \( (L/F, \sigma, a) = L[\tau]/(\tau^4 - a) \), where \( L \) has primitive element \( \alpha \) with minimal polynomial

\[
T^4 - (t + 4)^4 h_w,
\]

the chosen generator of \( \text{Gal}(L/F) \) is

\[
\sigma : \alpha \to 2\alpha
\]

and

\[
a = t(t^2 + t + 1)(t^3 + t^2 + 1)^3.\]

Defining \( \beta = \alpha/(t + 4) \), we get

\[\mathcal{O}_L = A[\beta].\]

An \( A \)-basis of the computed maximal order is given by the following 16 elements:

\[
\begin{align*}
\tau_0 & : \frac{1}{h_w} \beta \tau^0 + \frac{4t + 2}{h_w} \beta \tau^1 + \frac{4t + 1}{h_w h_3} \beta^2 \tau^2 + \frac{t + 3}{h_w h_1 h_3^2} \beta^3 \tau^3 + \frac{4}{h_1 h_3^3} \\
\tau_1 & : \frac{1}{h_w} \beta^2 \tau^0 + \frac{2t + 3}{h_w h_3} \beta^2 \tau^2 + \frac{2t}{h_w h_3^2} \beta^2 \tau^2 + \frac{1}{h_w} \beta^3 \tau^0 + \frac{4t}{h_w h_3^3} \beta^3 \tau^3, \\
\tau_2 & : \frac{1}{h_3} \beta \tau^2 + \frac{1}{h_3} \beta \tau^2, \\
\tau_3 & : \frac{1}{h_1 h_3^2} \beta^2 \tau^3 + \frac{2}{h_1 h_3^2} \beta^2 \tau^3, \\
\end{align*}
\]

Note that \( h_2 \) does not appear in the denominators because the order \( \mathcal{O}_L[\tau] \) we started with was already maximal at this place, as can be checked with the discriminant.
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