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#### Abstract

Let $\left\{P_{n}\right\}_{n=0}^{\infty}$ and $\left\{Q_{n}\right\}_{n=0}^{\infty}$ be polynomials orthogonal with respect to different distributions. Conditions are given which imply that the coefficients in the expansion of $P_{n}$ in terms of $Q_{0}, Q_{1}, \ldots, Q_{n}$ are non-negative.


1. Introduction. Let $\left\{P_{n}\right\}_{n=0}^{\infty}$ and $\left\{Q_{n}\right\}_{n=0}^{\infty}$ be polynomials orthogonal with respect to different measures. We are concerned with finding conditions under which the constants $a(n, m)$ in the expansion

$$
\begin{equation*}
P_{n}=\sum_{m=0}^{n} a(n, m) Q_{m}, \quad n=0,1,2, \ldots, \tag{1}
\end{equation*}
$$

are all non-negative.
There are several results in this subject. Askey [1] gives conditions in terms of the recurrence formulas which $P_{n}$ and $Q_{n}$ satisfy. Trench [3], [4] imposes conditions on the measures associated with $\left\{P_{n}\right\}_{n=0}^{\infty}$ and $\left\{Q_{n}\right\}_{n=0}^{\infty}$. Also, Askey [2] shows how and where the problem arises.

In the present work we study the recurrence formulas and corresponding difference operators to derive non-negativity of the coefficients $a(n, m)$ in (1). The proofs of the results go via the maximum principle for a discrete boundary value problem. Our Theorem 1 is closely related to the Askey result [1], however it does not imply it. For that reason we give an alternative proof of Askey's theorem via the corresponding hyperbolic boundary value problem.

We also give conditions under which $a(n, n)>0$ and $a(n, m) \leq 0$ for $0 \leq m \leq n-1$.
We point out Theorem 2 which admits applications to the Gegenbauer polynomials.

## 2. The results.

Theorem 1. Let the polynomials $P_{n}$ and $Q_{n}, n=0,1,2, \ldots$, satisfy

$$
\begin{gather*}
x P_{n}=\gamma_{n} P_{n+1}+\beta_{n} P_{n}+\alpha_{n} P_{n-1},  \tag{2}\\
x Q_{n}=\gamma_{n}^{\prime} Q_{n+1}+\beta_{n}^{\prime} Q_{n}+\alpha_{n}^{\prime} Q_{n-1} .
\end{gather*}
$$

[^0]Assume that
(i) $\alpha_{m}^{\prime} \geq \alpha_{n}$ for $m \leq n$,
(ii) $\beta_{m}^{\prime} \geq \beta_{n}$ for $m \leq n$,
(iii) $\alpha_{m}^{\prime}+\gamma_{m}^{\prime} \geq \alpha_{n}+\gamma_{n}$ for $m \leq n$,
(iv) $\gamma_{m}^{\prime} \geq \alpha_{n}$ for $m<n$.

Then the connection coefficients $a(n, m)$ in the formula

$$
\begin{equation*}
P_{n}=\sum_{m=0}^{n} a(n, m) Q_{m} \tag{3}
\end{equation*}
$$

are non-negative.
Proof. After an appropriate renormalization (see [5], (6)) the polynomials $P_{n}$ and $Q_{n}$ (we do not introduce new symbols for the renormalized polynomials) satisfy

$$
\begin{gathered}
x P_{n}=\alpha_{n+1} P_{n+1}+\beta_{n} P_{n}+\gamma_{n-1} P_{n-1} \\
x Q_{n}=\alpha_{n+1}^{\prime} Q_{n+1}+\beta_{n}^{\prime} Q_{n}+\gamma_{n-1}^{\prime} Q_{n-1} .
\end{gathered}
$$

Obviously the renormalization does not affect the conclusion of the theorem. Put $\alpha_{0}^{\prime}=$ $\alpha_{-1}^{\prime}=\alpha_{-2}^{\prime}=\cdots=0$ and $\gamma_{-1}^{\prime}=\gamma_{-2}^{\prime}=\cdots=0$. Consider the linear operators $L$ and $L^{\prime}$ acting on sequences $\left\{a_{n}\right\}_{n=0}^{\infty}$ and $\left\{b_{n}\right\}_{n=-\infty}^{\infty}$ respectively, according to

$$
\begin{gather*}
L a_{n}=\alpha_{n+1} a_{n+1}+\beta_{n} a_{n}+\gamma_{n-1} a_{n-1}, n=0,1,2, \ldots ;  \tag{4}\\
L^{\prime} b_{n}=\alpha_{n+1}^{\prime} b_{n+1}+\beta_{n}^{\prime} b_{n}+\gamma_{n-1}^{\prime} b_{n-1}, n=0, \pm 1, \pm 2, \ldots ;
\end{gather*}
$$

Finally, let $L_{n}$ and $L_{m}^{\prime}$ denote the operators acting on the matrices $u(n, m), n \in \mathbf{N}, m \in \mathbf{Z}$, as $L$ and $L^{\prime}$ but with respect to $n$ or $m$ treating the other variable as a constant.

Let us consider the following boundary value problem.

$$
\left\{\begin{array}{l}
\mathbf{N} \times \mathbf{Z} \ni(n, m) \mapsto u(n, m) \in \mathbf{C},  \tag{5}\\
\left(L_{n}-L_{m}^{\prime}\right) u=0 \\
u(n, n) \geq 0 u(n, m)=0 \quad \text { for } n<m, \text { and for } m<0 .
\end{array}\right.
$$

PROPOSITION 1. If the assumptions of Theorem 1 are satisfied then $u(n, m) \geq 0$ for $0 \leq m \leq n$.

Proof. Assume that the result is false. Let $(n+1, m)$ be a point in the domain $\{(s, t)$ : $s \geq t\}$ with the least first coordinate for which $u(n+1, m)<0$. Thus $u(s, t)$ is non-negative if $s \leq n$. Consider the triangle $\triangle A B C$ with the vertices $A(n, m), B(0, n+m)$ and $C(0, m-n)$ (cf. [5], the proof of Theorem 3).


Let us split the lattice points in $\triangle A B C$ in two subsets (see [5], the proof of Theorem 2): $\Omega_{1}$ consisting of the points $(k, \ell)$ such that $k-\ell \equiv n-m \bmod 2$ and the rest $-\Omega_{2}$. We marked by $n$ the points of $\Omega_{1}$ and by a those of $\Omega_{2}$. Let $\Omega_{3}$ denote the set of lattice points on the line connecting the points $(0, n+m+1)$ and $(n+1, m)$ and let $\Omega_{4}$ denote those on the line connecting $(0, n-m-1)$ and $(n+1, m)$. The points of $\Omega_{3}$ and $\Omega_{4}$ are marked by $\circ$ and $\bullet$ respectively, so the vertex $(n+1, m)$ is excluded from both $\Omega_{3}$ and $\Omega_{4}$.

Suppose $\left(L_{n}-L_{m}^{\prime}\right) u=0$. In particular we have $\sum_{(x, y) \in \Omega_{1}}\left(L_{n}-L_{m}^{\prime}\right) u(x, y)=0$. Now we calculate the terms according to (1) so every term will involve the values of the function $u$ at the immediate neighbors of $(x, y)$. Let us tidy up the sum so as to get the expression of the form $\sum_{(s, t)} c_{s, t} u(s, t)$. First of all observe that $c_{s, t}=0$ unless $(x, t) \in$ $\Omega_{1} \cup \Omega_{2} \cup \Omega_{3} \cup \Omega_{4} \cup\{(n+1, m)\}$.

$$
\begin{equation*}
0=\sum_{(x, y) \in \Omega_{1}}\left(L_{n}-L_{m}^{\prime}\right) u(x, y)=\sum_{i=1}^{4} \sum_{(s, t) \in \Omega_{i}} c_{s, t} u(s, t)+c_{n+1, m} u(n+1, m) \tag{6}
\end{equation*}
$$

The coefficients $c_{s, t}$ can be easily computed from (4). Indeed, we have

1) $(s, t) \in \Omega_{1}, c_{s, t}=\beta_{s}-\beta_{t}^{\prime}$,
2) $(s, t) \in \Omega_{2}, c_{s, t}=\left(\alpha_{s}+\gamma_{s}\right)-\left(\alpha_{t}^{\prime}+\gamma_{t}^{\prime}\right)$,
3) $(s, t) \in \Omega_{3}, c_{s, t}=\alpha_{s}-\alpha_{t}^{\prime}$,
4) $(s, t) \in \Omega_{4}, c_{s, t}=\alpha_{s}-\gamma_{t}^{\prime}$,
5) $c_{n+1, m}=\alpha_{n+1}$.

We can restrict ourselves to $0 \leq t \leq s$ because otherwise $u(s, t)=0$. By our assumptions all the coefficients $c_{s, t}$ for $0 \leq t \leq s$ are non-positive while $c_{n+1, m}$ is positive. Since $u(s, t) \geq 0$ for $(s, t) \in \Omega_{1} \cup \Omega_{2} \cup \Omega_{3} \cup \Omega_{4}$ and $u(n+1, m)<0$ the sum in (6) is strictly negative. This gives a contradiction.

Let us get back to the proof of Theorem 1. By (1) we have

$$
\begin{equation*}
\left\langle P_{n}, Q_{m}\right\rangle_{L^{2}(\nu)}=\int P_{n} Q_{m} d \nu=a(n, m) \int Q_{m}^{2} d \nu \tag{7}
\end{equation*}
$$

Define the function $u(n, m)$ on $\mathbf{N} \times \mathbf{Z}$ by

$$
u(n, m)= \begin{cases}\int P_{n} Q_{m} d \nu & \text { for } m \geq 0  \tag{8}\\ 0 & \text { for } m<0\end{cases}
$$

Thus $u$ satisfies the assumptions of Proposition 1. Indeed, by definition $u(n, m)=0$ for $m<0$ and $u(n, m)=0$ for $n<m$ because $Q_{m}$ is orthogonal to the polynomials of the lower degree. Moreover if $0 \leq m \leq n$ then

$$
\begin{aligned}
\left(L_{n} u\right)(n, m) & =\left\langle L P_{n}, Q_{m}\right\rangle_{L^{2}(\nu)}=\left\langle x P_{n}, Q_{m}\right\rangle_{L^{2}(\nu)} \\
& =\left\langle P_{n}, x Q_{m}\right\rangle_{L^{2}(\nu)}=\left\langle P_{n}, L^{\prime} Q_{m}\right\rangle_{L^{2}(\nu)}=\left(L_{m}^{\prime} u\right)(n, m)
\end{aligned}
$$

Finally since $u(n, m)=0$ and $\alpha_{m}=\beta_{m}=\gamma_{m}=0$ for $m<0$ we get $\left(L_{n} u\right)(n, m)=$ $L_{m}^{\prime} u(n, m)=0$ for $m<0$. Therefore, by Proposition $1 u(n, m) \geq 0$ for $0 \leq m \leq n$. Now the conclusion follows from (7) and (8).

The next corollary is a particular case of Theorem 1.
COROLLARY 1. Assume the orthogonal polynomials $P_{n}$ satisfy $x P_{n}=\gamma_{n} P_{n+1}+\beta_{n} P_{n}+$ $\alpha_{n} P_{n-1}$ and $\alpha_{n} \leq \frac{1}{2}, \alpha_{n}+\gamma_{n} \leq 1, \beta_{n} \leq 0$. Then $P_{n} s$ can be represented as linear combinations of the Tchebyshev polynomials with non-negative coefficients.

COROLLARY 2. Under assumptions of Corollary 1 , for any $n=0,1,2, \ldots$ and any ellipse with foci at 1 and -1 the maximal absolute value of $P_{n}$ is attained at the right end of the major axis.

EXAMPLE. Let $P_{n}^{(\alpha)}$ be the Gegenbauer polynomials with $\alpha \geq-\frac{1}{2}$. They satisfy the three-term recurrence formula

$$
x P_{n}^{(\alpha)}=\frac{n+2 \alpha+1}{2 n+2 \alpha+1} P_{n+1}^{(\alpha)}+\frac{n}{2 n+2 \alpha+1} P_{n-1}^{(\alpha)}
$$

By Corollary 1 we have

$$
P_{n}^{(\alpha)}=\sum_{m=0}^{n} a(n, m) T_{m}
$$

with $a(n, m) \geq 0,0 \leq m \leq n$, where the $T_{n}$ are the Tchebyshev polynomials (here: $T_{n}=$ $\left.P_{n}^{(-1 / 2)}\right)$. The connection coefficients for Gegenbauer polynomials we know explicitly due to Gegenbauer himself (see [2], p. 59).

In the case of symmetric measures Theorem 1 can be slightly sharpened. Namely, we have the following.

COROLLARY 2. Let the polynomials $P_{n}$ and $Q_{n}$ satisfy

$$
\begin{align*}
& x P_{n}=\gamma_{n} P_{n+1}+\alpha_{n} P_{n-1}  \tag{9}\\
& x Q_{n}=\gamma_{n}^{\prime} Q_{n+1}+\alpha_{n}^{\prime} Q_{n-1}
\end{align*}
$$

Assume that
(i) $\alpha_{2 m}^{\prime} \geq \alpha_{2 n}$ and $\alpha_{2 m+1}^{\prime} \geq \alpha_{2 n+1}$ for $0<m \leq m$,
(ii) $\alpha_{2 m}^{\prime}+\gamma_{2 m}^{\prime} \geq \alpha_{2 n}+\gamma_{2 n}$ and $\alpha_{2 m+1}^{\prime}+\gamma_{2 m+1}^{\prime} \geq \alpha_{2 n+1}+\gamma_{2 n+1}$ for $m \leq n$,
(iii) $\gamma_{2 m}^{\prime} \geq \alpha_{2 n}$ and $\gamma_{2 m+1}^{\prime} \geq \alpha_{2 n+1}$ for $m<n$.

Then the connection coefficients a(n,m) in (1) are non-negative.
Proof. Observe that (9) implies the polynomials $P_{n}$ and $Q_{n}$ are even or odd according to the indices $n$ and $m$. Thus by (8) $u(s, t)=0$ whenever $s+t$ is an odd number. Hence analyzing the proof of Proposition 1 we see that it suffices to consider the coefficients $c_{s, t}$ only when $s-t$ is an even number. Therefore Corollary 2 holds.

COROLLARY 3. Let the orthogonal polynomials $P_{n}$ and $Q_{n}$ satisfy the recurrence formula (1). Assume that
(i) $\alpha_{1} \geq \alpha_{1}^{\prime} \geq \alpha_{2} \geq \alpha_{2}^{\prime} \geq \cdots$,
(ii) $\beta_{0} \geq \beta_{0}^{\prime} \geq \beta_{1} \geq \beta_{1}^{\prime} \geq \cdots$,
(iii) $\alpha_{0}+\gamma_{0} \geq \alpha_{0}^{\prime}+\gamma_{0}^{\prime} \geq \alpha_{1}+\gamma_{1} \geq \alpha_{1}^{\prime}+\gamma_{1}^{\prime} \geq \cdots$,
(iv) $\gamma_{m}^{\prime} \geq \alpha_{n}$ for $m<n$.

Then the connection coefficients $a(n, m)$ in the formula

$$
P_{n}=\sum_{m=0}^{n} a(n, m) Q_{n}
$$

satisfy $a(n, n)>0$ and $a(n, m) \leq 0$ for $0 \leq m<n$.
Proof. Let us expand the polynomials $P_{n}$ in terms of the $Q_{m} s$. Then

$$
P_{n}=a(n, n) Q_{n}+\sum_{m=0}^{n-1} a(n, m) Q_{m}
$$

Obviously $a(n, n)>0$ as $P_{n}$ and $Q_{n}$ have positive leading coefficients. If we show that $a(n, m) \leq 0$ for $0 \leq m \leq n-1$ the proof will be complete. As before an appropriate maximum principle secures the condition $a(n, m) \leq 0$.

PROPOSITION 2. Let the assumptions of Corollary 2 be satisfied. If $u$ is a solution to the boundary value problem (2), then $u(n, m) \geq 0$ for $0 \leq m<n$.

Proof. We can follow the lines of the proof of Proposition 1. Then the expression in (6) will be strictly negative if only $c_{s, t} \geq 0$ for $0 \leq t<s$ and $c_{s, s} \leq 0$. And so they are; it suffices to scan the listing of the values $c_{s, t}$ in the proof of Proposition 1.

REmARK. Obviously if $P_{n}=a(n, n) Q_{n}+\sum_{m=0}^{n-1} a(n, m) Q_{m}$, where $a(n, m)>0$ and $a(n, m) \leq 0$, then $Q_{n}=\sum_{m=0}^{n} b(n, m) P_{m}$ with the positive coefficients $b(n, m)$.

We are keen on giving a proof of Askey's theorem via the maximum principle. This theorem is stated for the monic polynomials (i.e. the leading coefficient is 1 ). This means the polynomial $P_{n}$ and $Q_{n}$ satisfy

$$
\begin{aligned}
x P_{n} & =P_{n+1}+\beta_{n} P_{n}+\lambda_{n-1}^{2} P_{n-1} \\
x Q_{n} & =Q_{n+1}+\beta_{n}^{\prime} Q_{n}+\lambda_{n-1}^{\prime 2} Q_{n-1} .
\end{aligned}
$$

Obviously the positivity of the connection coefficients does not depend on normalization, so we can normalize the polynomials $P_{n}$ and $Q_{n}$ arbitrarily. For our purpose the
orthonormalization of the $P_{n} s$ and $Q_{n} s$ is convenient. Therefore we let the polynomials $P_{n}$ and $Q_{n}$ satisfy

$$
\begin{align*}
x P_{n} & =\lambda_{n} P_{n+1}+\beta_{n} P_{n}+\lambda_{n-1} P_{n-1}  \tag{10}\\
x Q_{n} & =\lambda_{n}^{\prime} Q_{n+1}+\beta_{n}^{\prime} Q_{n}+\lambda_{n-1}^{\prime} Q_{n-1}
\end{align*}
$$

Theorem 2 (ASKEy [1]). Let the polynomials $P_{n}$ and $Q_{n}$ satisfy (10). Assume $\lambda_{n}^{\prime} \geq$ $\lambda_{n}$ and $\beta_{n}^{\prime} \geq \beta_{n}$ for $0 \leq m \leq n$. Then the connection coefficients $a(n, m)$ are nonnegative.

Proof. As in the proof of Theorem 1 it suffices to prove that if $u(n, m)$ is a solution of the problem (2), then $u(n, m) \geq 0$ for $0 \leq m \leq n$. For a contradiction, let $(n+1, m)$ be a point such that $u(s, t) \geq 0$ for $0 \leq t \leq s \leq n$ and $u(n+1, m)<0$. Let $\Omega_{1}$ denote the lattice points on the line connecting $(0, m+n)$ and $(n, m), \Omega_{2}$ the points on the line connecting $(0, m+n+1)$ and $(n, m+1)$, and $\Omega_{3}$ the points on the line which connects ( $0, m+n-1$ ) and ( $n, m-1$ ).


Then similarly to (3) we have

$$
\begin{equation*}
0=\sum_{(x, y) \in \Omega_{1}}\left(L_{n}-L_{m}^{\prime}\right) u(x, y)=\sum_{i=1}^{3} \sum_{(s, t) \in \Omega_{i}} c(s, t) u(s, t)+c_{n+1, m} u(n+1, m), \tag{11}
\end{equation*}
$$

where the coefficients $c_{s, t}$ are computed as follows.

1) $(s, t) \in \Omega_{1}, c_{s, t}=\beta_{s}-\beta_{t}^{\prime}$,
2) $(s, t) \in \Omega_{2}, c_{s, t}=\lambda_{s-1}-\lambda_{t-1}^{\prime}$,
3) $(s, t) \in \Omega_{3}, c_{s, t}=\lambda_{s}-\lambda_{t}^{\prime}$,
4) $c_{n+1, m}=\lambda_{n}$.

We can restrict our attention to $0 \leq t \leq s$ as $u$ vanishes otherwise. Then by the assumptions the coefficients $c_{s, t}$ are less than or equal to 0 , while $c_{n+1, m}$ is positive. Thus the sum (11) is strictly negative as all its terms are non-positive and $c_{n+1, m} u(n+1, m)<0$. This leads to contradiction.

Analogously to Corollary 2 we can derive the following.

COROLLARY 3. Let the orthogonal polynomials $P_{n}$ and $Q_{n}$ satisfy the recurrence formula (10). Assume that $\lambda_{0} \geq \lambda_{0}^{\prime} \geq \lambda_{1} \geq \lambda_{1}^{\prime} \geq \lambda_{2} \geq \lambda_{2}^{\prime} \geq \cdots$ and $\beta_{0} \geq \beta_{0}^{\prime} \geq \beta_{1} \geq$ $\beta_{1}^{\prime} \geq \beta_{2} \geq \beta_{2}^{\prime} \geq \cdots$. Then the connection coefficients $a(n, m)$ in

$$
P_{n}=\sum_{m=0}^{n} a(n, m) Q_{m}
$$

satisfy $a(n, n)>0$ and $a(n, m) \leq 0$ for $0 \leq m<n$.
Example. Consider a decreasing sequence of positive numbers $\lambda_{n}$. Assume the polynomials $P_{n}$ and $\tilde{P}_{n}$ satisfy

$$
\begin{aligned}
x P_{n} & =\lambda_{n} P_{n+1}+\lambda_{n-1} P_{n-1}, \\
x \tilde{P}_{n} & =\lambda_{n+1} \tilde{P}_{n+1}+\lambda_{n} \tilde{P}_{n-1} \text { for } n=0,1,2, \ldots .
\end{aligned}
$$

Then Corollary 3 implies that

$$
\tilde{P}_{n}=\sum_{m=0}^{n} a(n, m) P_{m},
$$

where $a(n, n)>0$ and $a(n, m) \leq 0$ for $0 \leq m<n$.
One of the disadvantages of the previous results is that they apply in very special cases and do not cover known properties of, for example, the Jacobi polynomials. This disadvantage has its origin in the fact that our boundary condition is put on the diagonal $\{(n, n): n \in N\}$ unlike in [5], where we had the boundary condition on the $n$-axis. However sometimes it is possible to secure the boundary condition on the $n$-axis. For example when $P_{n}$ are orthogonal with respect to $\mu$ and $Q_{n}$ are such with respect to $\nu$ and we can somehow (not referring to the maximum principle) determine the signs of $\int P_{n} d \nu$.

Theorem 3. Let $P_{n}$ and $Q_{n}$ be the polynomials orthogonal with respect to the measures $\mu$ and $\nu$ respectively. Assume that $\int P_{n} d \nu<0$ for $n=1,2, \ldots$ and let

$$
\begin{gathered}
x P_{n}=\gamma_{n} P_{n+1}+\beta_{n} P_{n}+\alpha_{n} P_{n-1}, \\
x Q_{n}=\gamma_{n}^{\prime} Q_{n+1}+\beta_{n}^{\prime} Q_{n}+\alpha_{n}^{\prime} Q_{n-1} .
\end{gathered}
$$

Assume that
(i) $\alpha_{n} \geq \alpha_{m}^{\prime}$ for $n>m$,
(ii) $\alpha_{n}+\gamma_{n} \geq \alpha_{m}^{\prime}+\gamma_{m}^{\prime}$ for $n>m$,
(iii) $\beta_{n} \geq \beta_{m}^{\prime}$ for $n>m$,
(iv) $\gamma_{n} \geq \alpha_{m}^{\prime}$ for $n>m$.

Then the coefficients $a(n, m)$ in the formula

$$
P_{n}=a(n, n) Q_{n}-\sum_{m=0} a(n, m) Q_{m}
$$

are non-negative.
The result follows easily from [5], Theorem 1. The condition $\int P_{n} d \nu<0$ is equivalent to $a(n, 0)<0$ for $n>0$. Of course there remains a problem of recognizing when we have $\int P_{n} d \nu<0$.

Let $\nu$ be absolutely continuous with respect to $\mu$, i.e. $d \nu(x)=h(x) d \nu(x)$. Assume $h(x)=h_{0}-\sum_{n=1}^{\infty} h_{n} x^{n}$, where $h_{0}, h_{1}, h_{2}, \ldots$ are non-negative, the series being convergent uniformly on the support of $\mu$. If also $\beta_{n} \geq 0$ ( $\alpha_{n}$ and $\gamma_{n}$ are always assumed to be nonnegative), then we have

$$
\int P_{n} d \nu=\int P_{n}(x) h(x) d \nu(x)=-\sum_{n=1}^{\infty} h_{n} \int P_{n}(x) x^{n} d \mu(x) \leq 0
$$

for $n \geq 1$.
EXAMPLE. Let $P_{n}^{(\alpha)}, P_{n}^{\left(\alpha^{\prime}\right)}$ be the Gegenbauer polynomials corresponding to the measures $d \mu(x)=\left(1-x^{2}\right)_{+}^{\alpha} d x$ and $d \nu(x)=\left(1-x^{2}\right)_{+}^{\alpha^{\prime}} d x$. Assume $0<\alpha^{\prime}-\alpha<1$, $\alpha, \alpha^{\prime} \geq-\frac{1}{2}$. Then $d \nu(x)=\left(1-x^{2}\right)_{+}^{\alpha^{\prime}-\alpha} d \mu(x)$ and $\left(1-x^{2}\right)_{+}^{\alpha^{\prime}-\alpha}=1-\sum_{n=1}^{\infty} h_{n} x^{2 n}$, where $h_{n}>0$. By the above remarks we have $\int P_{n} d \nu<0$ for $n \geq 1$. Next observe that the coefficients of the recurrence relation for the Gegenbauer polynomials satisfy the assumptions of Theorem 3. Indeed, let $\beta_{n}=\beta_{n}^{\prime}=0$ and

$$
\begin{aligned}
\alpha_{n}=\frac{n}{2 n+2 \alpha+1}, & \alpha_{n}^{\prime}=\frac{n}{2 n+2 \alpha^{\prime}+1} \\
\gamma_{n}=1-\alpha_{n}, & \gamma_{n}^{\prime}=1-\alpha_{n}^{\prime}
\end{aligned}
$$

Then

$$
\begin{aligned}
\alpha_{1}^{\prime} \leq \alpha_{2}^{\prime} & \leq \cdots \leq \alpha_{n}^{\prime} \leq \alpha_{n}, \\
\alpha_{n}+\gamma_{n} & =\alpha_{m}^{\prime}+\gamma_{m}^{\prime}=1, \\
\alpha_{n}^{\prime} & \leq \alpha_{n} \leq \gamma_{n} .
\end{aligned}
$$

Thus by Theorem 3 we have

$$
P_{n}^{(\alpha)}=a(n, n) P_{n}^{\left(\alpha^{\prime}\right)}-\sum_{m=0}^{n-1} a(n, m) P_{m}^{\left(\alpha^{\prime}\right)},
$$

where $a(n, m) \geq 0$. Thus

$$
P_{n}^{\left(\alpha^{\prime}\right)}=\sum_{m=0}^{n} b(n, m) P_{m}^{(\alpha)},
$$

where $b(n, m) \geq 0$, and $0<\alpha^{\prime}-\alpha<1, \alpha, \alpha^{\prime} \geq-\frac{1}{2}$. By transitivity this holds for any $\alpha^{\prime}>\alpha \geq-\frac{1}{2}$.
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