
18 
The A-measure in the leading-log 

and modified leading-log 
approximations of perturbative QeD 

IS.1 Introduction 

We will in this chapter present the Lund model in a somewhat different 
and also more mathematical manner. We have already described the 
emergence of a string with the q and q at the endpoints and with a set 
of color-connected gluonic excitations in the interior. This corresponds to 
a more or less complex string space-time surface, which via the directrix 
may be traced back to all these original excitations. The string breakup 
is then in Sjostrand's version a process on the surface leading to a set of 
final-state (mostly) yoyo-like small hadron strings. All this is in accordance 
with the Lund model. 

Since we have seen in the previous chapters how the string surface is 
obtained and how the string breaks up along the surface the reader should 
at this point learn how to use Lonnblad's program ARIADNE, which 
provides a kinematically precise implementation of the dipole cascade 
model, and then compare with the results of Webber's HERWIG or 
Sjostrand's JETSET Monte Carlo simulation programs. In each case the 
reader will be able to produce an ensemble of partonic cascade excitations, 
corresponding to the chosen treatment of the way the color force field will 
be stretched. 

After that either JETSET's or HERWIG's routines can be used (but 
when doing experimental analysis the reader is advised to use all available 
methods) to obtain the final-state fragmentation distributions stemming 
from the chosen ensemble. It is instructive to find for oneself that these 
seemingly very different approaches will in the end lead to very similar 
predictions for most inclusive distributions. It is a challenge to find par
ticular differences which are amenable to experimental analysis and also 
to be able to trace these differences to the dynamical input in the models. 

A rather different approach is also possible. Many people, in particular 
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theorists, want something more than just a Monte Carlo 'black box'. It is 
the intention of this chapter to show that it is possible to calculate many 
observables in analytical approximations. 

Although it is very satisfying to produce an analytical expression for an 
observable we should be aware that the approach is more approximate 
than the Monte Carlo methods because it is only partly possible to take 
the different kinematical constraints into account. To be frank the approx
imations which are necessary to obtain solvable analytical equations very 
often have the unfortunate property that the results may be misleading 
with respect to the dynamics. 

But the fact that we generally deal with a multipartide situation does 
imply some simplifications. As long as we only consider inclusive distribu
tions then many of the approximations actually do not show up because 
they will drown in the general 'noise' in accordance with the laws of 
statistics and in particular the law of large numbers. 

We will in general concentrate on the A-measure, which was introduced 
in [48] to describe the multiplicity in complex multigluon situations. It 
constitutes a generalised rapidity variable and we described it in Chapter 
15 in connection with the triangular phase space with its extended folds, 
which is typical of (multi)dipole emission. We will also discuss the distribu
tions in the dipole multiplicity (which is related to the gluon multiplicity) 
but as expected this multiplicity is not, in contrast to the A-measure, an 
infrared-stable quantity. 

The intention is to introduce methods to calculate analytically inclusive 
A-distributions. This means that we consider an ensemble of states, e.g. 
produced from a particular partonic cascade, and calculate the distribution 
in the variable A over this ensemble. We will use two different methods, 
which we will refer to as the L-method and the K-method. 

In the L-method, [48] we consider the analytical equations which gov
erns the change in the A-distribution when we increase the energy, i.e. in 
particular increase the variable L = log(s/ so). There are sudden and large 
changes in the distribution when we thus move upwards in virtuality. 
This is due to the fact that we then encounter very hard gluon radiation 
which means large changes in the states. The corresponding changes in 
the distribution have, however, a structure so that it is easy to describe 
the Laplace-transformed distribution. We derive a second-order differential 
equation for the Laplace-transformed distribution and we also show how 
to obtain the moments in A directly from the differential equation. 

This will lead us to the notion of KNO scaling [86] for the multiplicity 
distributions, although we will find that at this level of approximation 
we are rather far away, in the analytical formulas, from the observed 
distributions in e+ e- annihilation events. 

After that we turn to the K-method, [6], where the idea is to consider 
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the production of new dipoles when we go downwards in the transverse 
momentum variable K = log(k]jso) from a fixed maximum K c:::: L. This 
leads to linear partial differential equations of a gain-loss character. 

It is possible to investigate many local properties of the distribution in 
A by means of this method. We will, however, concentrate more upon the 
complementarity of the two methods. We will in particular derive a kind 
of master equation for the combined distribution in A and nd, with nd the 
number of dipoles for a given Land K. From this equation it is easy to 
derive any kind of moment equation for the two variables. 

Up to now we have used an approximation to perturbative QCD 
which is known as the leading-log approximation, the LLA. We will meet 
this approximation again in Chapter 19. It is rather easy to extend the 
approximation to the modified leading-log approximation, [52]. The basic 
point is to note that one loses a region close to the endpoints of every 
dipole, [72], in connection with the emission of particles. This is mostly 
due to recoil problems during the emission but is also related to the 
spin coupling between the emitters and the final-state partons. After we 
have taken these corrections into account we obtain quite good analytical 
approximations to the Monte Carlo simulated distributions in A and nd. 

Owing to the similarity between the classical gain-loss equations and the 
Callan-Symanzik equations for the changes in the renormalisation point 
in a field theory we will at this point also speculate about the meaning of 
the running coupling constant in QCD. 

We will after that present a very simple approximation scheme, called 
discrete QeD [15], which is based upon the properties of the coupling 
constant. It is possible in this scheme to exchange the continuous triangular 
phase space, which we have discussed repeatedly for the dipole emissions, 
for a lattice, where only a discrete set of emission points is available. Each 
emission point has a simple probability that there will be a gluon emission 
and a corresponding new triangular fold extended. Then the procedure 
of discretisation can again be extended to this triangle and later to the 
subtriangles etc. Therefore the whole structure corresponds to a 'tree' 
containing 'subtrees', 'branches' and 'twigs' etc. in accordance with simple 
prescriptions. The procedure leads to very good analytical approximations 
and also provides further insight into the structure of the perturbative 
QCD parton-branching processes. 

Then we will consider the notion of Jractality or rather multi-fractality in 
connection with QCD parton cascades. We start by presenting a method 
to visualise the average distributions of the final-state hadrons already 
from the partonic state by deriving an equation for a curve called the 
x-curve in [20] and [48]. 

The x-curve has an everywhere timelike tangent compared with the 
directrix curve, which is everywhere lightlike. Their relationship is that the 
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x-curve is stretched along the hyperbolas which have the directrix curve 
as their asymptotes. The (invariant) length of the x-curve is equal to the 
measure A, with A this time defined in an infrared-stable way. 

If the x-curve is cut up into pieces, each of a length corresponding to 
the mass of the final-state hadrons, then we recover the average energy
momentum distribution of the hadrons in accordance with the Lund model 
fragmentation process. In this way we have on the one hand derived the 
local parton-hadron duality concept in the Lund model, [53], and on the 
other hand presented a further way to visualise the relationship between 
the A-measure and the final-state hadron multiplicity. 

One may take the x-curve and its properties as the starting point for 
a fragmentation scheme, [21], in the spirit of the Lund model but with 
methods conceptually different from those in the Sjostrand fragmentation 
scheme in Chapter 15. The idea is to find the variations around the x
curve from the Lund model fragmentation formulas. The final result is 
nevertheless similar to Sjostrand's distributions but in this way we will 
be able to identify the transverse momentum correlation length, that was 
introduced in connection with the Ornstein-Uhlenbeck process in Chapter 
12. 

The curves under consideration in general do not exhibit simple regular
ity. If we go back to the phase-space triangle used to describe the emission 
region of gluons in Chapters 15 and 17, this statement is rather obvious. 
When we have drawn out its many folds from the gluon emissions it looks 
less like a smooth ordinary curve than one of the fractal curves which 
have been under intense investigation in recent years. 

We will therefore investigate the dimensions of the curves we have de
rived from the point of view of such fractals. We will exhibit in some detail, 
[48], the fact that what has for a long time been known as the anomalous 
dimensions of QeD actually can be described also as the (multi)fractal 
dimensions of the curves describing the A-measure. 

18.2 The L-method 

1 The differential equations 

We will in this section introduce a set of differential equations, [48], for the 
distribution in A stemming from the dipole cascade model. In particular, 
we will investigate the changes in the A-distribution with increasing en
ergy. Then the phase-space triangle is increased in the upwards direction 
towards larger values of L = log(sjso) (see Chapters 16 and 17 and Fig. 
18.1). We will call the distribution in A for a fixed value of L, P(A,L). 

We start by noticing that the size of the A-measure obtains independent 
contributions from each particular y-region (usually called a y-bin). We 
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Fig. 18.1. The triangular phase space with the folds corresponding to new gluQn 
emissions, with two independent regions in rapidity, <>Yl, <>Y2, exhibited. 

again stress the fact that neither k.1., and therefore K, nor y necessarily cOr
respond to directly observable momenta and rapidities. They are defined 
invariantly and recursively from the masses of the dipoles that arise. 

The combined A-distribution from the two regions, see Fig. 18.1, c5Yl 
around Yl and c5 Y2 around Y2, is then using Pj == P8Yj for the contributions 
from region j, 

P(A; c5Yl,Yl; c5Y2,Y2) = J Pl(At}P2(A2)dAldA2c5(Al + ,1,2 - A) (18.1) 

Thus the folds which occur in a certain region are in this approximation 
independent of the folds in a different region. Therefore it is natural to go 
over to a Laplace transform of the distribution. Then we obtain by the 
definition 

P({3,L) = J dAexp(-{3A)P(A,L) (18.2) 

the following result for the Laplace transform of Eq. (18.1): 

P8Y1HY2({3) = P8Yl ({3)P8Y2({3) (18.3) 

This implies that the logarithm of the distribution is additive (using 
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log P(/3) == 2(/3): 

(18.4) 

It is then possible to define a function f?ll(/3, y) corresponding to the limit 
of a vanishing (j y-interval around a particular rapidity y within the phase 
space: 

f?ll(/3, y) = lim 2 by(/3, y) 
by--->O (jy 

(18.5) 

We may recover the distribution 2 !J.y(/3, y) for a finite Lly-interval by 

l Y+!J.Y/2 
2 !J.y(/3, y) = f?ll(/3, y')dy' (18.6) 

y-!J.y/2 

We next remark that for a given y the distribution f?ll(/3,y) can only depend 
upon the maximum value of the (logarithmic) squared kl.. that can occur 
for that y-value. We will denote as t(y), the variable log(ki,max/so) for 
a given y and we obtain from the triangular phase space the equality 
t(y) = L - 21yl. It is then possible to write the following formula for 
2(/3, L), the distribution for the total L-region: 

j L/2 IoL 
2(/3, L) = dyf?ll(/3, t = L - 21yl) = dtf?ll(/3, t) 

-L/2 0 
(18.7) 

We will now consider the change in f?ll when t --+ t + (j and concen
trate upon a particular infinitesimal y-region Ll around y. There is the 
probability 

(18.8) 

of obtaining a new gluon inside the region which is shaded in Fig. 18.2. 
If there is such a gluon then the increase in A is described by P(A,t(y)), 
because with all its folds and subfolds it corresponds exactly to an isolated 
system with L = t(y). In Eq. (18.8) we have introduced the runnning 
coupling constant of QeD, 30:skimax/(2n) == 0:0/1. This means that we 
have identified the scale So = A~c;. 

The remaining probability 1 - Ll(jo:o/t' corresponds to the case when 
there is no extra gluon and consequently A is unchanged. We obtain 

P!J.(A,t + (j) = (1 - Ll(j ~ )P!J.(A,t) 

+ Ll(j ~ J dAldA2P!J.(Al, t)P (A2,t(y))(j (Al + A2 - A) (18.9) 

We may now subtract P!J.(A,t) from both sides, take the Laplace transforms 
and go to the limit (j, Ll --+ 0 to obtain the following result for f?ll: 

df?ll~, t) = ~ [exp 2(/3, t) - 1] (18.10) 
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Fig. 18.2. The region for emitting a gluon obtained by increasing L and thereby 
also the local t is shown as shaded. 

Combining this equation with the result in Eq. (18.7) we obtain the second 
order differential equation 

d22({3, t) = lto [ 2({3 t) _ 1] 
dt2 t exp , (18.11) 

In order to specify the function 2({3,L) we must supplement Eq. (18.11) 
with the proper boundary conditions. For L = 0 we evidently have a 
<5-contribution, i.e. P(A,O) = <5(,1), which implies that 2({3,0) = O. Further 
for small values of L the contributions to A from the gluons is of order 
L2. This means that d2({3,0)/dL = -{3. 

2 The moments in A 

Equation (18.11) with these boundary conditions has unfortunately no 
solution in terms of elementary functions. Numerical solutions of Eq. 
(18.11) indicate that a good approximation for the distribution P(A,L) is 
given by a r-distribution: 

(18.12) 

where v and p are slowly varying functions of ltoL. For large values of 
L the result in Eq. (18.29) implies that v ---+ 3. This estimate is, however, 
due to kinematical corrections rather bad and should be exchanged for 
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v ""' 7-8 at all present and foreseeable energies, although the general shape 
is reasonable according to [74]. 

In order to relate the distribution to the observables we assume that for 
a given value of A there is, besides the distribution in A for given s which 
we have considered above, a definite multiplicity distribution of final-state 
hadrons P(n, A), independent of the energy: 

Ptot(n, s) = j dAP(A, s)P(n, A) (18.13) 

This assumption is very well fulfilled according to the simulations with 
ARIADNE (to produce the A-distribution) and JETSET (to produce the 
fragmentation). The distribution P(n, A) is then close to a Poissonian with 
the average multiplicity for fixed A , (n) (A) = mA, where m is a constant. 

Although we cannot calculate the distribution itself it is nevertheless 
possible to calculate the moments of the A-distribution, 

(18.14) 

directly from the differential equation. 
Thus we have from the defining equation of the Laplace transform 

exp(f£({3, L) == P({3, L) = j dA exp( -{3A)P(A, L) 

= f (-{3t jdAAnp(A,L) 
j=O (n). 

(18.15) 

It is straightforward to prove for the first two moments, the mean (A) and 
the variance VA = \A2) - (A)2, that if 

(18.16) 

then 

(A) = Gl(L) 

VA == (A2) - (A)2 = ((A - (A) )2) = 2G2(L) (18.17) 

The differential equation for Gl is immediately obtained from the first
order expansion in {3 of Eq. (18.11): 

d2Gl _ OCo G 
dU - L 1 

(18.18) 

(It is worthwhile to go through the calculations leading to Eqs. (18.15)
(18.18).) 

The solutions to this equation are related to the modified Bessel func
tions of first rank, Ij and Kj. As we are going to use these solutions 
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repeatedly we will introduce a special notation for them: 

J1(K) = .jiKlt(2.jrtOK), JO(K) = V2rto10(2.jrtoK) 

with similar relations between $'j and K j. These functions fulfil 

dJo( ) _ rto d ( ) - K --07'1 K 
dK K 
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(18.19) 

(18.20) 

with similar relations for $'j but with a negative sign. The functions are 
normalised so that 

J1$'0 + $'1JO = 1 

We also note the limiting behaviour 

lim$'1(K)= ~ ,,_0 y 2rto 

(18.21) 

L1/4 
lim J1(L) = 1/4 exp(2vrtoL) (18.22) 

L-OC) (2n )1/2rto 
n1/2L1/4 

lim $'1(L) = 1/4 exp(-2vrtoL) 
L_OC) 21/2rto 

All these relations are easy to prove from any handbook on Bessel func
tions, e.g. [57]. It can also be seen from a combination of Eqs. (18.20) that 
the general solution to Eq. (18.18) is a linear combination of J1 and $'1, 

(18.23) 

where the numbers A and B must be chosen so that the boundary 
conditions are fulfilled. Thus G1 = 0 and dGt! dL = 1 at the starting 
point, according to the boundary conditions for Eq. (18.11). We will 
choose the starting point to be a bit more general than before, L = Lo, 
and assume that Lo may be different from O. 

It is then easy to prove by means of the relations in Eqs. (18.20), (18.21) 
and (18.22) that the general solution is 

G1(L,Lo) = J1(L)$'1(Lo) - $'1(L)J1(Lo) 

(LLo)1/4 
~ 2(rtO)1/2 exp[2(vrtoL - ~)] 

~ L1/2 
G1(L,0) = -It(2VrtoL) ~ 372 exp(2vrtoL) 

rto rto 4n 

where the limits correspond to L ~ Lo ~ O. 

(18.24) 

The corresponding differential equation for the variance in A is obtained 
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from the expansion coefficient proportional to {32 in Eq. (18.11): 

d2G2 = oeo (G + GI) (18.25) 
dL2 L 2 2 

with the condition that G2 = dG2/ dL = 0 at the starting point. The 
equation can then be easily solved by means of the Green's function 
method, i.e. we look for a solution to the equation 

d2G _ oeo G = b(L - L') 
dU L 

(18.26) 

with the same boundary values as for G2. This is obtained by the use of 
Gl from Eq. (18.24) above: 

G(L,L') = 8(L - L') Gl(~'L') (18.27) 

In this way we obtain the following result for G2: 

( 1 !,L oeo " 2 , G2 L,Lo) = -4 ,Gl(L,L )dL G1(L ,Lo) 
Lo L 

We obtain using the asymptotic expression for Gl = (A) 

(A)2 
v~-

Ie 3 

(18.28) 

(18.29) 

The reader is once again invited to carry through the necessary calculations 
to prove Eqs. (18.24)-(18.29). 

3 The notion of KNO scaling and the fact that the dipole cascade is 
dominated by the first two gluon emissions 

The result that the variance in the multiplicity of final-state particles obeys 
Vn c:::: C2 (n)2 has been known for a long time in high-energy physics. It 
was first known as the Wroblewski relation and later extended to the 
notion of KNO scaling, [86]. It was then applied to hadronic reactions 
but it is nowadays known that both e+ e- annihilation and inelastic lepto
production event multiplicities exhibit a similar structure. 

The basic idea in KNO scaling is that the multiplicity distributions, 
P(n, s), scale with the mean multiplicity. For a squared cms energy s the 
suggestion is that 

(18.30) 

where (n) (s) is the mean multiplicity at the squared cms energy sand F a 
continuous function which depends upon the dynamics of the particular 
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interaction but is independent of the energy. It is then evident that all 
moments (nj ), not only the second one, will be proportional to (n}j. 

There are some problems to be faced in connection with the approxima
tion of a discrete distribution in terms of a continuous function. Different 
investigators have therefore used somewhat different ways to define the 
relationship between F and Pn. One reason is that if we consider e.g. 
a proton-proton reaction and concentrate on the charged particles then 
charge conservation means that only particle pairs with one positive and 
one negative can be produced. Therefore it is only possible to observe an 
even number of charged particles. Further it is not known whether the 
particles carrying the original two positive charges should be included. 
One solution would be to define the variable x as x = (n - no)/( (n) - nd, 
where no, nl are suitably chosen parameters for the argument in F(x). 

Nevertheless, Eq. (18.30) gives, if you allow for these uncertainties, a 
surprisingly good description of a large amount of multiplicity data from 
many different processes and energies. The function F is, however, process 
dependent. 

There have been many speculations on the origin of the KNO scaling 
property. We will be satisfied with a few comments. Suppose that the basic 
particle-production mechanism corresponds to truly independent produc
tion as in the case of an external current acting on the different frequencies 
of a quantum field (the Schwinger model in Chapter 3). There are reasons 
for such a simple assumption. Multiparticle production generally leads to 
a flat central rapidity distribution without much correlation between the 
produced particles. Then it would be pure chance whether there is an 
observed particle in a small rapidity bin or whether it will be empty. This 
would, however, imply Poissonian statistics (just as we obtained for the 
external current). Therefore one should expect that the variance behaves 
as Vn oc (n) instead of the KNO prediction. Consequently it is necessary to 
introduce more dynamical assumptions to obtain the wider KNO scaling 
distributions. 

There is a set of necessary constraints on particle production in both the 
Lund model and other successful models. The total charge and energy
momentum must be conserved during the production process. Further 
there is resonance production, which will introduce local correlations in 
rapidity because the decay products are spread over 1-2 units in rapidity. 
All such phenomena can be accounted for within the simpler schemes used 
in the iterative cascade models, which were described in Chapters 7 and 
9. In general these models predict, nevertheless, an essentially Poissonian 
statistics for the central production in rapidity. The breakup of a single 
Lund qq-string also leads to something close to a Poissonian (although 
a somewhat narrower, cf. the treatment of the Feynman-Wilson gas in 
Chapter 11). It should, however, be understood that for small energies 
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the fragmentation distributions are wider than Poissonian because then 
the phase space is dominated by the regions close to the string endpoints 
where the variations are larger. 

If several different production processes independently contribute to 
the final hadronic state then the total multiplicity distribution will be a 
folding of the different distributions. In this case it is easy to prove that 
the variance will be simply additive, and there will not be much widening 
from such an assumption unless one distribution is very wide by itself, 

nl+.··+nN=n 
(2: nj) = 2: (nj) , v(2:nj)=2:Vnj 

(18.31) 

It is, however, rather easy to obtain a broad distribution if there are 
several contributing processes which exclude each other. If we have two 
processes, j = 1,2, with the probabilities rx and 1 - rx occurring we have 
for the total multiplicity distribution and its moments 

Ptot(n) = rxPt(n) + (1 - rx)P2(n) 

(n)tot = rx (n)t + (1 - rx) (n)2 

V(ntot) = rxVt + (1- rx)V2 + rx(l- rx)((n)t - (n)2)2 

(18.32) 

This is much broader than each of the distributions when the mean multi
plicities are different in the two processes. In hadronic interaction models 
this is often used to explain KNO scaling because in this case there are, 
besides a general smooth central production, also diffractive events with 
smaller multiplicities concentrated around the incoming particle rapidities. 

For hard QeD processes it is instead the bremsstrahlung of gluons 
which causes the broadening of the multiplicity distributions. This means 
that it is the folding in Eq. (18.13) which is responsible and there is a large 
width in the A-distribution in accordance with what we have learned; this 
should be compared to the statement in Eq. (18.31). 

The Lund model predicts, in good agreement with data, a KNO scaling 
result. This stems from a combination of the fragmentation process and 
the partonic cascade. Using the results from Eq. (18.13) we obtain 

(n)tot (s) = m (A) (s) = (n) (A = (A) (s)) 
Vtot = m2V}Js) + Vn(A = (A) (s)) == Vcasc + Virag 

(18.33) 

In this way we have partitioned the variance into the cascade contribution, 
i.e. the variations in A for fixed s, and the fragmentation contribution, the 
variations in multiplicity for a fixed generalised rapidity region A. We can 
go further and obtain two independent contributions to the (squared) 
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log ji2(W) 

3 

2 

1 log Vfrag 

log Vcasc 

o ~------------------------------------- 1010g W 

1 2 3 [GeV] 

Fig. 18.3. The contributions to the multiplicity variance stemming from the 
dipole cascade model (ARIADNE for A) and from the Lund fragmentation 
model (JETSET), together with the total variance (dotted line) and the square of 
the mean multiplicity (broken line). The variable W is the square root of s. 

width over the mean: 

Vtot VA Vn(A = (A) (s)) 

(n);ot = (,1)2 + (n)2 (A = (A) (s)) 
(18.34) 

The resulting distribution is shown in Fig. 18.3. While the contributions 
lead to a smooth, almost constant, ratio, one of them, the fragmentation 
contribution, dominates at small values of s and the other, the cascade 
contribution, dominates for large s. The crossing point is somewhere below 
the LEP energies. 

We end this section with another result from the investigations of the 
dipole cascade model. It is possible to show that almost all the variations 
in the A-distribution stem from the emission of the first two gluons. 

To understand this result we will make use of the distributions !Yl and 
P = exp 2, which are defined in Section 1. They correspond to particular 
Laplace transforms of the A-distribution. 

We assume that the first gluon (i.e. the one with the largest kd is emitted 
at log(kldso) = Kl. From Fig. 18.4 we obtain that the total2-distribution 
for these kind of events, 2(/3, L, Kr), is given by 

(18.35) 

The first contribution on the right-hand side stems from the two half
triangles at the outskirts and the folded triangle from the emission at 
Kl. The rest stems from what is left of the background triangle, i.e. the 
rectangle with side length L - Kl. Therefore the average and the variance 
in A (the two lowest-order power contributions in /3) are remembering that 
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___ -------4 half-triangles 

Fig. 18.4. The emission of the first and hardest gluon partitions the remainder 
of the A-distribution for such states into one contribution from the fft, integrated 
over the centre, and the contributions from two triangular regions, one along the 
two boundaries and one from the gluon fold. 

&t is the derivative of 2, 

(18.36) 

The total variance for a given L, Vtot(L), stems from the variations in 
the first emission together with the variations of all the remaining gluons, 
averaged over the first emission. To calculate the variation in Kl we must 
as always introduce a Sudakov factor j, corresponding to no emission 
before Kl, 

Vtot(L) = {J dKd(Kd (A)2 (L, Kd - (J dKd(Kd (A) (L, Kd) 2} 
+ J dKd(KdV;.(L, Kd (18.37) 

From the bremsstrahlung cross section we obtain, integrating over the 
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available rapidity range with 3rt.s12n = rt.oIK, 

dng rt.o 
- = -(L - Kd (18.38) 
dKl Kl 

Then if (L - Kdl L ~ 1, f will asymptotically behave as a gaussIan 
distribution: 

f L - Kl [rt.o(L - Kd2 ] 
~ rt.o exp -------'----

L 2L 
(18.39) 

It is then rather easy to introduce the results for V;.(L, Kd and f to 
perform the second integral in Eq. (18.37). We obtain an error-function 
result which is equal to 

(18.40) 

From this approximation we obtain that the variations from the first gluon 
emission in this asymptotic scenario contribute around 47% to the total 
vanance. 

It is possible to do the same calculation for the second, third etc. gluons 
and it is also possible to simulate the variations from ARIADNE in 
the way described in [12]. We find that over the PETRA-PEP energy 
range around 95% of the variance sterns from the variations in the first 
gluon emission. Over the LEP-SLC region more than 87% of the variance 
sterns from the first and in total more than 95% from the first two gluon 
emISSIOns. 

The reason for this result is that if we have a hard gluon emission 
Kl '" L we obtain a very different kind of event as compared to the case 
when Kl ~ L. In both cases there will be further gluon emissions but the 
variations in them will at the present energies give very small contributions 
to the variations in the final-state multiplicities. 

We are basically invoking the very slow development of the QeD cascades 
and we will corne back to this later on. But even the asymptotic result, 
i.e. that for all energies around half of the variations stern from the first 
gluon, is quite surprising! 

18.3 The K-method 

1 Preliminaries 

There is one inconvenient property of the L-method and that is that when 
we search the phase space for gluon emissions upwards, i.e. for increasing 
L, we obtain hard gluon contributions to the A-distribution. This means 
that the L-method leads to discontinuous changes in A. But the structure 
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of independence in the y-variable means that the Laplace-transformed 
A-distributions change in a smooth and differentiable way. 

We will now introduce a different method, [6], in which for a fixed value 
of L we go downwards in K in the phase space, looking for gluons with 
smaller and smaller k~. In this way we obtain a smooth and differentiable 
distribution in the dipole productions and thereby also in A. 

The basic idea is to introduce the notion of virtual dipole size at the level 
K, to be called J.l for an individual dipole. We define the variable J.l for a 
dipole of squared mass Sd as the rapidity size within which the dipole can 
emit gluons with transverse momentum k~ (cf. the triangular phase space 
size) 

(18.41 ) 

In order to see the general behaviour we will firstly study the (inclusive) 
distribution in the J.l-variable for the dipole containing the original q
particle (the right-endpoint dipole), to be called Pl(J.l, K). For simplicity we 
suppress the dependence on the starting point of the evolution, Kmax. 

We now show how to write gain-loss equations for the distribution Pi 
when we change the resolution scale K. We firstly note that the dipole size 
J.l will obviously due to its definition increase to J.l + (jK when we decrease 
K to K - (jK. 

A dipole of size J.l may, however, also split up into two dipoles, J.ll and 
J.l2, when K - K - (jK. The probability for this to happen is 

OCo 
-(jKdJ.lldJ.l2(j(J.l- J.ll - J.l2) (18.42) 
K 

This is a rewriting of the ordinary cross section for gluon emission, once 
again with the effective running coupling 3OCs/2n == OCO/K. We have assumed 
that there is in the dipole rest frame a rapidity value y such that Iyl ::::;; J.l/2 
and that a new gluon is emitted at (K,y). Thus the dipole is split into two 
with virtual sizes J.l/2 ± y; these are called J.ll and J.l2 in Eq. (18.42). 

After the splitting each new dipole will increase independently of the 
other one when we go downwards in the cascade, according to the basic 
assumption of the DCM. These dipole sizes correspond to the available 
emission hyperbolas from the endpoints of the J.l-dipole, via the new gluon 
'peak', according to the description in Chapter 15. 

2 The distribution of the endpoint dipole 

The distribution Pi can thus change in three ways when we take the step 
K - K-(jK: 

1 The value of J.l at K - (jK may correspond to the value J.l- (jK at K. 
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2 It is possible for a dipole of size Jl to decay into smaller-size dipoles 
according to Eq. (18.42) (loss at the value Jl). 

3 It is possible that a larger dipole Jll > Jl will decay into Jl according 
to Eq. (18.42) (gain at the value Jl). 

Gathering these contributions we obtain the following partial differential 
equation, using the effective coupling ex = rxO/K, 

(18.43) 

The distribution Pl should obviously be normalised to 1 for all K, so that 
we have 

Nll(O,K) = 1 (18.44) 

If we perform a partial integration in Jl on the integro-differential equation 
in Eq. (18.43) we obtain a partial differential equation solely in Nll: 

(18.45) 

We note the similarity to the Gallan-Symanzik equation which was treated 
in Chapter 4. We will again solve it by integration along rays: 

dJl = -1 => Cl = Jl + K (18.46) 
dK 

where Cl is a constant. We obtain including the right boundary condition 

Nll(Jl, K) = E>(L - Jl- K)exp ( _lJl+K dY(Jl + K - y)rxoIY) (18.47) 

The step function corresponds to the largest value the ray parameter Cl 
can take on, i.e. the starting point of the cascade, L. The distribution Pl 
obviously fulfils 

(18.48) 

and therefore contains a c)-distribution corresponding to the situation 
when there has been no gluon emission and we are left with the original 
dipole of size Jl = L - K at this virtuality. The coefficient in front of the 
c)-distribution is the Sudakov exponential factor, which was approximated 
by means of a gaussian in connection with Eq. (18.39): 

fsud(L, K) = exp ( -lL dy(L - y)rxo/ y) (18.49) 
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3 The general inclusive single-dipole distribution 

In this subsection we will be concerned with the inclusive distribution &PI 
for all the available dipoles whether they are endpoint dipoles or central 
ones. There are then two differences compared to Pl. The first one is 
related to the normalisation. If we define 

r . 1 
%lj(fl,K) = Jf.1 dfl1flr &P1(fl1,K) (18.50) 

then %l1(O,K) == M1(K) corresponds to the average number of dipoles 
at the virtu ali ty K. In the same way % dO, K) == M 2 (K) corresponds to 
the total length of these dipoles, which evidently must be identical to the 
average (A), defined before. 

The second difference is the fact that the gain factor from the decays 
of larger dipoles is 2 instead of 1 because each dipole of length fl1 > fl 
will decay into two dipoles and either one of them may have the length 
fl. Thus the integro-differential equation (18.43) becomes 

L11&P1 = ~ [fl&P1 - 2l dfl1&P1(fl1, K)] (18.51) 

These changes mean that if we again perform a partial integration in fl we 
obtain instead of a single equation a set of two coupled partial differential 
equations from Eq. (18.51) for the first two moments of &PI: 

L11% 11 = - ao (% 12 - 2fl% 11), L11% 12 = -%11 + ao fl2 % 11 (18.52) 
K K 

From these equations we immediately obtain for the quantities M j , j = 1,2, 
which are defined above, 

dMl ao dM2 
- = --M2 - = -Ml (18.53) 
dK K' dK 

If we combine these two equations we obtain back the second-order 
equation already derived for M2 == (A) before (Eq. (18.18)), 

d2M2 = ao M2 
dK2 K 

(18.54) 

and the solution is the same (cf. Eq. (18.24)): 

(18.55) 

The second equation in (18.53) tells us that the mean number of dipoles 
is given by the (negative) K-derivative of (A): 

(18.56) 

From the properties of Eq. (18.21) we conclude that M1(L,L) = 1 while 
M2(L, L) = 0. It is a very general property of second-order differential 
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equations that we can find another pair of functions M3 and Mo which 
also fulfils Eqs. (18.53) with M3 -+ M2 and Mo -+ Ml: 

M3(L, K) = J'o(L)ffl(K) + ffo(L)J'l(K) 
(18.57) 

Mo(L, K) = J'o(L)ff O(K) - ff o(L)J'O(K) 

This time the pair fulfils M3(L, L) = 1 and Mo(L, L) = O. Using the two 
pairs of solutions it is possible to write out the mean of the 2 and the 
number of dipoles nd in the general situation when we take the ensemble 
of states which starts at L = to with 2 = 20 and nd = ndO: 

(2) (to, K) = ndoM2(to, K) + 20M3 (to, K) 

(nd) (to, K) = ndoMl(to, K) + 20Mo(to, K) 
(18.58) 

We will meet all these functions later in a more general context but it is 
worthwhile to convince oneself that Eqs. (18.57) and (18.58) are correct. 

While the mean value of 2 (in both the cases discussed above) is finite 
also when K -+ 0 (cf. Eq. (18.24)) we find that the mean number of dipoles 
diverges logarithmically in that limit. 

4 An aside on the rate of decay in QeD cascades 

In this subsection we will give a simple explanation for the results in Eqs. 
(18.24) and (18.56) in order to understand the way the partonic cascades 
develop in QeD. We will start by analysing the probability that a dipole 
of mass -jS, i.e. with logarithmic variable L = log(s/so), will decay into 
two dipoles by the emission of a (first) gluon at the value K = log(ki) so). 
From the Sudakov factor isud in Eq. (18.49) and the bremsstrahlung cross 
section we obtain 

1>:0 [ lL 1>:0 1 dP = -dK(L - K)exp - -dKl(L - Kt} 
K K Kl 

(18.59) 

For the available rapidity range we have introduced the virtual size 
11 = L - K of the dipole at K. We note that this distribution is not 
normalised to unity but instead we obtain by integration over K 

rL dP = 1 - iSud(L, Kc) (18.60) 
JKe 

where Kc is a suitable cutoff. The interpretation is that the probability 
density dP is normalised to unity apart from the possibility that the 
dipole does not decay before we reach Kc. It is straightforward to perform 
the integral in the Sudakov factor and, using the variables x == I>:OK and 
y == 1>:0L, we obtain 

dP = g(y)dx(y - x)xy- 1 exp(-x) (18.61) 
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Here g(y) is a normalisation factor. We may once again use the same 
methods as we used to find the maximum of the Lund fragmentation 
distribution in Chapter 9, cf. Eq. (9.6), to prove that there is a pronounced 
maximum in the distribution for Xmax = Y - JY; in terms of L, K it occurs 
for Kmax = L - 1/ ,Ja(L). 

There is a simple explanation for this result. The step bK from the 
starting point L to Kmax is evidently equal to the virtual size of the dipole 
at Kmax. The probability for decay inside this region is then 

abKby = a(bK)2 ~ C (18.62) 

where C is a constant of order unity. We will now consider the general 
case. If a dipole tends to have the same size as its 'survival time' this 
means in the phase-space triangle that a region free of gluons is as wide 
(in the generalised y-variable) as it is high (in the K-direction). This means 
that the step bK between two 'generations' (meaning the decay-times of the 
typical dipoles) of gluons behaves as the square root of the virtuality K. 

Then the first generation (the typical 'hardest' single gluon when we 
start at the virtuality L) will occur after a step 

bKl '" C' Ji, C' = C/ Fa (18.63) 

and we are left at the virtuality L-C' JL. The next generation (containing 
two 'typical' gluons) occurs after a second step 

C' J L - c' Ji ~ C' Ji - (C')2 /2 (18.64) 

where we have expanded the square root under the assumption that 
C' JL ~ L. Counting downwards we obtain after n ~ 1 generations (in 
which there are 2n- 1 gluons produced) a remaining virtuality 

~ L - nC' Ji + n2(C')2/4 (18.65) 

If this is the endpoint K we obtain 

n ~ 2( Vrt.oL - ,Jrt.OK)/C (18.66) 

and the multiplicity of dipoles will be 2n, so that using C = log 2 we have 

M 1 '" exp 2( V rt.oL - ,Jrt.OK) (18.67) 

To obtain M2 we just multiply by the typical dipole size at K; we have 
thus in a simple way obtained good approximations for (A) and its first 
K-derivative, i.e. the average dipole multiplicity. 

It is worthwhile to ponder the immensely slow development of a QCD 
cascade. Suppose that we consider an e+ e- annihilation event with JS = 
1000 Ge V and AQCD = 250 Me V. Then the first generation will occur, 
according to the calculation above, at around kl. '" 130 GeV, the second 
at around kl. '" 15 GeV, the third at around 5 GeV, etc. 
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Actually we are nevertheless exaggerating the rate. When we take the 
recoil corrections into account within the so-called modified leading-log 
scenario the average rate will become even slower. 

5 The master equation 

In [6] several other distributions are derived and investigated. We will 
here be satisfied to discuss the combined distribution in the number of 
dipoles, nd == n, and their total length ~j=lllj == 2, which we will call 
P(n, 2, K) (once again suppressing the dependence on L). 

The master equation for the distribution P(n, 2, K) is 

oP oP 0(0 
OK - n 02 = -;z2[P(n, 2, K) - P(n - 1,2, K)] (18.68) 

The result stems from the fact that the change in 2 from n independent 
dipoles is 2 ~ 2 + n{)K when K ~ K - ()K. Further there is a loss for P(n) 
and a gain from P(n - 1) when any of the dipoles decays. 

We will briefly consider this equation and its solutions before we show 
how to incorporate corrections due to recoils, the phase-space size and the 
neglect of the polarisation sum in the decay process. 

We may make Eq. (18.68) into a linear partial differential equation in 
all the three variables n, 2, K in the approximation when n is considered a 
continuous variable. Then Eq. (18.68) becomes 

oP _ n oP ~ 0(° 2 oP (18.69) 
OK 02 K on 

We may again use the method of rays and look for n = n(K) and 2 = 2(K) 
with the properties that 

dn = _ 0(0 2 d2 = -n 
dK K' dK 

(18.70) 

Given the solutions to these equations we then have that 

OP OP d2 OP dn d 
OK + Oil dK + a;; dK = dK P(n(K),2(K),K) = 0 (18.71) 

i.e. any function which is constant along the rays will work! 
We note that Eqs. (18.70) are just the equations we had for the quantities 

M j , j = 1,2 or j = 0,3 (Eq. (18.53)) and they can consequently be solved in 
terms of these functions. We assume that we know the distribution in no, 20, 
to be called F(no, 2o), for a certain value of K = 10. It is straightforward to 
describe the values of 2, n for an arbitrary K ::;; 10 from the results of Eqs. 
(18.53) with the boundary values no,20 

n = noMl(lo, K) + 20Mo(l0, K) 

2 = 20M3(l0, K) + noM2(l0, K) 
(18.72) 
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We note in particular that we obtain the correct boundary values n = 
no, A = AO when K = 10 because the functions Ml = M3 = 1 and M2 = 
Mo = 0 when the arguments coincide, according to their definitions (Eq. 
(18.53)). We may then write a simple formula for the total function P in 
terms of the boundary-value distribution F: 

P(n,A; K) 

= J dAodnoF(no, Ao)l5(n - nOMl + AoMo)l5(A - AoM3 + noM2). (18.73) 

The integral is easily solvable, once again using the properties of the 
functions Mj: 

(18.74) 

It is useful to convince oneself that in this way the properties of the M
functions lead to a transfer property for the solutions (which, of course, 
is just the content of the original partial differential equation). By this 
we mean that if the distribution F at 10 is described in terms of the 
distribution G at another K = lr ~ 10 then the formulas are identical if we 
exchange F for G and the argument 10 for lr. The changes in the system 
are all the time evidently occurring in the average way, according to the 
relevant average values of A and n, as we can see from Eqs. (18.53) and 
(18.70). 

The conclusion is that in this approximation the ensemble of states 
described by F at K = 10 will move on towards different (n, A)-values at 
other K-values but a constant distribution occurs along the rays described 
by Eq. (18.72). The system corresponds to a hamiltonian flow in a space 
where the coordinate corresponds to A and the momentum corresponds 
to the dipole multiplicity n and the hamiltonian is 

n2 ijA2 

H = +"2 - ""2 (18.75) 

At first sight the function P would seem to provide a possible tool to 
investigate the running of the QeD coupling constant. Thus it is possible 
to concentrate on an event sample in which each event contains a number 
of jets (related to n), the combined logarithmic phase space (related to A) 
having a certain cut in the transverse jet energies (related to K). Then one 
would continue with the same event sample using smaller transverse jet 
energy cuts and study the changes in the distribution in the number of jets 
and phase-space size. To perform a reliable such comparison it is, however, 
necessary to make a better approximation than P(n) - P(n - 1) = oP Ian 
and also to correct for recoils along the cascade. 

In order to investigate the difference between a continuous and a discrete 
treatment of the multiplicity we will briefly consider a simplified model. 
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Suppose that we consider e.g. a population of bacteria and assume that 
as time t passes the population increases at a constant rate y. This leads 
to the following differential equation for the bacteria multiplicity P(n, t): 

dP 
Tt(n, t) = y[P(n - 1, t) - P(n, t)] (18.76) 

i.e. there is a gain per time unit y from n - 1 and a corresponding loss to 
n + 1. Using the generating function &'(z, t) = ~ P(n, t)zn we obtain the 
differential equation 

d&' 
- = y(z -i)&' 
dt 

(18.77) 

with the obvious solution &' = z exp[y(z - l)t] if we start with a single 
bacterium at t = O. Expanding the generating function we obtain as 
expected a Poissonian distribution (truncated at n = 1): 

(yt)n-l 
P(n,t) = (n_l)!exp(-yt), n?::l (18.78) 

If we use the continuous approximation, i.e. put P(n)-P(n-l) = 8P 18n, 
we obtain by the method of rays that n(t) = yt + 1, which obviously 
corresponds to the mean value of the distribution in Eq. (18.78). Although 
the mean value is the only size parameter in a Poissonian distribution it 
is obviously not a good approximation to write the distribution in Eq. 
(18.78) as a 6-distribution and neglect the width. It is, however, possible 
to include the width if we also take the second derivative into account. In 
this simple model we obtain 

8&' 8&' y 82&, 
at + Yan = "2 8n2 (18.79) 

This corresponds to a diffusion equation and we are then very close to the 
considerations in Chapter 10 on the Brownian motion in impact space in 
multiperipheralladder diagrams and in Chapter 12 on the transverse mo
mentum generation. We obtain immediately the well-known (normalised) 
gaussian solution, 

1 [ (n-l- yt)2] --exp 
-J2nyt 2yt 

(18.80) 

and this coincides (as it should of course) with a stationary-phase approx
imation to the Poissonian distribution in Eq. (18.78). It is useful to carry 
through the calculations, using the Stirling approximation to the factorial. 

We conclude that the QCD cascade evolutions do not only correspond to 
simple 'laminar flow along the mean streamlines', which is what Eq. (18.73) 
implies, if we use a hydro dynamical analogy. There is also diffusion among 
the streamlines because of the discreteness in the dipole multiplicity. When 
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we take the second derivative into account we obtain what is known as the 
Fokker-Planck equations and there is a very general mathematical method 
to treat equations of this kind. We have already discussed the Langevin 
equation in Chapter 12 and we may apply it again, this time coupled 
to the ray equations which we obtained in the approximate treatment in 
connection with Eq. (18.69). If we again introduce a gaussian noise term R 
with properties in accordance with Eq. (12.19) we may write the following 
system of coupled stochastical equations: 

dA 
-=-n 
dK 
dn r;::;;;, 
dK = -~A + Ry ~A/2 

(18.81) 

The square root in front of the gaussian noise term is this time not 
a constant but it is nevertheless possible to prove that the resulting 
equations actually converge to the solution of the equation 

(18.82) 

(note that the variable K decreases I). We will, however, end the investiga
tion at this point. 

18.4 The next-to-Ieading-order corrections 

In order to obtain a better approximation it is not only necessary to go 
back to the discrete n-distribution, but it is also necessary to improve 
upon the master equation. We note in particular that we have up to now 
considered the phase space to be given by the triangular approximation 

Iyl ::::; 10g(,JS/kl.) instead of kl. coshy ::::; l,} (18.83) 

which would e.g. imply that the maximum klmax = s/4 instead of s. We 
have also neglected the polarisation sums in the cross section, i.e. that the 
emission of a g from a qq should be weighted with the factor xI + x~. This 
is again a factor which starts to playa role close to the triangle boundary, 
because at the boundary either Xl or X3 is small. The polarisation sum has 
all the time been approximated by 2 and to check on the approximation 
we will consider the integral 

rYmax 
I == iv dy(xI + x~) 

Ymin 

(18.84) 
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for a fixed value of k.L. According to our approximation I = 210g(s/k1J 
but if we introduce (cf. the definitions in Eq. (16.39)) 

Xl = 1-k.Lexp(-y)/y'S, X3 = 1-k.Lexpy/y'S (18.85) 

then we obtain a correction term, i.e. 

I = 2[10g(s/klJ - 6q] 
(18.86) 

It turns out that the correction term varies very little as a function of k.L 
and that if we cut off a strip cq /2 = 3/4 on each side of the triangle we 
obtain a very good approximation to the suppression from the polarisation 
sum as well as to the neglected hyperbolic cutoff, Eq. (18.83). 

It is possible [72] to subdivide the phase space for gluon emission into 
regions relevant to qq-, qg-, gq- and gg-dipoles. They all have different 
polarisation sums according to the dipole cascade model, Eq. (17.2), 
and for all of them one can calculate the decrease in the triangles. The 
corresponding decrease factor for gluon corners is e.g. cg = 11/6. It is also 
possible to include gluon splitting as implemented in the dipole cascade 
model [10] and finally also to take into account the effective coupling 
constants, 31Y.s /2n and 4IY.s /3n, respectively. 

The result is a rather complex set of equations, [72], which are close 
to the so-called modified leading-log approximation in QCD, [52]. Using 
the correction terms in the L-method the result becomes a very good 
approximation to the Monte Carlo results for the multiplicity moments. 

We will not go into the details but will briefly consider the simplest and 
actually also the largest correction to the master equation, Eq. (18.68). If 
we decrease all the n dipoles by a common factor c then we obtain 

ap ap lY.o -a - n-a = - {(A - nc)P(n, A, K) - [A - (n - l)c]P(n - 1, K, An· 
K f1 K 

(18.87) 

From this equation we can easily calculate the equations connecting the 
(modified) mean multiplicity Mml and mean A-phase space size, Mm2. We 
obtain 

dMml lY.o dMm2 = -Mml --;z;:- = --;z(Mm2 - cMmt), dK -- (18.88) 

which should be compared with Eqs. (18.53). There is then a second-order 
differential equation for Mm2: 

(18.89) 
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374 Analytical approximations to the A-measure 

This equation again has solutions in terms of the modified Bessel functions. 
We may define the functions 

Jf3(K) = J2.K f3 /2If3(2JrtoK) 

dJ 13 M::- (11-1)/2 
dK == Jf3-1 = V 2rtOK I-' 113-1 (2 JrtOK) 

(18.90) 

for f3 = 1 + rtoC (we note the similarities to the functions Jj, j = 0,1, in 
Eqs. (18.21)) and similarly the functions ff 13 with respect to the modified 
Bessel functions K, with a minus sign in the derivative. Then the solution 
for M2 is 

Mm2 = L 1-13 [J f3(L)ff f3(K) - J f3(K)ff 13 (L)] 

Mm1 = L 1-13 [J 13 (L)ff f3-1(K) + J 13-1 (K)ff 13 (L)] 
(18.91) 

if we start at K = L with Mm2 = 0 and Mm1 = 1. The asymptotic behaviour 
for L ~ K ~ 0 is 

(L)-aOC/2 
Mm2 '" ~ (LK)1/4 exp[2( VrtoL - JrtOK)] (18.92) 

Evidently the introduction of a factor that diminishes the phase space is 
reflected directly in the power in front of the exponents, which has changed 
from 1/4 to 1/4 - rtoc/2 as compared to Eqs. (18.17) and (18.24). This 
factor directly reduces the L-dependence and increases the K-dependence. 
The result is an even slower development of the cascades than in the LLA, 
described earlier. 

18.5 On the running coupling in QeD 

The equations for the A- and n- variations with K have a great similarity to 
the Callan-Symanzik equations, considered in Chapter 4. The background 
is, however, completely different. Equations (18.68) and (18.87) are derived 
from classical probability concepts. They are really classical gain-loss 
equations and there is not the renormalisation group background which 
may motivate a relationship to a Callan-Symanzik investigation. We have 
changed the scale from K to K - dK and then there is in this step a 
possibility that the number of dipoles n increases to n + 1, which for the 
equations mentioned above corresponds to a loss. But there is also a gain 
if the state changes from n - 1 to n. 

The probability is governed by the relevant coupling, which mostly 
corresponds to the situation in gluon dipoles and therefore equals 3rts/2n. 
This effective coupling is multiplied by the available phase space A and 
the probability of finding just this number of dipoles at A. The running of 
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the coupling is introduced by hand, i.e. we use 

( 12n ) 1 
lis = 33 - 2nf ~ (18.93) 

Now suppose that (without any further motivation) we introduce the 
running of the coupling in our equations along the same lines as in the 
Callan-Symanzik equations. That would mean that we would have an 
accompanying scale change of 8 j 81< to 8 j 81< + fJ 8 j 8lis in the equations 
(at the same time, of course, we leave out the running of lis in Eq. (18.93) 
and introduce this property through the fJ-dependence). 

This means in the language of gain-loss equations that we introduce a 
loss term which looks like 

-fJ(lis) 8f!J> = (!.! 3lis _ ~ nflis) lis 8f!J> 
8 lis 6 2n 3 4n 8 lis 

== ((jYglieffg - (jYqlieffq)JV(f!J» (18.94) 

The results in the first line correspond to straightforward algebra, using 
the expressions for the fJ-function and the running coupling constant of 
QCD. The symbol JV(f!J» indicates a number operator in the sense that 
for any well-behaved function f = f(li) we obtain an average n with 

8f f = L linan, li-8 = L nlinan == JV(f) (18.95) 
lis 

The two effective couplings 

3 lis nflis 
lieffg = 2n' lieffq = 4n (18.96) 

correspond to the gluon emission process g - gg and the gluon splitting 
process g - qq, respectively. Finally the two quantities (jy are, respectively, 

11 l Ymax (jYg = -6 - 2 10g(sjklJ - . dy(xi + x~) 
Ymm 

2 r1 
bYq = "3 = Jo dz[z2 + (1 - z)2] 

(18.97) 

We met the quantity bYg above as the decrease in phase space for emission 
of new gluons in the neighborhood of a gluon corner. It can most rea
sonably be considered as a typical collinearity size in rapidity for a fixed 
value of k.l in the limit when s - 00. 

The quantity (jYq, however, is for a fixed k.l and the same limit in s the 
total rapidity phase space for a gluon to split into a qq-pair. 

Therefore such a variation added to the coupling constant in the master 
equation, and for that matter to any of the partial differential equations 
used in the I<-method, may be considered as 
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• a loss term proportional to the probability that the gluon fluctuates 
into a gg-pair within a small collinearity region. Intuitively that 
region should be equal to the region in phase space where such 
virtual fluctuations may occur in this approximation; 

• a gain term proportional to the probability that the gluon may fluc
tuate into a qq-pair. The rapidity size allowed for such a fluctuation 
is essentially smaller because there is no pole in z, which means that 
it exponentially falls off in rapidity from the gluon corner. 

This interpretation of the running coupling constant is certainly some
what imaginative, in particular the interpretation that the collinearity 
region is equal to the region of virtual fluctuations for the gluon. 

We nevertheless note that if a gluon fluctuates into a gg-pair then there 
is a color flow across the region. But if it fluctuates into a qq-pair then 
the color flow is broken over the corresponding region. Thus a gluon is 
never in the first case able to get away from the influence of its own 
Coulomb color field, but in the second case there is nothing to stop it 
moving around as a free asymptotic pair. 

Another way to understand the gain-loss nature of the gluon emission 
and gluon splitting, respectively, is to consider the case when a gluon 
just above K decays into two gluons (which then are counted at K). Just 
below K, however, the two gluons are reabsorbed into a single gluon again, 
thereby causing a loss in multiplicity. But if the gluon instead splits into a 
qq-pair there is no gluon at K, but if the pair reassembles to a gluon there 
will then be a gain in the gluon multiplicity. Note that the possibility of a 
loss term only occurs in a nonabelian gauge theory, because the abelian 
photons do not interact. 

18.6 Discrete QeD, another approximation method 

1 The method 

We will in this section make explicit use of the properties of the running 
coupling, discussed in section 18.5, to present another analytical approx
imation method for the perturbative QCD parton cascades. It is called 
discrete QeD, [15], for reasons easily understood when it is demonstrated. 
To that end we start by using the Webber-Marchesini method to search 
through the triangular phase space, cf. Section 17.7. 

This means that we will take steps in the rapidity y and consider the 
probability of obtaining a gluon emission in each step. We will in particular 
choose to make these steps finite in size, and equal to ij. Consider as an 
illustration the rapidity bin ijYl == ij around Yl in Fig. 18.1 and assume 
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that there is one emission for K and none between K and the maximum 
Kmax == t 1 in this bin. The resulting probability is given by (note, see 
subsection 3 of section 17.3, the Sudakov factor!) 

dP(K,td = (aob)dK exp(-aob) rt1 d~' = dK(dKd- 1t 1d) (18.98) 
K iK K 

with d = aob. As yet we have not decided upon the size of b but it is 
perfectly feasible to choose 

1 11 
b = - ~ bYg = - (18.99) 

ao 6 

Here we have made the approximation of neglecting the contribution from 
the gluon splitting into qq-pairs, or equivalently we have put the number 
of flavors nf = 0 in the running coupling, cf. Eq. (18.97). In this way the 
power d in Eq. (18.98) becomes 1 and we obtain the simple result that 
there is no K-dependence left in the probability 

dK 
dP(K,tI) = 7; (18.100) 

This evidently goes for all steps of size b ~ bYg and in particular for 
a (discrete) value of L = log(s/so) = 2Nb the whole 'original' dipole 
phase-space triangle will contain 2N possible emissions. 

We now make the further assumption that inside each b-bin in rapidity 
the K-variable is discretised so that tl = nl(2b) with nl an integer (the 
index 1 means the bin with the height t d. The result is that there may be 
any n-emission, 1 :::;; n :::;; nl, i.e. an emission in the K-box n, with the same 
probability Pn(nd for all integer n, where 

1 
Pn(nd = - (18.101) 

nl 

Each emission will produce a subtriangle, cf. section 17.5, which again 
contains 2n discrete steps in rapidity along the projecting folds. This 
means n steps on each of the two sides, see Fig. 18.1. The whole procedure 
can evidently be continued with new discretised (sub-)triangular folds, 
projecting folds, and so on. It is easy to convince oneself that (apart 
from the very outskirts of the phase-space triangles) the construction is 
consistent and that the above-mentioned K-boxes fit in. Note that it is 
necessary to take 2b-steps in K for this consistency! 

So what is the physics behind this seemingly simple but up to now purely 
mathematical scheme? We are actually doing exactly what the running 
coupling in QeD indicates to us, i.e. we are sending out the gluons with 
a distance at least bYg = 11/6 between them. If they are closer than this 
distance in rapidity then they will in practice be reabsorbed, i.e. with this 
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method we emit effective gluons, which are not reabsorbed in the next step 
in perturbation theory! 

This is also an instructive example of the difference between exclusive 
distributions, with a probability normalised to one event having certain 
properties and inclusive distributions, which instead correspond to the 
average behaviour of many events. Therefore the results should in the 
latter case rather be called densities. The running coupling is characteristic 
for the inclusive density of gluons, but if we concentrate on the largest 
gluon then the probability is the same constant for all emissions! 

There are two regions which need particular attention. The first is the 
region corresponding to n = 1, i.e. the lowest K-box in each t5Yg-step. 
We will interpret this box to correspond to no emission, i.e. the effective 
gluons in such a box are too soft to be noticeable. This means that we are 
actually bringing in a precise cutoff in the cascades with respect to K, i.e. 
all 'observable' gluons have K ~ 2t5Yg. 

The second comprises the regions close to the triangular border in 
each phase-space triangle, where the boxes are distorted. We have actually 
already discussed these regions repeatedly because the triangular border 
corresponds to gluons collinear with the parton emitting them. Just as 
in connection with the modified leading-log approximation, e.g. in Eq. 
(18.87), we will cut away a region equal to t5Yg/2 along each border of 
the triangles. (We note that we are in this way making a small error for 
dipoles containing a q- or q-particle as endpoint. For this case we should 
cut away the slice t5Yq/2 = 3/4, which is less than the value of t5Yg/2 
according to Eq. (18.86)). 

2 Some results in discrete QeD 

We will now consider in some detail the structure of the scheme developed 
in the last subsection. The original dipole triangle will be called an N
forest (actually containing 2N bins) because in each t5Yg rapidity bin in 
the original dipole there will be a tree-like structure, which we will call an 
nl-tree (with the maximum K in the bin equal to n12t5Yg). 

Such an nl-tree will, however, not necessarily have height nl. But it will 
have two sides, each with length nt5Yg if there is an emission at K = n2t5Yg 
(with n ::; nt). This is illustrated in Fig. 18.5, which corresponds to the 
triangular phase space with its projecting folds looked upon from below. 

The two sides of the tree correspond to the two sides of the projecting 
emission triangle according to the construction in subsection 17.5 (remem
ber that each fold has length nt5Yg). We will call this a true n-tree. We 
note that in this way the nl-tree is a true n-tree, with each n occurring, 
according to Eq. (18.101), with the same probability, i.e. l/nl. 

It is worthwhile noting the following two features. 
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Fig. 18.5. The projecting folds of the phase-space triangle together with a set of 
subfolds and subsubfolds, etc . 

• The two sides of the true tree correspond to the two color flows at 
a gluon corner. A gluon with e.g. the color combination rg contains 
one r-color flowing towards the gluon tip and one g-color starting 
at the gluon tip and flowing 'inwards' (being an anticolor its flow 
is oppositely directed to the color). The connection point between 
them is the 'top' of the true tree and they are each color-connected 
to partons on both sides of the emitted gluon. 

It may seem for the projecting triangular fold in e.g. Fig. 18.1 that the 
two parts of the folds adjacent to the original background triangle are 
close in the rapidity variable of this original dipole. This is not true; they 
are actually far apart in true rapidity and in particular also distant with 
respect to color flow. The distance in true rapidity is just the distance from 
the bottom of the true n-tree up to the top and down again i.e. n2t5Yg . 

• A true n-tree actually has the same structure as an n-forest defined 
above (to see this cut it up along the centre line, i.e. along the gluon 
corner, see Fig. 18.5). Therefore all statements for one can be taken 
over to the other. 

Each side of a true n-tree is now subdivided into n bins, containing 
'n' -trees' (in realistic tree-language it may possibly be better to refer to 
them as branches) with n' = 1, ... , n. Each such tree can be treated just as 
the first one, i.e. it will contain a true tree with two sides each of a length 
at most equal to the length of the original tree. Further, all integer values 
have the same probability according to Eq. (18.101). Everything ends at 
the place where the probability is just 1 of obtaining a I-tree everywhere, 
i.e. the situation which we have defined above to correspond to no further 
gluons. 
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As an example of what we can easily obtain consider the probability 
that an n-tree contains exactly m gluons, P(m; n). We will also introduce 
the probability distribution, pt(m; n), that a true n-tree contains exactly 
m gluons and finally we define the corresponding generating functions, 
&(z; n) and &t(z; n), with e.g. 

&(z; n) = I>mp(m; n) (18.102) 

Then there are two easily understood properties. 

1 An (n + i)-tree is either a true (n + i)-tree with probability X n+1 = 
l/(n+ 1) or else an n-tree with probability Yn+1 = 1-xn+1 = n/(n+ 1), 
I.e. 

m1t( 1) &(z;n+l)-Yn+1&(z;n) 
;:r z; n + = ---'-----'--'----'---'---'--

Xn+l 

= (n + l)&(z; n + 1) - n&(z; n) (18.103) 

2 The difference between a true (n+l)-tree and a true n-tree is that one 
gets in the first case contributions also from the two largest subtrees, 
i.e. one n-tree on each side: 

pt(m; n + 1) = L P(ml; n)pt(m2; n)P(m3; n) (18.104) 
~mj=m 

or equivalently in terms of the generating functions 

(18.105) 

It is as always necessary to supply the boundary conditions and in this 
case we obtain easily &t(z; 1) == &(z; 1) = 1 and &(z; 2) = (1 + z)/2. It is 
then straightforward to construct all the distributions. 

Actually the formulas we have derived are discretised versions of the 
L-method formulas described in subsection 1 (although we have written 
them for the multiplicities and not for the A-measure as there). This is 
shown in [15] and in this reference there are also a number of other 
applications mentioned, i.e. the A-measure distributions, the combined 
distributions of the A-measure and the multiplicities, how to go to the 
formulas of the K-method and finally also a way to translate the results 
from this lattice description in an abstract space to the observable energy
momentum vectors of the emitted gluons. 

As an example we consider the average multiplicity for an N -tree, n(N). 
This can as usual be obtained from the generating function, &(z; N), by 
means of the first derivative evaluated for z = 1; note that &(z = 1; n) = 
&t(z = 1; n) = 1 always. We obtain from Eqs. (18.103) and (18.105) after 
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some small manipulations: 

2 
n(N + 1) - 2n(N) + n(N -1) = --In(N -1) N+ 

381 

(18.106) 

which as expected is a discretised version of e.g. Eqs. (18.54) and (18.89). 
The result is a very good description of the jet multiplicities as obtained 
from Monte Carlo simulations by ARIADNE, see [15]. 

We end with a few remarks on the results of discrete QCD: 

• Despite the discretisation approximation the resulting formulas for 
the jet multiplicities and hadron multiplicities are even better ap
proximations to the Monte Carlo simulation results (including all 
the kinematics) than any modified leading-log result. 

This may seem surprising but it is related to the fact that the 'reab
sorption' length in rapidity we have introduced, i.e. (j Yg, is also a good 
description of the rapidity region where the recoils from earlier emissions 
are noticeable . 

• It turns out that if we consider the zeroes of the generating function, 
i.e. the values zj(n) with 

.?J(Z; n) = An IHz - zj(n)] (18.107) 

where An is a suitable constant, then these quantities exhibit some 
surprising properties. They are all finite and stay in a region close to 
the origin in a structure called a Julia set by the mathematicians. Its 
properties are just as beautiful as those of the nowadays well-known 
Mandelbaum set. Each root of the generating function will according 
to Eq. (18.105) change into three when n -+ n + 1 and they are also 
closely located, albeit occurring in an irregular fashion nowadays 
known as a fractal curve. 

Instead of going into the details (which are still under investigation) we 
will exhibit these irregularities in a different way in the next section. 

It is finally of some interest to connect the formulas obtained in the 
discrete QCD model to the ordering procedure used in the dipole cascade 
model, i.e. to investigate how the particular basic property of discrete 
QCD, occurring in Eqs. (18.98) to (18.101), will come out of our ordinary 
treatment of the Sudakov factor. Then we return to Eq. (18.59) (cf. also 
Eq. (18.49)), which describes the first decay of a dipole with logarithmic 
squared mass L into two dipoles by a gluon emission at "1 : 

(18.108) 
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This formula is valid in the leading-log approximation and it is easy 
to extend it to the modified leading-log approximation by the exchange 
L ---+ L - 1/ cto (assuming that we neglect the flavored dipoles). This means 
that the rapidity space factor is changed from L - Iq to L - K1 - 1/ cto and 
the Sudakov factor will change to f sud(L - 1/ cto, Kt}. We now introduce 
the variables 2t == ctoL and 2k1 == ctoK1 and perform the Sudakov integral, 
to obtain in the modified leading-log approximation 

kit - 2k1 r2(kt} 
fsud(L -1/cto,Kt} ~ r2(t) 

k2t-2kl-1r2(k ) 
dP = dk [2(t - k ) - 1] 1 1 1 1 1 r(t)2 

(18.109) 

We have used the Stirling approximation for the r -functions: 

r(t) ~ C exp[(t - 1/2) log t - t] (18.110) 

with C a normalisation constant. 
In order to understand the result we return to the distributions of 

discrete QCD and interpret t, k1 as integers. 
Consider the probability of emitting no gluon in an t-forest with a 'tree

height' above k1. Then for a j-tree with j ::::; k1 the probability is obviously 
1 because there can be no true k1-tree in this case. For a (k1 + m)-tree, 
when the probability is 1/(k1 + m) for each integer 'height', there are m 
possibilities for making a true tree above k1 and thus the probability of 
using none of them is 1 - m/(k1 + m) = kd(k1 + m). 

The probability dPddk in Eq. (18.109) contains two factors. The first 
corresponds to the number of ways that one can choose anyone of the 
'central' integer y-bins of height k1 + 1, ... , t - 1, t - 1, ... , k1 + 1. The 
second is the probability of making an effective gluon at k1 in one of these 
bins and only gluons below k1 in the rest of the bins. 

The observant reader will note that there seems to be a mismatch, i.e. 
there is a factor 2(t - kt} - 1 for the number of bins but only 2(t - kt} - 2 
central integers. A closer examination tells us, however, that the two k1-

bins, one on each side, should be incorporated in the possibility of making 
a true k1-tree. Due to the triangular shape, however, the surface related to 
them is only half the surface related to those called central. Therefore the 
problem is solved if we incorporate them with unit probability and phase 
space size 1/2 each. 

Next we consider a second gluon emission at K2 < K1 < L. It is 
straightforward to prove (and the reader is strongly invited to think it 
through, in particular the factorisation property of the Sudakov factors!) 
that with proper Sudakov factors this probability is, in the modified 
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leading-log approximation, 

dP2 = (KO - Kl - l/oeo)(Ko + Kl - 2K2 - 2/oeo) 
2 

x II dKj oeo fsud(Kj-l - l/oeo, K2) 
j=l Kj 

383 

(18.111) 

where we have introduced the symmetric notation L == KO. The two factors 
in front of the product sign correspond to the size of the original dipole 
when it decays at Kl and the sum of the sizes of the two emerging dipoles 
at K2. We again leave it to the reader to prove in terms of the kj = oeoKj/2 
variables that Eq. (18.111) can be written as 

dP2 = (2ko - 2kl - l)dkl(2ko + 2kl - 2k2 - 2)dk2 
1 r2(k )k2kr2k2 2 1 

x II 2 2 II - (18.112) r 2(k·) k· j=O ] j=l ] 

and from this result it is obvious how to generalise the formulas to any 
number of gluon emissions. In terms of the notions of discrete QeD we 
conclude that if n gluon folds are produced at the integers kl, .. . , kn in an 
original ko-forest then we have the following. 

• For the emission of a gluon at Kj == 2kj/oeo one should multiply by 
the number of possibilities for choosing a (generalised) rapidity bin 
(including the outer two with a common size 1). This is equal to the 
sum of all the virtual dipole sizes, i.e. to the size of the A-measure at 
the virtuality Kj, including the modified leading-log correction. For 
the case n = 2 this corresponds to the first two terms in Eq. (18.112). 

• For the triangles that correspond to such a gluon emission one should 
multiply by the probability of making no true tree above kn• This is 
the first product in Eq. (18.112) 

• The running coupling, which in this notation corresponds to the 
last product term, then contains the probability of making a true 
krtree in the central bin of each triangular fold, i.e. of the gluon 
being produced at Kj = 2kj/oeo (note that there is no l/ko-factor and 
also note that the last factor l/kn can be interpreted as discussed in 
connection with the first gluon emission in Eq. (18.109). The emitted 
gluons can evidently be attached at any integer value along the 
relevant A-size. 

If this result is integrated over all the Krvariables we actually obtain 
a general formula for the distribution P(A, n, K). It is a solution to the 
differential equation in Eq. (18.87) (with the parameter c = l/oeo), as the 
reader can readily verify by iteration from n = 1 upwards. 
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Fig. 18.6. The particles produced in connection with the fragmentation in Fig. 
15.17 are redrawn along the directrix, together with the two connected hyperbolas 
(dotted). 

18.7 The x-curve and an infrared-stable A-measure 

1 Definitions 

An undesirable feature in the present definition of the generalised rapidity 
space region A is that it can only be defined as long as the dipole (squared) 
masses are above a certain value so. We will in this section introduce an 
infrared-stable definition of A and also a well-defined curve, [20], the x
curve, which describes the average energy-momentum-space behaviour of 
the final-state particles. 

In order to understand the idea behind the x-curve consider Fig. 18.6. 
In this picture the yoyo-hadrons, which are produced around the two 
hyperbolas in Fig. 15.12, are drawn instead as a series of connected line
segments close to the two hyperbolas spanned along the directrix. They 
are of course the same hadrons but while their production points are 
emphasised in Fig. 15.17 it is instead their energy-momentum vectors 
which play the role of connectors in Fig. 18.6. The curve exhibited in this 
way is (approximately) the x-curve. 

For a mathematical description we define a function T(';) == exp[A(()] 
and a vector q(';) along the directrix A(';) by means of differential equa-
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tions (we imagine that the directrix is parametrised by the parameter ~ 
and that it is differentiable so that dA has a meaning as a four-vector): 

dT = (qd~)T, dq = dA _ (qd:) q (18.113) 
mo mo 

For the vector q we obtain formally, with boundary value q( ~ = 0) = 0, 
that it is a weighted mean of the partonic energy-momentum vectors which 
describe the directrix according to e.g. subsection 17.6: 

1 r~ , , 
q(~) = T(~) Jo dA(~ )T(~ ) (18.114) 

Similarly we obtain for T with the boundary value T(~ = 0) = 1 that it 
is the exponent of an area: 

T(~) = exp (~61o~ q(~')dA(t)) (18.115) 

Note that the area element spanned by the vectors q and (the lightlike) dA 
is d!:. = y'(qdA)2 - q2dA2 = qdA. If we multiply the second of equations 
(18.113) by q we also find that q becomes timelike and its invariant length 
quickly approaches the value mo: 

dq2 = 2 (1 - !~) qdA ~ q2(~) = m6 [1 - T-2(~)] (18.116) 

If we introduce the case when the directrix is built up by finite lightlike 
parton energy-momentum vectors, then we can construct the quantities T 
and q recursively by 

(18.117) 

In this way we obtain 

qo = 0, q2 = i + (k1 + i) / (1 + k~~2 ) (18.118) 

etc. Similarly for T we have 

To = 1, 
S12 

T1 = 1 + -2 2' 
mo 

T2 = 1 + 2 (S123 + S12S23) (18.119) 
4m6 16m6 

etc. The largest power in T = Tn always has the generic form 

2 S12 S23 Sn,n+1 
4m24m2 ... 4m2 

o 0 0 
(18.120) 
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This means that 

T1 in general log T is a good approximation to the A-measure and the 
parameter log(4m5) corresponds to the virtuality K or the resolution 
power; 

T2 if any of the partons become collinear or soft then the next-order 
term in T will take over so that A, defined in this way, is infrared 
stable; 

T3 the result in Eq. (18.115) that log T is the area between the x
curve and the directrix provides an intuitive understanding of the 
relationship between the fragmentation process and the partonic 
state as described by the directrix. The string state has a (mean 
local) lifetime proportional to the region between the directrix and the 
x-curve. 

It is possible to find a solution for the vector q, which we will call q, 
which is periodic in the same sense as the directrix is periodic. This means 
that qj = qj+2(n+2)' In this case q2 = m5. The vector q can to a good 
approximation be constructed by iterating Eqs. (18.117) a few periods 
around the string directrix. 

We will from now on only work with this periodic q-vector function 
and therefore we drop the circumflex notation. The x-curve is then defined 
in terms of this periodic q as . 

x(~) = A(~) - q(~) (18.121) 

It is not difficult to see that with this definition the x-curve is everywhere 
a timelike curve in the sense that its tangent is everywhere timelike. 

From Eq. (18.121) we obtain that the vector q is the tangent of the 
x-curve at every point with a length such that it reaches from the x-curve 
to the directrix: 

qdA 
dx(~) = dA(~) - dq(~) = -2 q (18.122) 

mo 
Finally, it is possible to do exactly the same construction as we have 
done from the q-end also from the q-end and to define the corresponding 
q-vector and x-curve in that case. 

2 Local parton-hadron duality in the Lund model 

The x-curve provides an interesting possibility for describing the average 
behaviour of the final-state hadron energy-momentum distributions, [48]. 

Suppose that we use the ordinary Lund fragmentation probabilities to 
decide upon a distribution of the rank-ordered group of hadrons in the 

https://doi.org/10.1017/9781009401296.018 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296.018


18.7 The infrared-stable x-curve 387 

fragmentation process so that we know the behaviour of the first, the 
second etc. hadron in rank. In this way we obtain the distributions of an 
ordered set of (transverse) mass variables. 

After that we proceed to obtain an ensemble of partonic states by means 
of the dipole cascade model as implemented by ARIADNE and we may 
fragment these states in accordance with the Lund model prescriptions in 
JETSET. But we may also partition the x-curve (defined above) for each 
state into pieces, each with an invariant size corresponding to the mass 
distribution of the final-state hadrons. 

Comparing the results of the two procedures we find that the parti
tioning of the x-curves provides a very good description of all inclusive 
(single-particle, i.e. average) features of the Lund model. In other words, 
the partitioning of the x-curves for the multigluon states provides the 
same inclusive distributions as the production of the multigluon states 
with Lund fragmentation added in for each state. This is true even if 
we decide upon a subdivision of all (partonic) states into states with a 
particular value of A, a particular value of sphericity etc, [48]. 

The theory group from Gatchina in the present St Petersburg, [52], 
have introduced the hypothesis of local parton-hadron duality in order to 
be able to relate their analytical calculations of the partonic-state features 
(in the LLA and modified LLA) to the final observable hadronic states. 
They have obtained quite good descriptions of many (inclusive) features 
of the final states in this way, [52]. 

The results described above means that there is a direct correspondence 
in the Lund model. The Lund model results, [48], go even further because 
as far as we know all inclusive (single-particle) features can be derived 
from considerations of the x-curves, which correspond to the properties 
of the chosen partonic state ensemble. We note, however, that in this 
scheme with partitioning of the x-curve the result is not a property of the 
individual partons. All hadron formations involve at least two neighboring 
partons so that the final-state hadron makes use of the energy-momentum 
from at least two partons in order to come onto the mass shell. 

The stretching of the curve stems from the color connection between 
the neighboring partons. The relationship between the x-curve and the 
parton energy-momenta is in that way similar to the relationship between 
a hyperbola and its asymptotes in the form of two lightlike vectors. If any 
of the partons in a state is collinear or soft the x-curve in a well-defined 
sense ignores that parton direction and just continues onwards along the 
main partonic directions. 

It is necessary, in connection with the partitioning above, to decide upon 
the value of the parameter mo which occurs in the defining formulas. We 
find in [48] that mo actually corresponds to a resolution parameter along 
the directrix state. Small values of mo correspond to moving close to the 
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Fig. 18.7. The breakup in a Lund string segment, with the area, the typical 
hyperbola and the area in between exhibited, together with the characteristic 
coordinates for the decay. 

lightcones while larger values mean that the hyperbolas are less sensitive 
to the many small fluctuations in a multiparton final state. 

The best results are, not surprisingly, obtained if we choose the mo
parameter so that it is close to the mean hyperbola in the breakup 
situation. If, as a theoretical experiment, we change the a-, b- and (J

parameters in the Lund model, it turns out that we still obtain a very good 
description of the final-state hadronic energy-momentum distributions if 
we adjust the parameter mo accordingly. 

It is also possible within the same scenario to investigate the fluctuations 
along the fragmentation cascade in the Lund model. To that end we return 
to the breakup situation as depicted in Fig. 18.7 for a string segment 
between two partonic excitations. If we turn the figures discussed in 
Chapters 7-11 through 90 degrees we obtain the corresponding x-curve 
description. We have exhibited both the breakup area and the typical 
hyperbola (parametrised V+ V_ = B), i.e. the correspondence to the x
curve, together with the area between the two; this 'in between' area is 
shaded in the figure. 

In order to calculate the size of the shaded area we note that the part 
of it spanned by the region (V+1' V-d is 

l V+1 Bdx 
V+l V-l - - - B = B(pll -log(Pll) -1) 

B/V-l x 
(18.123) 

where we have used that the hyperbola cuts the line V± = V±l at V± = 
BjVn. We have also defined Pll = V+1V_tlB. 

The next part of the shaded area is below the hyperbola and its size is 

https://doi.org/10.1017/9781009401296.018 Published online by Cambridge University Press

https://doi.org/10.1017/9781009401296.018


18.7 The infrared-stable x-curve 389 

easily found to be 

- (~ - V-l) V+2 + rB
/

V
- 1 Bdx = B(p21 -logp21 -1) 

V+2 JV+2 X 
(18.124) 

where we have used the same methods as before and defined P21 = 

V+2 V-t! B. This area should be subtracted because it corresponds to 
something lacking from the total. The procedure is now evident and if we 
define log Pij = Yij and 

G(y) = exp[-bB(exp Y - Y - 1)] (18.125) 

we note that the negative exponential of the area AB can be written as 

Gll G22G33 ... 
(18.126) 

with Gij == G(Yij). The meaning of the hyperbolic angles is evident: they 
correspond to the length along the hyperbola which is spanned by the 
corresponding coordinates. For small values of Y the function G may 
be approximated by a gaussian. We are evidently describing the Lund 
model breakup process as something rather similar to a Brownian motion 
along the typical hyperbola. The parameter of this hyperbola is typically 
B = alb in terms of the Lund a- and b- parameters. 

If we go back to the process for transverse momentum generation 
(the Ornstein-Uhlenbeck process) which was discussed in Chapter 12, in 
particular to the Langevin equation 

dv dx 
dt = -pv + R, dt = v (18.127) 

and compare this to Eqs. (18.113) and (18.121), 

dq dA dx 
dA = -q + dA' dA = q (18.128) 

we notice the strong similarity. In both cases there is a 'friction term', 
corresponding to the fact that it takes some time to turn from one 
direction to another in the process. The particles in the Lund model are 
produced one after another, neighbors to some extent keeping close in 
phase space. We may further identify the 'time' variable in the transverse 
momentum with the A-measure in the 'longitudinal' process. Further, 
while the longitudinal process is governed by the given directrix A, the 
transverse momentum is driven by the stochastic noise term R, which we 
may intuitively identify as describing the noise of the soft gluons which 
drown in the longitudinal process. 

Let us finally mention that a correspondence to the Sjostrand treatment 
of the Lund model fragmentation has been investigated, [21], as a process 
along the x-curve, producing the noise mentioned above. We will not go 
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Fig. 18.8. Three generations of the self-similar construction process for the 
straight-line snow star by von Koch. 

into details because the results, although in principal interesting, to a 
very large degree coincide with the ones obtained from Sjostrand's gluon 
fragmentation model described in Chapter 15. 

18.8 The fractal properties of the QeD cascades 

We will end this chapter by exhibiting an intuitively appealing way to 
describe the properties of the x-curve and the A-measure. 

We start by considering a so-called fractal curve, the snow star con
struction of von Koch, Fig. 18.8. This is an example of the 'mathematical 
monsters' invented and investigated in connection with the mathemati
cal crisis at the end of the last century. The basic question was then to 
what extent the intuitive notions of continuity and connectedness also 
meant regularity. The uncomfortable answer is that it is possible in a 
straightforward way to recursively construct any number of seemingly 
'nice' objects, like e.g. one-dimensional continuous curves. As one contin
ues the iterations these curves, nevertheless, tend to 'fill up' the regions 
around them to the extent that they should no longer be considered as 
one-dimensional objects. The mathematicians were also able to construct 
single-point clusters, called Cantor dust, which similarly must be consid
ered as one-dimensional curves, as well as two-dimensional surfaces, which 
tend to cover parts of the three-dimensional space. 

One way to produce such objects is to make use of the notion of self
similarity. The construction by von Koch is only one of the simplest and 
most elegant. You take a continuous line of length 1 and subdivide it into 
three parts. Then on the middle part you change the straight line segment 
into an equilateral triangle. From then on the 'new' curve is defined to 
include the outskirts of the triangle. This means that an object of length 
1 has changed into one of length 4/3. Then you repeat the procedure for 
the four different parts and obtain four new projecting triangles. The new 
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curve will now have the total length (4/3)2. This construction can go on 
as long as you are able to visualise the procedure and at the nth step you 
have a 'measuring rod' (i.e. the length of the elementary segments) of size 
tn = (1/3)n to measure the curve length Ln = (4/3)n. Note that every part 
is by construction the same as all others and related to the earlier steps 
only by a scale change. 

Nowadays one defines the fractal dimension, D, as [80] 

D = 1 _ dLn = log4 (18.129) 
dIn log 3 

Therefore D is a number between 1 and 2, i.e. the construction leads to 
something which, intuitively, fills the plane 'partially'. 

When we go back to Fig. 18.1 and the general construction we have 
presented for the A-measure and the x-curve we note that the A-measure 
depends upon the size of the 'measuring rod', i.e. the size of the kl..c at 
which we stop the construction. 

In Fig. 18.5 we have shown what Fig. 18.1 looks like from below. It 
is easy to see that the many out-sticking branches, twigs and sub twigs 
which occur in Fig. 18.5 have clear similarities to the construction by von 
Koch shown in Fig. 18.8. The main difference is that while the von Koch 
construction is a deterministic process, i.e. every step is completely fixed, 
the A-structure is stochastic in nature. Thus every step is determined by a 
probabilistic scenario. If we use exactly the same considerations that led 
to Eq. (18.129) in Eq. (18.92), then for the mean value of A using K as the 
measuring rod we obtain 

D = 1+ (18.130) 

These results would mean that it is possible, using today's fashionable 
language to call the quantity (A) a multifractal with dimension equal to 1 + 
€, where € is the anomalous dimension of the QCD multiplicity distributions, 
[52]. The word multifractal, [80], is used in order to stress that the 
dimension is changing with the size of the measuring rod. The result of 
comparing the first term in Eq. (18.130), J3IY.s/2n, to the ARIADNE 
Monte Carlo, [73], is not a good approximation. The second (negative) 
term makes it into an essentially better approximation. 
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