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COMMUTATIVE ALGEBRAS FOR ARRANGEMENTS

PETER ORLIK AND HIROAKI TERAO1

1. Introduction

Let V be a vector space of dimension / over some field K. A hyperplane H is

a vector subspace of codimension one. An arrangement d is a finite collection of

hyperplanes in V. We use [7] as a general reference. Let M(d) = V ~~ U H<=d H

be the complement of the hyperplanes. Let V be the dual space of V. Each hyper-

plane H G d is the kernel of a linear form aH ^ V , defined up to a constant.

The product

Q(d) = U aH

is called a defining polynomial of ^ί. Brieskorn [3] associated to /̂ the finite dimen-

sional skew-commutative algebra R(d) generated by 1 and the differential forms

daH/aH for H e d. When K = C, the algebra R(d) is isomorphic to the coho-

mology algebra of the open manifold M(d). The structure of R(d) was deter-

mined in [6] as the quotient of an exterior algebra by an ideal. In particular this

shows that R(d) depends only on the intersection poset of d, L(d), and not on

the individual linear forms aH.

A subarrangement % <Ξ d is called independent if Π #€^ H has codimension

138 I, the cardinality of 38. In a special lecture at the Japan Mathematical Society in

1992, Aomoto suggested the study of the graded K-vector space

AO(d) = Σ KQ($)~\ $ independent.
SB

It appears as the top cohomology group of a certain 'twisted' de Rham chain com-

plex [1]. When K = R, he conjectured that the dimension of AO(d) is equal to the

number of connected components (chambers) of M(d), which he proved for gener-

ic arrangements. In this paper we prove this conjecture in general. We construct a
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commutative algebra W(d) which is isomorphic to AO(d) as a graded vector

space. Note that AO(d) is not closed under multiplication because a product

Q(98)~ Q($f)~ may contain the same linear form aH more than once. In order to

allow this, we need the following definition. A multiarrangement 8 is a finite set of

hyperplanes where each hyperplane may occur more than once. The multiplicity of

H in 8, rn(H, 8) is the number of times H occurs in 8. The cardinality of 8, \ 8\,

is the total number of elements of 8, each hyperplane counted with its multiplicity.

Let Έtp(d) be the set of multisubarrangements 8 of d of cardinality p. Let

E W ) = U^oEjGtf). This union is disjoint. We write E = E(d) when d is

fixed. Let ΠS = Π HeβH. We call ί e E independent if codim (Ug) = | 8 |, and

dependent otherwise. Note that if rn(H, 8) > 1 for some H ^ <?, then I is depen-

dent. Let E 1 denote the set of independent multisubarrangements. This is a finite

set. Let E denote the set of dependent multisubarrangements. This is an infinite

set. There is a disjoint union E = E* U E . Let S = S(V ) be the symmetric

algebra of V . Choose a basis {ely . . . ,0,} in V and let {xlf . . . ,«£/} be the dual

basis in V so x{(e) — δitj. We may identify S(V ) with the polynomial algebra

S = K[x19 . . . , # , ] . Let Q{8) = UHGgaH for I ^ E . Note that aH appears with

multiplicity m(H, 8) in Q(8). Let S(o) be the field of quotients of S, the field of

rational functions on V,

DEFINITION 1.1. Let Ktα^1] be the K-subalgebra of S(o) generated by

Let J(d) be the ideal of Ktα^1] generated by {QG?)"11 8 e Ed}.

Let 1

Consider the usual grading of S(o). Since J(d) is a homogeneous ideal,

W(d) is a graded commutative algebra. There is a natural map of graded vector

spaces : AO(d) -> W(d) defined by Θ(S)"1 ^ [Q(S)"1]. It is clear that

AO(d) is finite dimensional because the set E* is finite. Since the map j is surjec-

tive, the algebra W(d) is also a finite dimensional K-vector space. Its total

dimension, Poincare polynomial, or algebra structure are not obvious at this point.

In the rest of this paper we determine these.

In Section 2 we define a polynomial algebra K[wJ based on d and a quo-

tient algebra U(d). We also study some properties of U(d). Section 3 contains

the proof that U(d) and W(d) are isomorphic graded algebras. In Section 4 we

compute the Poincare polynomial of W(d) and prove that j is an isomorphism of

vector spaces.
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It is not clear from our results whether W(d) depends only on L(d) or not.

Another interesting question is if W(d) is the model for any topological invariant

of M(d).

2. The algebraU(d)

Let d be an arrangement. Let L = L(d) be the set of all intersections of ele-

ments of d. We agree that L includes V as the intersection of the empty collection

of hyperplanes. We should remember that if X ^ L, then X £Ξ V. Partially order L

by reverse inclusion. Then L is a geometric lattice with rank function r(X) —

codimQO [7, Lemma 2.3].

Let Ex = {<? e E I Π<? = Z}. Then we have the disjoint union

We use notation such as E ^ = E, Π Ex, E*PtX = E ? Π E ^ , etc.

DEFINITION 2.1. Let K[u^] be the polynomial ring in the indeterminates

uH, H ^ d. Write % = Π ^ ^ uH. Define

K[ujp = Σ Kwj, K[«J^ = Σ Kug,

K[uJι= Σ K«,, K [ M J r f = ΣΣ

We have the following direct sum decompositions:

Let 7Γj, %, 7Γ , and π be the respective projections. These maps commute pair-

wise. We use notation such as K.[u^\px = lί.{u^\p Π K [ ^ ] x , K[u^]px =

K[«Jf Π KUJ^,etc.

DEFINITION 2.2. Let /W) be the ideal of K [ M ^ ] generated by

( i ) the elements of K[w^] ,

(ii) when Σ # e $ % ^ — 0 with cH ^ K, the element Σ # e $ cHug-{m

Let f/W) =K[«J//W).
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Grade K[u^] by deg uH = — 1. Since I(d) is a homogeneous ideal, U(d) is

a graded commutative K-algebra. The isomorphism U(d) — K[u^Y /I(d) Π

K[zfJ shows that U(d) is a finite dimensional graded commutative K-algebra.

A circuit C = {Hί9... ,Hk) is a minimally dependent subset of hyperplanes: C

is dependent, but C ~~ {H) is independent for all i.

PROPOSITION 2.3. The ideal I(d) is generated by the following finite set:

(a) u2

HforH<Ξd,

(b) for each circuit C = {/?!,.. .,Hk} with Σ ί = 1 £*•##. = 0, the element Σ / = 1 ciuc_Hr

Proof Let / ' denote the ideal generated by elements of type (a) and (b) of the

proposition. It is clear that Γ Q I. To prove the converse, we argue separately for

elements of type (i) and (ii) of the definition.

(i) Suppose / e K [ « J . Since K [ w J is an ideal, it suffices to assume that

/ = uc, where C = {Hv . . . ,Hk} is a circuit. Suppose Σ ί = 1 c{(XH{ = 0. It follows

from (b) that Σ ί = 1 ciuc_Hi e / ' and uHi Σ / = 1 ciuc_Hi e /'. We use the distributive

law and (a) to conclude that cxuc ^ Γ. Since C is a circuit, cγ Φ 0. Thus / €= Γ.

(ii) We show that for each relation ΣH(=g cHaH — 0 with cH ^ K, the corres-

ponding element ΣHeg cHug_{H} ^ Γ. Suppose not. Choose a counterexample with

minimal | 8\. Note that minimality implies that for every H ^ 8, rn(H, 8) = 1.

Let 8 = {Hλ,. . . ,Hm} with distinct Hj. Let Σ ^ i c{aHi = 0 be the corresponding

relation. Since 8 is dependent, it contains a circuit. We may assume that C = {Hlf

. . . ,Hk], k < m, is a circuit. Thus Σ ί = i β/ α^. = 0 and a{ Φ 0 for 1 < i < k. De-

fine αf = 0 for k + 1 < ί < m. Then we have

m Cγ k m I CΛ \
Σ cfitB - — Σ α ^ = Σ (c{ - — aλ aH = 0.
ί = l a \ ί = l ί=2 N U \ '

The index set of the last relation is 8 — {H^. It follows from the minimality

assumption, that the corresponding element

Multiply by zf̂  and rewrite to get

m £ k

Σ CiUg_{Hi) - — ug_c Σ atic^i e /'.

Since the second sum is in / r by (b), so is the first sum. This contradiction com-

pletes the argument D
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3. The isomorphism

DEFINITION 3.1. Let Φ o : K[ud~\ —• S(o) be the K-algebra homomorphism in-

duced by uH ^ aH . Since im(Φ0) = K[α^ ], we have a surjective graded algebra

homomorphism

LetK= ker(Φ).

LEMMA 3.2. (1) πp(K) Q K,

(2) ττx(iQ c X,

(3) π'OQ e if,

(4) τr'(/O c X .

Proof. (1) If a K-linear combination of Q{8) is zero, then each

homogeneous component of it is zero.

(2) F i x / e K. By (1), we may assume t h a t / e K t w ^ . Write

(i) / = Σ CgUg.
g*Ep

Let / z = 7ΓZ(/) for Z ^ L. lί fz ^ K for all Z, we are done. Suppose there exist

some Z e L with / z ^ if. Among these Z we choose one with minimal rank and

call it X. Thus we may assume fγ^K for all Y with r(Y) < rQO. We may write

Φ(/) = 0 as

(ii) Σ cgQ(8Yι=- Σ Σ CgQ(8V\

(\g=X fγ*K (\g=γ

Multiply both sides of (ii) by Q(d)P. All the resulting terms are in S. We count

zeros on both sides separately. We may choose coordinates so that X — {χλ

 = * * *

= xγ — 0). Let M be the ideal of S generated by lxl9... ,xr).

Let cgQ($)~l be a term from the right side of (ii). Let Y= 0 8 Φ X. Note that

Y^X because if Y< X, then r(Y) < r(X) so fY ^ K by the minimality assump-

tion. Thus 8 Γ\ (J - Jx) Φ 0 At follows that Q(dΫQ(8)~ι e MP]J*X]~P+1. NOW

x) *

M-primary ideal, we have

consider the left side of (ii). Since Q(d)/Q(dx) <έ M and Mpl**xl~p+1 is an

Q(dxΫ Σ

https://doi.org/10.1017/S0027763000004852 Published online by Cambridge University Press

https://doi.org/10.1017/S0027763000004852


7 0 PETER ORLIK AND HIROAKI TERAO

The degree of this nonzero polynomial is equal to p \ dx \ —p. This contradiction

completes the argument.

(3) Suppose f ^ K. It follows from (1) and (2) that we may assume / e

K[uJPfX. lίp> r(X), t h e n / e K[uJd. Thus πf= 0 e K. If p = r(J0, t h e n / e

(4) follows from (3) because π + π = 1 D.

THEOREM 3.3. 77ιe mα£ Φ : K[w^] —•* K [ α ^ ] induces an isomorphism of graded

algebras φ : ί/G#) -

Proo/. Since ker(0) = K + K[u^] , it is enough to show that / = K +

^] . It is clear that / <Ξ K + K[w^] because the generators of / of the second

kind belong to K. Since K[wJ £Ξ /, it suffices to show for the converse that if

f<ΞKΓ\ K[ud]\ then / e /. It follows from Lemma 3.2 (1) and (2) that we may

assume f ^ K Γi K[u^Ypx. We argue by induction on pΛί p — 0, then / = 0 E / .

If p > 0, then ^ z # 0 . Let Ho e ^ . Write / = Σ^ 6 E ^ % % If S e E ^ , then

{<?, /ί0} is a dependent set. Thus we have

coaHo + Σ cHaH = 0.

Since <f is independent, c0 Φ 0 and we may assume that c0 = 1. By definition we

have

uβ + uHo Σ cHug_m (Ξ K.

It follows that f—uHβ^K for g ^ K[u^Vp_v so uHβ ^ K Since if =

ker(Φ) is a prime ideal, f^K and w^ £ϋΓ, we conclude that g ^ K. Let gγ =

πγ(g) and write g = Σ gγ where £ r e K[«J^_ l f F. It follows from Lemma 3.2 (2)

that gγ ^ K for all Y. By the induction hypothesis, gγ ^ /. Thus g ^ I and / ^ /.

D

4. Structure theorems

Let t/W)* = K[uJx/K[uJx Π /and ^W)x = K[a~ι]x/K[a^]x Π /.

THEOREM 4.1. 77ιe α/̂ ebrα ί7W) w the direct sum U{d) = ®x^LU(d)x.

Proof. It follows from Theorem 3.3 and Lemma 3.2 that πx(J) = πx(K +

K[uJd) Q K + K[uJd = L It implies that πx{y) e / Π K[uJx for any y e / .
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Thus we have / = ®XeL(I Π K[uJx). The result follows. D

THEOREM 4.2. The map j :AO(d) —> W ) is an isomorphism of graded vector

spaces.

Proof. Observe that j is a graded, K-linear, surjective map. It remains to

show that j is injective. Note that AO(d) — Φ(K[udY). Thus we have a commut-

ing diagram.

AO(d) = J j J
jϊ ϊτ

W{d) - U(d) = KίuJ/I

where τ is induced by the diagram. We show that τ is injective. It suffices to show

that / Π K[udY = K Π K t w J 1 . Theorem 3.3 implies that / Π K[udY Ώ. K Π

K [ z ^ ] \ For the converse, write an element oί I = K + Jί[ud] as α + b, where a

e K and δ ^ K[w^] . Then an arbitrary element of / Π K[udV is π(a + b) =

π(a) e ί Π K[uJι by Lemma 3.2 (2). D

If M — (&p>0Mp is a finite dimensional graded vector space, we let Poin(M, t)

= Σ^^oCdimMp^ be its Poincare polynomial. Recall [7, 2.42] the (one variable)

Mόbius function μ : L(d) —• Z defined by //(V) = 1 and for Z > 1/ by

THEOREM 4.3.

Poin(WW), t) =Poin(C/W), t) = Poin(AOU), t) = Σ μ(J0(- t)τiX).

Proof It suffices to show that dim PΓW)X = | //(X) |. It follows from

Theorem 4.2 t h a t ; induces an isomorphism j x : AO(d)χ—* W(d)x for all I ^ L

Thus it suffices to show that dim AO(d)x = \ μ(X) |. Since AO(d)x = AO(dx)x,

we may assume that X— Π d is the maximal element of L(d). Choose coordin-

ates so that X — {χ1 = * = x w = 0). Suppose S c: d is independent and Π S

= X Then 58 = {Hlf . . . ,Hm} and dα H i Λ Λ daHm is a constant multiple of

dx1A-"A dxm. Recall the graded K-algebra R(d) generated by 1 and daH/aH.

It follows that multiplication by dxλ A Λ dxm induces an isomorphism

AO(d)x- R(d)m. It was shown in [6] (see also [7, 3.129]) that dimR{d)m =

μ(X) D
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COROLLARY 4.4. We have

dim W(d) = dim U(d) = dim AO{d) = Σ I μUO |.

K = R, this number equals the number of chambers of M(d).

Proof The first part is by Theorem 4.3 and the fact that ( - l)r(x)μ(X) =

I β(X) I, see [7, 2.47]. When K = R, connected components are called chambers.

The second part follows from Zaslavsky's theorem [8]. D

5. NBC bases

In this section we construct explicit K-bases for AO(d), U(d), and W(d).

These bases are in one-to-one correspondence with the set of NBCs (non-broken

circuits).

Fix a total order on d by d = {Hly H2,... ,HU). Recall that a subset C of d

is a circuit if it is a minimally dependent set. A subset C of d is a broken circuit

or a BC if there exists a hyperplane K ^ d satisfying K < min C so that the set

C U {K} is a circuit. A subset T of d is called a non-broken circuit or an NBC if T

contains no broken circuit.

LEMMA 5.1. If an independent subset C of d contains a BC, then Q(C) is a

linear combination of {Q(T)~ | Π Γ = Π C, T is an NBC).

Proof We may assume that C = {Hiιf. . . ,Hif) itself is a BC. Suppose that

T = {Ht) U C is a circuit and that i0 < ix < i2 < < im. Let 7) = Γ\ {#,-}.

This shows that Q(C) is a linear combination of {Q(Tj) } \ j = 1,.. .,rn). Note

that ΓΊ C = Π Γ = Π 7) and we get the desired result. •

For any subset C = ί f i^, . . . >Hin) of «δί, define

height (C) = iγ + + v

THEOREM 5.2. Let X ^ L. The set

NBC(d)x = {QiCΓ1 \CinanNBC and ΠC = X}

is α K-foms for AO{d)x. Therefore the set {Q(O \ C is an NBC) is a K-basis for

AO(d).
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Proof. It follows from [2],[4],[5] that the cardinality of the set

{C I C is an NBC and Γ\C = X)

is I μ(X) |. We showed in the proof of Theorem 4.3 that dim AO(d)x = \ μ(X) |.

Thus it suffices to show that NBC{d)x spans AO(d)x. If not, there exists Co

such that:

(1) Co is independent,

(2) r\co = x,
(3) Q(C0) is not spanned by elements of NBC(d)x, and

(4) the height of Co is minimum among all subsets satisfying (l)-(3). Since Co

•o)

{Q(T)~ι I T is an NBC and Π T = X)

is not an NBC, Q(CQ) is a linear combination of

by Lemma 5.1. By condition (4) and (3), this is a contradiction. •

COROLLARY 5.3. (i) The residue classes of the set {uc\ C is an NBC} give a

K- basis for U(d) as a K- vector space.

(ii) The residue classes of the set {Q(C) C is an NBC) give a K-basis for

W(d) as a K-vector space. D
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