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#### Abstract

Suppose we are given a regular symmetric bilinear form on a finite-dimensional vector space $V$ over a commutative field $K$ of characteristic $\neq 2$. We want to write given elements of the commutator subgroup $\Omega(V)$ (of the orthogonal group $O(V)$ ) and also of the kernel of the spinorial norm $\operatorname{ker}(\Theta)$ as (short) products of involutions and as products of commutators.
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## 1. Introduction

Let $V$ be an $n$-dimensional vector space ( $n$ finite) over a commutative field $K$ of characteristic distinct from 2. Let $f: V \times V \rightarrow K$ be a regular symmetric bilinear form.

Whenever $G$ is a group and $S$ a generating set for $G$ with $S^{-1}=S$ we are challenged to find for each $g \in G$ the length $\mathrm{I}_{s}(g):=\min \left\{k \in \mathbb{N}_{0} \mid g\right.$ is a product of $k$ elements of $S\}$ and also the global length $l_{s}(G):=\max \left\{l_{s}(g) \mid g \in G\right\} \in \mathbb{N} \cup\{\infty\}$. If $S$ is the set of all involutions in G and $\mathrm{I}_{s}(G) \leq m$ then $G$ is called $m$-reflectional.

We study the length-problem within the following framework:
(1) $G=\Omega(V)$ is the commutator subgroup of the orthogonal group $\mathrm{O}(V)$ and
(la) $S$ is the set of all involutions of $G$, or
(lb) $S$ is the set of all commutators in elements of $\mathrm{O}(V)$, or
(1c) $S$ is the set of all commutators in elements of $G=\Omega(V)$.
(2) $G=\operatorname{ker}(\Theta)$ is the kernel of the spinorial norm on $\mathrm{O}(V)$, and
(2a) $S$ is the set of all involutions in $G$, or
(2b) $S$ is the set of all symmetries in $G$.
It is well known that $\mathrm{O}(V)$ is 2-reflectional. Our approach is based on a careful analysis of the possible choices of involutions $\rho, \sigma \in \mathrm{O}(V)$ with the property $\pi=\rho \sigma$ for a given $\pi \in O(V)$. The results in Section 5 are of interest in their own right and yield facts on normal forms of orthogonal mappings.

As to (la), we can prove under appropriate assumptions on the underlying field $K$ that $\Omega(V)$ is 3-reflectional. Our results cover in particular finite fields and euclidean fields; if $K$ is finite we find out precisely all cases when $\Omega(V)$ is 2-reflectional. Analogue theorems are obtained for $G=\operatorname{ker}(\Theta)$, problem (2a). Results are Theorem 7.5, Corollary 7.6, Lemma 8.3 and Theorems $8.5,8.6,8.8$.

Problem (2b) is essentially covered by [9]; this article solves the following task: write a given $\pi \in O(V)$ as a product of (as few as possible) symmetries out of given conjugacy classes in $\mathrm{O}(V)$. We obtain Corollary 6.2.

Let $G$ be a group. A commutator (in elements of $G$ ) is an element of the form $\alpha \beta \alpha^{-1} \beta^{-1}$ where $\alpha, \beta \in G$. The subgroup generated by the set of all commutators is the commutator subgroup $G^{\prime}$ of $G$. Each $\pi \in G^{\prime}$ is a product of commutators; let $\mathrm{cl}_{G}(\pi)$ denote the minimal number of factors in such a product, and $\operatorname{cl}(G):=$ $\max \left\{\operatorname{cl}_{G}(\pi) \mid \pi \in G^{\prime}\right\} \in \mathbb{N} \cup\{\infty\}$. O. Ore conjectured that every element of a finite simple non-abelian group is a commutator. This was proved for the alternating group $A_{n}$ (where $n \geq 5$ ) in [7] and also in [14]. In [17] Thompson proved that each element of $\operatorname{PSL}(V)$ is a commutator in elements of $\operatorname{PSL}(V)$, provided $\operatorname{dim}(V) \geq 3$ or $|K| \geq 4$. Nielsen (cf. [13]) proved that in a symplectic group $\operatorname{Sp}(V)$ one can always find a conjugacy class $\Sigma$ such that $\operatorname{Sp}(V)=\Sigma^{2} \cup\{-1\}$. Hence, in a projective symplectic group $\operatorname{PSp}(V)$ one can always find a conjugacy class $\Sigma$ such that $\operatorname{PSp}(V)=\Sigma^{2}$. In particular, every element of $\operatorname{PSp}(V)$ is a commutator. Now let $G=\Omega(V)$ be the commutator subgroup of $\mathrm{O}(V)$. If the field is algebraically closed it is known that $\mathrm{cl}(\Omega(V))=1$; cf. [15]. Our main results cover fields with the u-invariant (defined in Section 2) $\mathrm{u}(K) \leq 2$ (this is valid for each finite field) and $\mathbb{R}$. Then we obtain that each element of $\Omega(V)$ is a product of two conjugate orthogonal involutions, hence a commutator in elements of $\mathrm{O}(V)$. Furthermore, each element of $\Omega(V)$ is a product of 2 commutators in elements of $\Omega(V)$. If $K=\mathbb{R}$ and the Witt-index satisfies ind $(V) \leq 1$ then each element of $\Omega(V)$ is a commutator in elements of $\Omega(V)$. Main results are Corollary 9.5 and Theorems 9.6, 9.8, 9.9.
A. J. Hahn studies a closely related problem in [2]. The set of commutators of symmetries generates $\Omega(V)$ and the associated length problem is solved under the assumption that $K$ is a non-dyadic field.

Most of the results of this paper are from Thomsen's dissertation [18].

## 2. Basic definitions and facts

The definitions and facts compiled in the following two sections will be used without a particular reference.

Let $V$ be an $n$-dimensional vector space ( $n$ finite) over a commutative field $K$ of characteristic distinct from 2. Let $f: V \times V \rightarrow K$ be a regular symmetric bilinear form.

We write $q(v):=f(v, v)$. Let $\mathrm{O}^{+}(V):=\{\pi \in \mathrm{O}(V) \mid \operatorname{det}(\pi)=1\}$ denote the special orthogonal group and $\mathrm{O}^{-}(V):=\{\pi \in \mathrm{O}(V) \mid \operatorname{det}(\pi)=-1\}$. For a subspace $U$ of $V$ let $\mathrm{d} U:=\operatorname{det}(G r) K^{* 2}$ denote the discriminant of $U$ where $G r$ is an arbitrary Gram-matrix of the form $\left.f\right|_{U \times U}$. The Witt-index ind $(V)$ is the number of hyperbolic planes in a Witt-decomposition of $V$.

For any field $K$ define the $u$-invariant $u(K):=\max \left\{k \in \mathbb{N} \cup\{\infty\} \mid K^{k}\right.$ admits a symmetric anisotropic bilinear form\}.

A vector space $V$ with a symmetric bilinear form $f$ is called universal if $\{f(v, v) \mid$ $v \in V\}=K$.

REMARK 2.1. If $\mathrm{u}(K)<\infty$ then $\mathrm{u}(K)=\min \{k \in \mathbb{N} \mid$ each $k$-dimensional regular $K$-vector space is universal $\}$.

A field $K$ is called (formally) real if -1 is not a sum of squares. If $K$ is not formally real then call $\mathrm{s}(K):=\min \{k \in \mathbb{N} \mid-1$ is a sum of $k$ squares the level of $K$.

A field $K$ is called a euclidean field if $K$ is formally real and $K^{*}$ consists of precisely two classes of squares, that is, $K^{*}=K^{* 2} \cup-K^{* 2}$. So $K^{* 2}$ is the only positive-domain making $K$ an ordered field.

We compile some well-known facts.

LEMMA 2.2. (a) If $K$ is a non formally real field then $\mathrm{s}(K) \leq \mathrm{u}(K) \leq\left|K^{*} / K^{* 2}\right|$. (b) If $K$ is finite (with $\operatorname{char}(K) \neq 2$ ) then $\mathrm{u}(K)=\left|K^{*} / K^{* 2}\right|=2$. If $K$ is algebraically closed then $u(K)=1$.

If $K$ is a euclidean field then there is a number $r \in \mathbb{N}_{0}$ such that each orthogonal basis for $V$ contains $r$ vectors $v$ with $f(v, v)>0$ and $s=n-r$ vectors with $f(v, v)<0$. Call $\operatorname{sgn}(V):=(r, s)$ the signature of $V$.

LEMMA 2.3. Suppose that $U$ and $W$ are regular $K$-vector spaces.
(a) If $\mathbf{u}(K) \leq 2$ then $U$ is isometric to $W$ if and only if $\operatorname{dim}(U)=\operatorname{dim}(W)$ and $\mathrm{d} U=\mathrm{d} W$.
(b) If $K$ is a euclidean field then $U$ is isometric to $W$ if and only if $\operatorname{sgn}(U)=\operatorname{sgn}(W)$.

DEFINITION 2.4 (basic concepts and observations). (a) For a linear mapping $\pi$ : $V \rightarrow V$ and $j \in \mathbb{N}$ let $\mathrm{B}^{j}(\pi):=V(\pi-1)^{j}$ and $\mathrm{F}^{j}(\pi):=\operatorname{ker}\left((\pi-1)^{j}\right)$. We call $\mathrm{B}(\pi):=\mathrm{B}^{1}(\pi)$ the path (some authors use the term residue-space) and $\mathrm{F}(\pi):=$ $\mathrm{F}^{1}(\pi)$ the fixed space of $\pi$. Furthermore, let $\mathrm{B}^{\infty}(\pi):=\bigcap\left\{\mathrm{B}^{j}(\pi) \mid j \in \mathbb{N}\right\}$ and $\mathrm{F}^{\infty}(\pi):=\bigcup\left\{\mathrm{F}^{j}(\pi) \mid j \in \mathbb{N}\right\}$.
(b) Let $\pi \in \mathrm{GL}(V)$. Then the negative-space satisfies $\mathrm{N}(\pi):=\mathrm{F}(-\pi) \subseteq \mathrm{B}(\pi)$. Furthermore, $\pi^{2}=1$ if and only if $\mathrm{N}(\pi)=\mathrm{B}(\pi)$.
(c) If $\pi \in \mathrm{O}(V)$ then $\mathrm{B}(\pi)^{\perp}=\mathrm{F}(\pi)$; in particular, $\operatorname{rad}(\mathrm{B}(\pi))=\mathrm{B}(\pi) \cap \mathrm{F}(\pi)$. Furthermore, $V=\mathrm{B}^{\infty}(\pi)(1) \mathrm{F}^{\infty}(\pi)$.
(d) Call $\pi \in \mathrm{O}(V)$ regular (isotropic, anisotropic and so on) if $\mathrm{B}(\pi)$ has this property. If $\pi$ is regular then $V=\mathrm{B}(\pi) \oplus \mathrm{F}(\pi)$.
(e) Let $\pi \in \mathrm{O}(V)$. Then $\pi \in \mathrm{O}^{+}(V)$ if and only if $\operatorname{dim}(\mathrm{B}(\pi))$ is even.

If $\sigma \in \mathrm{O}(V)$ is simple, that is, $\operatorname{dim}(\mathrm{B}(\sigma))=1$, then $\sigma$ is a symmetry (that is, $\sigma^{2}=1$ and $\left.\operatorname{dim}(\mathrm{B}(\sigma))=1\right)$.
(f) Let $W \leq V$ be a subspace of $V$. Then $f$ induces a regular symmetric bilinear form on $W / \operatorname{rad}(W)$.
(g) The spinorial norm $\Theta: \mathrm{O}(V) \rightarrow K^{*} / K^{* 2}$ is the homomorphism with the property $\Theta\left(\sigma_{a}\right)=\mathrm{d}\langle a\rangle$ where $a$ is any anisotropic vector and $\sigma_{a}$ denotes the symmetry whose negative space is $\langle a\rangle$.

REMARK 2.5 (invariant subspaces). Let $\pi \in \mathrm{GL}(V)$ and $U \leq V$ such that $\mathrm{B}(\pi) \leq$ $U$. Then $U \pi=U$.

LEMMA 2.6 (path-lemma). Let $\pi$ and $\sigma_{i}$ be linear mappings of $V$ such that $\pi=$ $\sigma_{1} \cdots \sigma_{k}$. Then $\mathbf{B}(\pi) \leq \mathbf{B}\left(\sigma_{1}\right)+\cdots+\mathbf{B}\left(\sigma_{k}\right)$.

Lemma 2.7. Let $\pi=\rho \sigma$ where $\rho, \sigma \in \mathrm{GL}(V)$ are involutions. Then

$$
\begin{aligned}
& |\operatorname{dim}(\mathrm{B}(\rho))-\operatorname{dim}(\mathrm{B}(\sigma))| \leq \operatorname{dim}(\mathrm{N}(\pi)) \quad \text { and } \\
& |\operatorname{dim}(\mathrm{B}(\rho))-\operatorname{dim}(\mathrm{F}(\sigma))| \leq \operatorname{dim}(\mathrm{F}(\pi))
\end{aligned}
$$

(a) Suppose additionally that $\mathrm{F}(\pi)=0=\mathrm{N}(\pi)$. Then $n$ is even and $\operatorname{dim}(\mathrm{B}(\rho))=$ $n / 2=\operatorname{dim}(B(\sigma))$.
(b) Suppose additionally that $\mathrm{F}(\pi)=0$ and $\operatorname{dim}(\mathrm{N}(\pi))=1$. If $n$ is even then $\operatorname{dim}(\mathrm{B}(\rho))=n / 2=\operatorname{dim}(\mathrm{B}(\sigma))$. If $n$ is odd then $\operatorname{dim}(\mathrm{B}(\rho))=(n+1) / 2$ and $\operatorname{dim}(\mathrm{B}(\sigma))=(n-1) / 2$, or $\operatorname{dim}(\mathrm{B}(\rho)=(n-1) / 2$ and $\operatorname{dim}(\mathrm{B}(\sigma))=(n+1) / 2$.
(c) Suppose additionally that $\mathrm{N}(\pi)=0$ and $\operatorname{dim}(\mathrm{F}(\pi))=1$. If $n$ is even then $\operatorname{dim}(\mathrm{B}(\rho))=n / 2=\operatorname{dim}(\mathrm{B}(\sigma))$. If $n$ is odd then $\operatorname{dim}(\mathrm{B}(\rho))=(n+1) / 2=$ $\operatorname{dim}(\mathrm{B}(\sigma))$, or $\operatorname{dim}(\mathrm{B}(\rho))=(n-1) / 2=\operatorname{dim}(\mathrm{B}(\sigma))$.

Proof. Clearly $(\mathrm{B}(\sigma) \cap \mathrm{F}(\rho)) \oplus(\mathrm{B}(\rho) \cap \mathrm{F}(\sigma)) \leq \mathrm{N}(\pi)$ and $(\mathrm{B}(\sigma) \cap \mathrm{B}(\rho)) \oplus$ $(\mathrm{F}(\rho) \cap \mathrm{F}(\sigma)) \leq \mathrm{F}(\pi)$. The assertions are almost immediate conclusions.

Lemma 2.8. Let $\alpha, \beta \in \mathrm{O}(V, f)$. If $\mathrm{B}(\alpha) \cap \mathrm{B}(\beta)=\{0\}$ then $\mathrm{B}(\alpha \beta)=\mathrm{B}(\alpha) \oplus \mathrm{B}(\beta)$.
Proof. Any two linear mappings $\alpha, \beta: V \rightarrow V$ satisfy $\operatorname{dim}(\mathrm{F}(\alpha \beta)) \leq \operatorname{dim}(\mathrm{F}(\alpha) \cap$ $\mathrm{F}(\beta))+\operatorname{dim}(\mathrm{B}(\alpha) \cap \mathrm{B}(\beta))$. Hence our assumptions yield $\operatorname{dim}(\mathrm{F}(\alpha \beta)) \leq \operatorname{dim}(\mathrm{F}(\alpha) \cap$ $F(\beta)$ ). Taking orthogonal spaces finishes the proof.

DEFINITION 2.9. For a polynomial $q=\sum a_{j} x^{j}$ with $a_{0} \neq 0$ and degree $m$ let $q^{*}:=a_{0}^{-1} \sum a_{m-j} x^{j}$ denote the reciprocal polynomial.

If $q$ is the minimum (characteristic) polynomial of $\pi \in \operatorname{GL}(V)$ (denotion: $\operatorname{mip}(\pi)$ respectively $\operatorname{char}(\pi)$ ) then $q^{*}$ is the minimum (characteristic) polynomial of $\pi^{-1}$. In particular, as $\pi \in \mathrm{O}(V)$ is conjugate to its inverse (in $\mathrm{GL}(V)$ ), the minimum and also the characteristic polynomial of $\pi \in \mathrm{O}(V)$ is symmetric (that is, $q=q^{*}$ ).

Lemma 2.10. Let $\pi \in \mathrm{O}(V)$ and $\operatorname{mip}(\pi)=p^{k}$ where $p \in K[x]$. Let $j \in \mathbb{N}$, $j \leq k$. Then $\operatorname{ker}\left(p^{j}(\pi)\right) \perp V p^{j}(\pi)$. In particular, if $j \leq k / 2$ and $V$ is $\pi$-cyclic then $\operatorname{ker}\left(p^{j}(\pi)\right)$ is totally isotropic.

Proof. Let $v \in \operatorname{ker}\left(p^{j}(\pi)\right)$ and $y \in V p^{j}(\pi)$. Then $y=z p^{j}(\pi)$ for some $z \in V$. As $p$ is symmetric (as we observed in the above) we obtain $f(y, v)=f\left(z p^{j}(\pi), v\right)=$ $f\left(z, p^{j}(0) \cdot v p^{j}(\pi) \cdot \pi^{-j \text { degree }(p)}\right)=f(z, 0)=0$. If $V$ is $\pi$-cyclic then $V p^{j}(\pi)=$ $\operatorname{ker}\left(p^{k-j}(\pi)\right)$ and the last assertion follows.

## 3. Orthogonal decompositions

Lemma 3.1. Let $\pi \in \mathrm{O}(V), g, h \in K[x]$ and $g^{*}$ prime to $h$. Then $\operatorname{ker}(g(\pi)) \perp$ $\operatorname{ker}\left(h(\pi)\right.$. Special case: If $g$ is prime to $g^{*}$ then $\operatorname{ker}(g(\pi))$ is totally isotropic.

We recall the following facts on orthogonal normal-forms which can be found in [6].

Definition 3.2. Let $\pi \in \mathrm{O}(V, f)$. Call $V$ an orthogonally indecomposable $\pi$ module if $V=U(\perp) W$ for $\pi$-modules $U$ and $W$ implies that $U=\{0\}$ or $W=\{0\}$.

Remark 3.3. Let $\pi \in \mathrm{GL}(V)$. Then $V$ is called an indecomposable $\pi$-module if a proper decomposition $V=U \oplus W$ into $\pi$-modules $U$ and $W$ does not exist. Recall
that $V$ is an indecomposable $\pi$-module if and only if $V$ is a $\pi$-cyclic module whose minimum polynomial (=characteristic polynomial as V is $\pi$-cyclic) is the power of an irreducible polynomial. Distinguish carefully the concepts 'indecomposable' and 'orthogonally indecomposable'.

Lemma 3.4 (orthogonal decomposition into $\pi$-modules). Let $\pi \in \mathrm{O}(V, f)$. Then $V$ admits a decomposition $V=V_{1} \oplus \cdots(1) V_{k}$ into orthogonally indecomposable $\pi$-modules $V_{i}$. In any two such decompositions the numbers of orthogonally indecomposable $\pi$-modules with the same given minimum polynomial are equal.

The structure of orthogonally indecomposable $\pi$-modules is well-known and has been described by various authors, for example, [6].

DEFINITION 3.5 (types). Let $\pi \in O(V)$. We say $\pi$-type $(V)=\Delta$ if $V$ is an orthogonally indecomposable $\pi$-module and $\Delta$ is explained as follows.
$\pi-\operatorname{type}(V)=1$ (more precisely: $1^{+}, 1^{-}$): This means that $V=U \oplus W$ where $U, W$ are totally isotropic indecomposable $\pi$-modules such that $\operatorname{mip}\left(\pi_{U}\right)=(x-1)^{2 t}=$ $\operatorname{mip}\left(\pi_{W}\right)$ respectively $\operatorname{mip}\left(\pi_{U}\right)=(x+1)^{2 t}=\operatorname{mip}\left(\pi_{W}\right)$ (hence $n=4 t$ ).
$\pi-\operatorname{type}(V)=2$ (more precisely: $2^{*}, 2^{-}, 2^{+}$): This means that $V$ is an indecomposable $\pi-\operatorname{module}, \operatorname{say} \operatorname{mip}(\pi)=p^{t}$ where $p$ is an irreducible polynomial. In particular, $V$ is a $\pi$-cyclic module. If $p \neq x-1, x+1$ then $p$ is symmetric and has even degree and we write $\pi$-type $(V)=2^{*}$. If $p=x-1$, respectively $p=x+1$, then t is odd and we use the notation $\pi-\operatorname{type}(V)=2^{-}$, respectively $\pi-\operatorname{type}(V)=2^{+}$. $\pi$-type $(V)=3$ : This means that $V=U \oplus W$ where $U$ and $W$ are indecomposable $\pi$-modules whose minimum polynomials are $p^{t}$, respectively $p^{* t}$, and $p$ is an irreducible polynomial where $p$ is prime to $p^{*}$. This implies that $U$ and $W$ are totally isotropic and that $V$ is a $\pi$-cyclic module.

THEOREM 3.6 (type-classification). Each orthogonally indecomposable $\pi$-module $\neq 0$ fits into precisely one of the three types given above.

## 4. Some basic tools

We collect some well-known facts. Proofs can be found, for example, in [3].
Lemma 4.1. Let $\operatorname{ind}(V) \geq 1$. Then
(a) $\Omega(V)=O^{+}(V) \cap \operatorname{ker}(\Theta)$.
(b) If $n \geq 5$ then $P \Omega(V)$ is simple.

Lemma 4.2. (a) If $n=3$ and $\operatorname{ind}(V)=1$ then $\Omega(V) \cong P S L_{2}(K)$.
(b) If $n=4$ and $\operatorname{ind}(V)=1$ then $\Omega(V) \cong P S L_{2}(K(\delta))$ where $\delta^{2} K^{* 2}=\mathrm{d} V$.
(c) If $n=4$ and ind $(V)=2$ then $P \Omega(V) \cong P S L_{2}(K) \times P S L_{2}(K)$.

Lemma 4.3. (a) Let $\sigma \in \mathrm{O}(V)$ be an involution. Then $\Theta(\sigma)=\mathrm{dB}(\sigma)$.
(b) (Zassenhaus-formula) $\Theta(\pi)=\operatorname{det}\left(\left.\frac{1}{2}(1-\pi)\right|_{B^{\infty}(\pi)}\right) \cdot \mathrm{dB}^{\infty}(\pi)$ for each $\pi \in \mathrm{O}(V)$. In particular, $\pi \in \operatorname{ker}(\Theta)$ when $\pi$ is unipotent.

Lemma 4.4. Let $V=U \oplus W$ where $U$ and $W$ are totally isotropic. Then every $\alpha \in$ $\mathrm{GL}(U)$ admits a unique $\varphi \in \mathrm{O}(V)$ such that $\left.\varphi\right|_{U}=\alpha$ and $W \varphi=W$. Furthermore, $\varphi \in O^{+}(V)($ as $\operatorname{dim}(\mathrm{B}(\varphi))$ is even $)$. If $\alpha$ is an involution then $\varphi$ is also an involution.

PROOF. This follows from a simple matrix calculation.

Next, we state a theorem which is due to [21]; however, this proof contains a gap. For the real and the complex numbers Frobenius gave a proof in 1910.

## PROPOSITION 4.5. The orthogonal group $\mathrm{O}(V)$ is 2-reflectional.

We outline a short proof. Given $\pi \in O(V)$. We want to write $\pi$ as a product of two orthogonal involutions. Hence we can assume that $V$ is an orthogonally indecomposable $\pi$-module. If $\pi$-type $(V) \in\{2,3\}$ then $V$ is a $\pi$-cyclic module; that is, we find $v \in V$ such that $v, v \pi, \ldots, v \pi^{n-1}$ is a basis for $V$. Define a linear mapping $\rho: V \rightarrow V, v \pi^{j} \mapsto v \pi^{n-1-j}$ for $j \in\{0, \ldots, n-1\}$. Clearly, $\rho$ is an involution, and it is easy to check that $\rho \in \mathrm{O}(V)$. From the fact that $\operatorname{mip}(\pi)$ is symmetric it follows that $\sigma:=\rho \pi$ is an involution. Now suppose that $\pi-\operatorname{type}(V)=1$. Let $U$ and $W$ denote the cyclic $\pi$-modules occurring in Lemma 3.5. We define involutions $\rho_{U}, \sigma_{U} \in \operatorname{GL}(U)$ such that $\pi_{U}=\rho_{U} \sigma_{U}$ by the same definition as above (with $U$ instead of $V$ ). Now Lemma 4.4 implies that $\rho_{U}$ and $\sigma_{U}$ admit (unique) liftings to orthogonal involutions $\rho, \sigma \in \mathrm{O}(V)$ that leave $W$ invariant. The uniqueness statement of Lemma 4.4 yields that $\pi=\rho \sigma$.

The following proposition was proved in [10].
PROPOSITION 4.6 (involutions-invariance-theorem). If $\pi=\rho \sigma$ where $\rho, \sigma \in$ $\mathrm{O}(V)$ are involutions then $V$ admits an orthogonal decomposition into orthogonally indecomposable $\pi$-modules that are simultaneously $\rho$-modules and $\sigma$-modules.

Lemma 4.7 (discriminant, spinorial norm of orthogonally indecomposable modules). Let $\pi \in \mathrm{O}(V), p:=\operatorname{mip}(\pi)$ and $V$ an orthogonally indecomposable $\pi$ module.
(a) If $\pi-\operatorname{type}(V)=2^{*}$ or 3 then

$$
\mathrm{d} V=p(1) p(-1) K^{* 2} \quad \text { and } \quad \Theta(\pi)=p(-1) K^{* 2}
$$

(b) If $\pi-\operatorname{type}(V)=3$ where $p=q q^{*}$ then $V=U \oplus W$ where $U:=\operatorname{ker}(q(\pi))$ and $W:=\operatorname{ker}\left(q^{*}(\pi)\right.$ are indecomposable $\pi$-modules and

$$
\Theta(\pi)=(-1)^{n / 2} q(0)=\operatorname{det}\left(\pi_{U}\right) \cdot K^{* 2}
$$

(c) If $\pi-\operatorname{type}(V)=1^{-}, 1^{+}$or $2^{-}$then $\pi \in \Omega(V)$.
(d) If $\pi-\operatorname{type}(V)=2^{+}$then $\Theta(\pi)=\mathrm{d}(V)$.

Proof. Let $\pi-\operatorname{type}(V) \in\left\{2^{*}, 3\right\}$. Then $\operatorname{dim}(V)$ is even and $\mathrm{B}^{\infty}(\pi)=V=$ $\mathrm{B}^{\infty}(-\pi)$. From Lemma 4.3 we obtain $\mathrm{d} V=\Theta(-1)=\Theta(\pi) \Theta(-\pi)=\operatorname{det}(1-$ $\pi) \cdot \operatorname{det}(1+\pi) \cdot K^{* 2}=p(1) p(-1) K^{* 2}$. Hence we obtain (as $\operatorname{dim}(V)$ is even) $\Theta(\pi)=\operatorname{det}((1-\pi) / 2) \cdot \mathrm{d} V=\operatorname{det}(1-\pi) \cdot \mathrm{d} V=p(-1) K^{* 2}$. Now consider type 3 only. Let $m:=n / 2$ and $q=x^{m}+\cdots+a_{0}$. Then $\Theta(\pi)=p(-1) K^{* 2}=q(-1) q^{*}(-1) K^{* 2}=$ $\left((-1)^{m}+a_{m-1}(-1)^{m-1}+\cdots+a_{0}\right)^{2}(-1)^{m} a_{0} \cdot K^{* 2}=(-1)^{m} a_{0} \cdot K^{* 2}=\operatorname{det}\left(\pi_{U}\right) \cdot K^{* 2}$.

If $\pi-\operatorname{type}(V)=1^{-}$then $\pi$ is unipotent; hence $\pi \in \operatorname{ker}(\Theta)$ by Lemma 4.3. If $\pi-\operatorname{type}(V)=1^{+}$then $(-\pi)-\operatorname{type}(V)=1^{-}$, hence $\Theta(-\pi)=K^{* 2}$ by the previous argument. Furthermore, $V$ is the orthogonal sum of an even number of hyperbolic planes (cf. Definition 3.5), hence $\Theta\left(-1_{V}\right)=K^{* 2}$. We obtain $\Theta(\pi)=K^{* 2}$. In both cases $\operatorname{dim}(B(\pi))$ is even. Hence $\pi \in \Omega(V)$. Also if $\pi-\operatorname{type}(V)=2^{-}$then $\pi$ is unipotent and $\operatorname{dim}(B(\pi))$ is even.

LEMMA 4.8. Let $\pi \in \mathrm{O}(V)$ and $\pi$-type $(V)=2^{*}$. Suppose that $\operatorname{mip}(\pi)$ is not a square (in $K[x]$ ), and $K$ is finite or $K=\mathbb{R}$. Then $V$ is not a hyperbolic space.

Proof. See [5, 4.1].

Lemma 4.9. Let $n=2, \pi \in \mathrm{O}(V)$ and $\pi-\operatorname{type}(V)=2^{*}$. Then $V$ is anisotropic.
Proof. We have $q:=\operatorname{mip}(\pi)=x^{2}+\alpha x+1$ for some $\alpha \in K$. As $\operatorname{mip}(\pi)$ is irreducible it follows that $\alpha^{2}-4 \notin K^{* 2}$. The characteristic polynomials of $1-\pi$, respectively $1+\pi$, are $q(1-x) \in K[x]$, respectively $q(x-1)$. As $\mathrm{B}^{\infty}(\pi)=V$ we obtain from Lemma 4.3 that $\Theta(\pi)=\operatorname{det}(1-\pi) \mathrm{d} V=q(1) \mathrm{d}(V)=(2+\alpha) \mathrm{d} V$, and $\Theta(-\pi)=q(-1) \mathrm{d}(V)=(2-\alpha) \mathrm{d} V$. Hence, $\mathrm{d} V=\Theta\left(-1_{V}\right)=\Theta(-\pi \pi)=$ $\left(4-\alpha^{2}\right) K^{* 2} \neq-K^{* 2}$. This implies that $V$ is not a hyperbolic plane.

Lemma 4.10. Suppose that $K$ is finite and $\pi, \psi \in O(V)$ such that $F\left(\pi^{2}\right)=0=$ $\mathrm{F}\left(\psi^{2}\right)$. Then $\pi$ is a conjugate of $\psi$ in $\mathrm{O}(V)$ if and only if $\pi$ is a conjugate of $\psi$ in $G L(V)$.

Proof. This follows from [20, p. 38].

Lemma 4.11. Let $n \geq 2$.
(a) If $U$ is a 1 -dimensional subspace of $V$ then $V$ contains at least $(|K|-1) / 2$ [if $V$ is anisotropic then $(|K|+1) / 2] 1$-dimensional subspaces $W$ such that $\mathrm{d} W=\mathrm{d} U$. (b) If $\mathbf{u}(K) \leq 2$, then for each $\lambda \in K^{*}, V$ contains at least $(|K|-1) / 2[i f V$ is anisotropic then $(|K|+1) / 2] 1$-dimensional subspaces $W$ such that $\mathrm{d} W=\lambda K^{* 2}$.

Proof. See, for example, [9, 3.7].

Proposition 4.12 (Scherk's Theorem). [16] Let $\pi \in \mathrm{O}(V)$. Then $\pi$ is a product of $\operatorname{dim}(\mathrm{B}(\pi))$, but not less, symmetries, except when $\mathrm{B}(\pi)$ is totally isotropic. If $\mathrm{B}(\pi)$ is totally isotropic then $\operatorname{dim}(\mathrm{B}(\pi))+2$ symmetries are sufficient and this is the minimal number needed.

Lemma 4.13. Let $M$ be a finite subset of the field $K, \alpha \in K^{*}$ and $m \in \mathbb{N}_{\geq 2}$. Then degree $(p)=m, p(0)=\alpha$, each zero of $p$ is simple and $M$ does not contain a zero of pfor some monic $p \in K[x]$.

Proof. If $K$ is infinite then one has $\alpha_{1}, \ldots, \alpha_{m} \in K$ such that $p=\left(x-\alpha_{1}\right) \cdots(x-$ $\alpha_{m}$ ) fulfils the required properties. Let $K$ be finite. Then $|K|^{m-1}$ monic polynomials of degree $m$ satisfy $p(0)=\alpha$. Each $\lambda \in K^{*}$ admits precisely $|K|^{m-2}$ monic polynomials $p$ of degree $m-1$ and such that $p(0)=\alpha / \lambda$; this is also the number of polynomials $q$ of degree $m$ such that $q(\lambda)=0$ and $q(0)=\alpha$. Hence there are at most $(|K|-1)|K|^{m-2}<$ $|K|^{m-1}$ monic polynomials $p$ of degree $m$ such that $p(0)=\alpha$ and $p$ has a zero in $K$. We conclude that at least one monic polynomial of degree $m$ satisfies $p(0)=\alpha$ and has no zero.

## 5. Products of orthogonal involutions

Each orthogonal mapping $\pi \in O(V)$ is a product of two orthogonal involutions. How can we choose the involutions when $\pi$ is given and $V$ is an orthogonally indecomposable $\pi$-module? The following answers are essential tools for our study of $\Omega(V)$.

Lemma 5.1. Let $\pi=\rho \sigma$ where $\rho$ and $\sigma$ are orthogonal involutions and $\pi-\operatorname{type}(V)$ $=2^{-}$or $\pi-\operatorname{type}(V)=2^{+}$. Let

$$
k:= \begin{cases}\frac{1}{2}(n+1) & \text { if } n \equiv 3 \bmod 4 \\ \frac{1}{2}(n-1) & \text { if } n \equiv 1 \bmod 4 .\end{cases}
$$

Then one of the following cases occurs:
(a) $\rho \in O^{+}(V)$ and $\mathrm{B}(\rho)$ is ak-dimensional hyperbolic space (in particular $\Theta(\rho)=$ $(-1)^{k / 2} K^{* 2}$ ), or
(b) $\rho \in O^{-}(V)$ and $\operatorname{ind}(B(\rho))=(n-k-1) / 2$ and $\Theta(\rho)=(-1)^{k / 2} \mathrm{~d} V$.

Proof. If $\pi-\operatorname{type}(V)=2^{+}$and $\pi=\rho \sigma$ then $(-\pi)-\operatorname{type}(V)=2^{-}$and $-\pi=$ $\rho(-\sigma)$. Therefore, it suffices to study the case $\pi-\operatorname{type}(V)=2^{-}$. So let $\pi-\operatorname{type}(V)=$ $2^{-}$. In 4.7 (c) we proved that $\pi \in \Omega(V)$. From Lemma 2.10 it follows that $W:=$ $\operatorname{ker}\left((\pi-1)^{(n-1) / 2}\right)$ is totally isotropic and $\operatorname{dim}(W)=(n-1) / 2$. Hence ind $(V)=$ $(n-1) / 2$ (observe that $n$ is odd; cf. Definition 3.5). We have $W=W \rho=W \sigma=W \pi$ [as $\left.\left((\pi-1)^{(n-1) / 2}\right)^{\rho}=\pi^{-(n-1) / 2}(1-\pi)^{(n-1) / 2}\right]$. Now Lemma 2.7 implies that
(1) $\operatorname{dim}(\mathrm{B}(\rho))=\operatorname{dim}(\mathrm{B}(\sigma)) \in\{(n-1) / 2,(n+1) / 2\}$, and $\left(2^{\prime}\right)$ or $\left(2^{\prime \prime}\right)$ :
(2') If $\operatorname{dim}(W)$ is even, that is, $n \equiv 1 \bmod 4$, then $\operatorname{dim}\left(\mathrm{B}\left(\rho_{W}\right)\right)=\operatorname{dim}\left(\mathrm{B}\left(\sigma_{W}\right)\right)=$ $(n-1) / 4$,
(2") If $\operatorname{dim}(W)$ is odd, that is, $n \equiv 3 \bmod 4$, then $\operatorname{dim}\left(\mathrm{B}\left(\rho_{W}\right)\right)=\operatorname{dim}\left(\mathrm{B}\left(\sigma_{W}\right)\right) \in$ $\{(n+1) / 4,(n-3) / 4\}$.

Clearly, (1), (2') and (2") imply
(3) $\operatorname{dim}\left(\mathbf{B}\left(\rho_{W}\right)\right)=\operatorname{dim}(\mathbf{B}(\rho)) / 2$ or $\operatorname{dim}\left(\mathrm{F}\left(\rho_{W}\right)\right)=\operatorname{dim}(\mathrm{F}(\rho)) / 2$.

In particular, it follows that
(4) $\mathrm{B}(\rho)$ is a hyperbolic space of dimension $k$ (hence $\Theta(\rho)=(-1)^{k / 2} K^{* 2}$ ), or $\mathrm{F}(\rho)$ is a hyperbolic space of dimension $k$ and $\operatorname{ind}(B(\rho))=(\operatorname{dim}(B(\rho))-1) / 2$ (hence $\left.\Theta(-\rho) \Theta(-1)=\Theta(-\rho) \mathrm{d} V=(-1)^{k / 2} \mathrm{~d} V\right)$.

REMARK 5.2. We refer to the previous lemma.
If case (a) is present, we can replace $\rho, \sigma$ by $-\rho,-\sigma$ and arrive at case (b). The analogue applies when case (b) holds true.

LEMMA 5.3 (type $2^{*}$ and 3). Let $\pi=\rho \sigma$ where $\rho$ and $\sigma$ are orthogonal involutions and $\pi-\operatorname{type}(V)=\left(2^{*}\right)$ or $\pi-\operatorname{type}(V)=(3)$. Let $\operatorname{mip}(\pi)=p^{m}$ where $p \in K[x]$. Then $\operatorname{dim}(\mathrm{B}(\rho))=n / 2=\operatorname{dim}(\mathrm{B}(\sigma))$. If $m$ is even then $\mathrm{B}(\rho)$ and $\mathrm{B}(\sigma)$ are hyperbolic spaces. If $m$ is odd then $\operatorname{ind}(\mathrm{B}(\rho)), \operatorname{ind}(\mathrm{B}(\sigma)) \geq(n-\operatorname{degree}(p)) / 4$.

Proof. The vector space $V$ is a $\pi$-cyclic module. If $m$ is odd, $m=2 t-1$, let $W:=\operatorname{ker}\left(p^{t-1}(\pi)\right)$. If $m$ is even, $m=2 t$, let $W:=\operatorname{ker}\left(p^{t}(\pi)\right)$. Then $W$ is totally isotropic (cf. Lemma 2.10) and invariant under $\pi, \rho$ and $\sigma$ [indeed: $\rho^{-1} p^{t}(\pi) \rho=$ $\left.p^{t}\left(\pi^{\rho}\right)=p^{t}\left(\pi^{-1}\right)=\pi^{t \text { degree }(p)} p^{t}(\pi)\right]$. We have $N(\pi)=0=\mathrm{F}(\pi)$ and thus $\operatorname{dim}\left(\mathrm{B}\left(\rho_{W}\right)\right)=\operatorname{dim}(W) / 2=\operatorname{dim}\left(\mathrm{B}\left(\sigma_{W}\right)\right) ;$ cf. Lemma 2.7(a). We obtain ind $(\mathrm{B}(\rho)) \geq$ $\operatorname{dim}\left(\mathrm{B}\left(\rho_{W}\right)\right)=\operatorname{dim}(W) / 2$. Clearly, $\sigma$ satisfies the analogous statement. If $m$ is odd we have $\operatorname{dim}(W)=(t-1) \cdot \operatorname{degree}(p)=(n-\operatorname{degree}(p)) / 2$. If $m$ is even then
$\operatorname{dim}(W)=n / 2$. Furthermore, $\operatorname{dim}(\mathrm{B}(\rho))=n / 2$ by Lemma 2.7(a). This yields the assertion.

REMARK 5.4 (real case). Assume that $K=\mathbb{R}, \pi=\rho \sigma$ where $\rho, \sigma$ are orthogonal involutions and $\pi$-type( $\left.V^{\prime}\right)=2^{*}$. Then $\pi \in \Omega(V)$, and:

If $n \equiv 0 \bmod 4$ then $\operatorname{dim}(\mathrm{B}(\rho))=n / 2=\operatorname{dim}(\mathrm{B}(\sigma))$ and $\mathrm{B}(\rho), \mathrm{B}(\sigma)$ are hyperbolic spaces.
If $n \equiv 2 \bmod 4$ then $\operatorname{dim}(B(\rho))=n / 2=\operatorname{dim}(B(\sigma))$ and $\operatorname{ind} B(\rho)=(n-2) / 4=$ ind $\mathrm{B}(\sigma)$ (that is. the maxımum possible value when the dimension is $n / 2$ ).

In each case $\mathrm{B}(\rho)$ N ix metnc to $\mathrm{B}(\sigma)$.
PROOF. We have $q=$ mip(t) $=p^{m}$ for an irreducible and symmetric polynomial $p \neq x-1, x+1$. Thu, $r=x^{2}+\alpha x+1$ where $\alpha \in \mathbb{R}$ and $q(-1)=p(-1)^{m}$ is positive since all valuev of $r$ are positive. Now Lemma 4.3 yields that $\Theta(\pi)=1 \cdot K^{* 2}$. Furthermore, $\pi \in \mathrm{O}^{\bullet} \|$, Hence $\pi \in \Omega(V)$. If $m$ is even then the assertion follows immediately from the previmu, lemma. Suppose that $m$ is odd. The previous lemma shows that $\left.m / 2=n \& \cdot \mid m B_{1}\right) \geq(n-2) / 4$, hence ind $B(\rho)=(n-2) / 4$. Finally, $\left.\mathrm{dB}(\rho)=\Theta(\rho)=H(\square)=\mathbb{S} H_{\prime} \cap\right)$ implies that $\mathrm{B}(\rho)$ is isometric to $\mathrm{B}(\sigma)$.

Lemma 5.5 ltype 1 and $\mid$ Let $\pi=\rho \sigma$ where $\rho$ and $\sigma$ are orthogonal involutions and $\pi$ - !ypel : $1^{\cdot}$ יr $1^{\prime}$. Then $\operatorname{dim}(\mathrm{B}(\rho))=n / 2=\operatorname{dim}(\mathrm{B}(\rho))$ and $\mathrm{B}(\rho), \mathrm{B}(\sigma)$ are hiprofiti. in. is In particular, $\rho, \sigma \in \Omega(V)$.

Proof. Let $7 \cdot \mathrm{IIp} 1 \quad!$ hence $\operatorname{mip}(\pi)=p^{k}$ where $p=x-1, k$ is even and $n=2 k$.

The same argument a in the proof of Lemma 5.3 yield that $Z:=\operatorname{ker}(\pi-1)^{k / 2}$ is totally isotropic and invarıant under $\rho$ and $\sigma$. Clearly, $\operatorname{dim}(Z)=k$. From Lemma 2.7 we obtain $\operatorname{dim}\left(B\left(\rho_{z}\right)\right)=\operatorname{dim}\left(B\left(\sigma_{z}\right)\right) \leq \operatorname{dim}(B(\rho)) / 2$ as $N(\pi)=0$ and $B(\rho)$ is regular]. Furthermore. $\operatorname{dim}\left(\mathrm{F}\left(\rho_{2}\right)\right) \leq \operatorname{dim}(\mathrm{F}(\rho)) / 2$ as $\mathrm{F}(\rho)$ is regular. So we obtained $k=\operatorname{dim}(Z)=\operatorname{dim}\left(\mathrm{B}\left(\rho_{Z}\right)\right)+\operatorname{dim}\left(\mathrm{F}\left(\rho_{Z}\right)\right) \leq \operatorname{dim}(\mathrm{B}(\rho)) / 2+\operatorname{dim}(\mathrm{F}(\rho)) / 2=$ $n / 2=k$. Therefore. $\operatorname{dim}\left(\mathrm{B}\left(\rho_{l}\right)\right)=\operatorname{dim}(\mathrm{B}(\rho)) / 2$ and $\mathrm{B}(\rho)$ is a hyperbolic space. Similarly, $\mathrm{F}(\rho)), \mathbf{B}(\sigma))$ and $\mathrm{F}(\sigma)$ are hyperbolic spaces. We have $m:=\operatorname{dim}(\mathbf{B}(\rho))=$ $\operatorname{dim}(\mathrm{B}(\sigma)) ; \mathrm{cf}$. Lemma 2.7. As $2(k-1)=n-2=\operatorname{dim}(\mathrm{B}(\pi)) \leq 2 m$ (cf. Lemma 2.6) and $k, m$ are both even numbers we obtain $k \leq m$. Furthermore, $\operatorname{dim}(\mathrm{F}(\pi))=2$ implies that $m \leq k+1$; cf. Lemma 2.7. We conclude that $m=k$.

Analogous arguments apply when $\pi$-type $(V)=1^{+}$.

Lemma 5.6. Suppose that $\pi, \varphi \in \mathrm{O}(V)$ are mappings such that $\pi$-type $(V)=3=$ $\varphi$ - type $(V)$ and $\operatorname{mip}(\pi)=\operatorname{mip}(\varphi)$. Then $\pi^{\alpha}=\varphi$ for some $\alpha \in O(V)$.

Proof. Let $p=q q^{*}$ be the minimum polynomial of $\pi$ and $\varphi$. Choose $u, z \in V$ such that $\operatorname{ker}(q(\pi))=\langle u\rangle_{\pi}$ and $\operatorname{ker}(q(\varphi))=\langle z\rangle_{\varphi}$. We have $V=\operatorname{ker}(q(\pi)) \oplus \operatorname{ker}\left(q^{*}(\pi)\right)=$ $\operatorname{ker}(q(\varphi)) \oplus \operatorname{ker}\left(q^{*}(\varphi)\right)$ and each direct summand is totally isotropic and has dimension $n / 2$. Define a linear mapping $\alpha: \operatorname{ker}(q(\pi)) \rightarrow \operatorname{ker}(q(\varphi)), u \pi^{j} \mapsto w \pi^{j}$. Then $\alpha$ is a bijection and $\left.\pi\right|_{\text {ker }(q(\pi))}=\alpha\left(\left.\varphi\right|_{\operatorname{ker}(q(\varphi))}\right) \alpha^{-1}$. Obviously, there is an extension $\bar{\alpha} \in \mathrm{O}(V)$ of $\alpha$ that maps $\operatorname{ker}\left(q^{*}(\pi)\right)$ onto $\operatorname{ker}\left(q^{*}(\varphi)\right)$. Hence $\pi$ and $\tilde{\alpha} \varphi \tilde{\alpha}^{-1}$ are both orthogonal mappings of $V$ which leave $\operatorname{ker}\left(q^{*}(\pi)\right)$ invariant and whose restrictions to $\operatorname{ker}(q(\pi))$ coincide. Hence they are equal; cf. Lemma 4.4.

Lemma 5.7 (type 3). Let $\pi \in \mathrm{O}(V)$, $\pi-\operatorname{type}(V)=3$ and $\operatorname{mip}(\pi)=q q^{*}$. Let $\lambda \in$ $K^{*}$. Then $\pi=\rho \sigma$ for involutions $\rho, \sigma \in \mathrm{O}(V)$ with $\operatorname{dim}(\mathrm{B}(\rho))=n / 2=\operatorname{dim}(\mathrm{B}(\sigma))$ and the following additional properties.
(i) If $n \equiv 0 \bmod 4$ then $\mathrm{B}(\rho)$ is a hyperbolic space and $\Theta(\rho)=(-1)^{n / 4} K^{* 2}$ and ind $\mathrm{B}(\sigma) \geq n / 4-1$.
(ii) If $n \equiv 2 \bmod 4$ then ind $\mathrm{B}(\rho)=\operatorname{ind} \mathrm{B}(\sigma)=(n-2) / 4$ (hence the maximum possible for a regular space of dimension $n / 2$ ); furthermore, $\Theta(\rho)=\lambda K^{* 2}$.

Proof. The statement $\operatorname{dim}(\mathrm{B}(\rho))=n / 2=\operatorname{dim}(\mathrm{B}(\sigma))$ follows from Lemma 2.7. Our type-classification yields $V=U \oplus W$ where $U:=\operatorname{ker}(q(\pi))$ and $W:=$ $\operatorname{ker}\left(q^{*}(\pi)\right) ; U$ and $W$ are totally isotropic. Take a basis $u_{1}, \ldots, u_{m}$ for $U$ and a basis $w_{1}, \ldots, w_{m}$ for $W$ such that $f\left(u_{i}, w_{m-j}\right)=\delta(i, j) \cdot \mu$ where $\mu:=2 \lambda(-1)^{m(m+1) / 2}$. Define $\psi \in \operatorname{GL}(U)$ such that $u_{i} \mapsto u_{i+1}$ for $i=1, \ldots, m-1$ and $u_{m} \mapsto$ $-a_{m-1} u_{m}-\cdots-a_{0} u_{1}$ where $q=x^{m}+a_{m-1} x^{m-1}+\cdots+a_{0}$. Then $\operatorname{mip}(\psi)=q$. According to Lemma $4.4 \psi$ admits a unique extension to a mapping in $O(V)$ which leaves $W$ invariant. Call this mapping $\psi$ also. Then $\operatorname{mip}(\psi)=q q^{*}$ [as $\operatorname{mip}(\psi)$ is symmetric and $q$ is prime to $q^{*}$ ] and $\psi$ is a conjugate of $\pi$ in $O(V)$ by the previous lemma. Hence we can a priori assume that $\pi=\psi$. Let $u:=u_{1}$ and $w:=w_{1}$. Define $\rho \in \operatorname{GL}(V)$ by the properties $u \psi^{i} \mapsto w \psi^{-i}$ and $w \psi^{-i} \mapsto u \psi^{i}$ for $i=0, \ldots, m-1$. Then $\rho \in \mathrm{O}(V)$; furthermore, $\rho$ and $\sigma:=\rho \psi$ are involutions and $\mathrm{B}(\rho)=\left\langle w \psi^{-i}-u \psi^{i} \mid i \in\{0, \ldots, m-1\}\right\rangle$. We obtain $f\left(w \psi^{-i}-u \psi^{i}, w \psi^{-j}-u \psi^{j}\right)=-2 f\left(u \psi^{i}, w \psi^{-j}\right)=-2 f\left(u \psi^{i+j}, w\right)$. This equals 0 if $0 \leq i+j<m-1$ and $-2 \mu$ if $i+j=m-1$. Hence ind $\mathrm{B}(\rho)$ attains the maximal possible value. If $m$ is even then $B(\rho)$ is a hyperbolic space; hence $\Theta(\rho)=\mathrm{dB}(\rho)=$ $(-1)^{m / 2} K^{* 2}$. If $m$ is odd we obtain that $\Theta(\rho)=\mathrm{dB}(\rho)=\lambda K^{* 2}$. Furthermore, $\mathrm{B}(\sigma)=\left\langle w \psi^{1-i}-u \psi^{i} \mid i \in\{0, \ldots, m-1\}\right\rangle$ and for $i, j \in\{0, \ldots, m-1\}$ one has $f\left(w \psi^{i-i}-u \psi^{i}, w \psi^{1-j}-u \psi^{j}\right)=-2 f\left(w, u \psi^{i+j-1}\right)$. This is 0 if $0 \neq i+j<m$. Hence ind $\mathrm{B}(\sigma)$ attains the maximal possible value if $m$ is odd. If $m$ is even we obtain ind $\mathrm{B}(\sigma) \geq m / 2-1$.

Lemma 5.8. Let $n \equiv 2 \bmod 4$ and $\pi \in \mathrm{O}(V)$ and $\lambda \in K^{*}$. Suppose that $\pi-\operatorname{type}(V)=3$ or $\left[K\right.$ finite and $\left.\pi-\operatorname{type}(V)=2^{*}\right]$. Then $\pi=\rho \sigma$ and $\Theta(\rho)=\lambda K^{* 2}$ for some involutions $\rho, \sigma \in \mathrm{O}(V)$.

Proof. Take involutions $\omega, \eta \in \mathrm{O}(V)$ such that $\pi=\omega \eta$. Choose $\mu \in \lambda \Theta(\omega)$. As $\mathrm{u}(K) \leq 2$ or $V$ is a hyperbolic space we can obviously find $\varphi \in \mathrm{GL}(V)$ such that $f(v \varphi, w \varphi)=\mu f(v, w)$ for all $v, w \in V$. Then $\pi^{\varphi}, \omega^{\varphi}, \eta^{\varphi} \in \mathrm{O}(V)$. If $\pi$-type $=$ 3 then Lemma 5.6 supplies $\alpha \in \mathrm{O}(V)$ such that $\pi=\pi^{\varphi \alpha}$. If $K$ is finite and $\pi$-type $(V)=2^{*}$ then Lemma 4.10 yields the same result. Let $\rho:=\omega^{\varphi \alpha}$ and $\sigma:=\eta^{\varphi \alpha}$. Then $\rho, \sigma \in \mathrm{O}(V)$, both elements are involutions, $\pi=\rho \sigma$ and $\Theta(\rho)=\mathrm{dB}(\rho)=$ $\mathrm{d}(\mathrm{B}(\omega) \varphi \alpha)=\mathrm{d}(\mathrm{B}(\omega) \varphi)=\mu^{n / 2} \mathrm{~dB}(\omega)=\mu \Theta(\omega)=\lambda K^{* 2}$ as $n \equiv 2 \bmod 4$.

Corollary 5.9. Let $\pi=\rho \sigma$ where $\rho, \sigma \in \mathrm{O}(V)$ are involutions and $V$ is an orthogonally indecomposable $\pi$-module.
(a) If $\pi-\operatorname{type}(V) \notin\left\{2^{+}, 2^{-}\right\}$then $\operatorname{dim}(\mathrm{B}(\rho))=n / 2=\operatorname{dim}(\mathrm{B}(\sigma))$.
(b) If $\pi-\operatorname{type}(V)=2^{-}$then $\operatorname{dim}(\mathrm{B}(\rho))=(n-1) / 2=\operatorname{dim}(\mathrm{B}(\sigma))$ or $\operatorname{dim}(\mathrm{B}(\rho))=$ $(n+1) / 2=\operatorname{dim}(\mathrm{B}(\sigma))$, and we can achieve each of the two possibilities.
(c) If $\pi-\operatorname{type}(V)=2^{+}$then $\operatorname{dim}(\mathrm{B}(\rho))=(n-1) / 2$ and $\operatorname{dim}(\mathrm{B}(\sigma))=(n+1) / 2$, or $\operatorname{dim}(\mathrm{B}(\rho))=(n+1) / 2$ and $\operatorname{dim}(\mathrm{B}(\sigma))=(n-1) / 2$; we can achieve each of the two possibilities.

Unless $\pi-\operatorname{type}(V)=2^{+}$it follows that $\operatorname{dim}(\mathrm{B}(\rho))=\operatorname{dim}(\mathrm{B}(\sigma))$. Furthermore, $\operatorname{det}(\pi)=-1$ if and only if $\pi-\operatorname{type}(V)=2^{+}$.

This follows immediately from Lemmas 2.7, 5.1 and 5.5.

Corollary 5.10. Let $\pi \in \mathrm{O}(V)$ and $s \in \mathbb{N} \cap\{(n-1) / 2, n / 2,(n+1) / 2\}$. One has $\pi=\rho \sigma$ for involutions $\rho, \sigma \in \mathrm{O}(V)$.
(a) If $\pi \in \mathrm{O}^{+}(V)$ one can achieve that $\operatorname{dim}(\mathrm{B}(\rho))=s=\operatorname{dim}(\mathrm{B}(\sigma))$.
(b) If $\pi \in \mathrm{O}^{-}(V)$ one can achieve that $\operatorname{dim}(\mathrm{B}(\rho))=\lceil n / 2\rceil+1$ and $\operatorname{dim}(\mathrm{B}(\sigma))=$「 $n / 2\rceil$.

A decomposition of $V$ into orthogonally indecomposable $\pi$-modules contains at least $|\operatorname{dim}(\mathrm{B}(\rho))-\operatorname{dim}(\mathrm{B}(\sigma))| \pi$-modules of type $2^{+}$.

PROOF. If $\pi \in \mathrm{O}^{+}(V)$ then an orthogonal decomposition of $V$ into orthogonally indecomposable $\pi$-modules contains an even number of modules of $\pi$-type $=2^{+}$; if $\pi \in \mathrm{O}^{-}(V)$ then this number is odd. Hence the assertion follows from the previous corollary.

## 6. Symmetries in the kernel of the spinorial norm

Let $S$ denote the set of symmetries in $\operatorname{ker}(\Theta)$. We want to write a given $\pi \in \operatorname{ker}(\Theta)$ as a product of as few as possible symmetries in S . This problem was studied within a more general framework in [9]. We quote a result.

Proposition 6.1 (cf. [9], Corollaries I2 and I3). Let $|K|>7, V$ be isotropic, $\pi \in$ $\operatorname{her}(\Theta)$ and $k:=\operatorname{dim}(\mathrm{B}(\pi))$.
(a) If $\pi^{2} \neq 1$ and $\mathrm{B}(\pi) / \operatorname{rad}(\mathrm{B}(\pi))$ is isotropic (that is, there is an isotropic vector $=0$ in $\mathrm{B}(\pi) \backslash \operatorname{rad}(\mathrm{B}(\pi)))$ then $\pi$ is a product of $k$ but not less than $k$ symmetries in $S$. (b) $\pi$ is a product of $k+2$ elements of $S$

From the previous proposition one obtains:

Corollary 6.2. Suppose that $u(K) \leq 2$ and $|K| \geq 5$. Then $S$ generates $\operatorname{ker}(\Theta)$.
(a) Let $\pi \in \operatorname{ker}(\Theta), k:=\operatorname{dim}(\mathrm{B}(\pi))$ and $\operatorname{dim}(\mathrm{B}(\pi) / \operatorname{rad}(\mathrm{B}(\pi)) \geq 2$. Then $\pi$ is a prinduct of $k$ but not less than $k$ symmetries of $S$.
(h) Let $\pi \in \operatorname{ker}(\Theta), k:=\operatorname{dim}(\mathrm{B}(\pi))$ and $\operatorname{dim}(\mathrm{B}(\pi) / \operatorname{rad}(\mathrm{B}(\pi))=1$. If $\mathrm{d}(\mathrm{B}(\pi) /$ $r a d / \mathrm{B}(\pi))=K^{* 2}$ then $\pi$ is a product of $k$ but not less than $k$ symmetries of $S$; ,the nive one needs $k+2$ symmetries in $S$.
(心) Let $\pi \in \operatorname{ker}(\Theta), k:=\operatorname{dim}(\mathrm{B}(\pi))$ and $\mathrm{B}(\pi)$ be totally isotropic. Then $\pi$ is a product of $k+2$ but not less than $k+2$ symmetries of $S$.

Kı MaRK 6.3. Let $|K|=3$.
(d) If $n \in\{3,4\}$ and $\mathrm{d} V=K^{* 2}$ then $S$ does not generate $\operatorname{ker}(\Theta)$.
(h. If $n \geq 5$ or if $\mathrm{d} V \neq K^{* 2}$ then S generates $\operatorname{ker}(\Theta)$; however, it is not so easy to tud the minimal number of factors needed. For example, if $n \geq 5$ one can find some $7: \operatorname{her}(\Theta)$ where $\operatorname{dim}(\mathrm{B}(\pi))+4$ symmetries in $\operatorname{ker}(\Theta)$ are needed.

## 7. Reflections in $\Omega(V)$ and $\operatorname{ker}(\Theta)$

Lemma 7.1. Let $|K| \geq$ 4. Then $P S L_{2}(K)$ is 3-reflectional. $P S L_{2}(K)$ is 2reflectional if and only if $\mathrm{s}(K)=1$.

Proof. Let ${ }^{\sim}$ denote the canonical homomorphism of $\mathrm{SL}_{2}(K)$ onto $\mathrm{PSL}_{2}(K)$. For $\lambda, \mu \in K$ where $\lambda \neq 0$ let

$$
\rho(\mu, \lambda):=\left(\begin{array}{cc}
\mu & \lambda \\
-\lambda^{-1}\left(1+\mu^{2}\right) & -\mu
\end{array}\right) .
$$

Then $\rho(\mu, \lambda) \in \mathrm{SL}_{2}(K)$ and $\tilde{\rho}$ is an involution. Furthermore, if $\mathrm{s}(K) \neq 1$ then each involution $\neq \tilde{1}$ in $\mathrm{PSL}_{2}(K)$ has this form. Now let $\pi \in \mathrm{SL}_{2}(K)$ be such that $\tilde{\pi} \neq \tilde{1}$. Then (up to similarity)

$$
\pi=\left(\begin{array}{cc}
0 & 1 \\
-1 & \kappa
\end{array}\right)
$$

for some $\kappa \in K$. If $\kappa=0$ then $\tilde{\pi}$ is an involution. So let $\kappa \neq 0$. If $\mathrm{s}(K) \neq 1$ take $\lambda^{2} \neq 1$. Then

$$
\pi=\rho\left(-\lambda,(\lambda \kappa)^{-1}\left(\lambda^{2}-1\right)\right) \cdot \rho\left(1,\left(\lambda^{2} \kappa\right)^{-1}\left(1-\lambda^{2}\right)\right) \cdot \rho\left(0, \lambda^{-1}\right) .
$$

If $\mathrm{s}(K)=1$ then take $\lambda \in K$ such that $\lambda^{2}=-1$. Then $\pi=\rho(0, \lambda) \rho(\lambda, \lambda \kappa)$.
If $s(K) \neq 1$ check that

$$
\tau=\left(\begin{array}{cc}
0 & 1 \\
-1 & 2
\end{array}\right)
$$

is not a product of two $\rho$ 's; hence $\tilde{\tau}$ is not a product of two involutions in $\mathrm{PSL}_{2}(K)$.

Corollary 7.2. (a) If $n=3, V$ is isotropic and $|K| \neq 3$, then $\Omega(V)$ is 3reflectional; $\Omega(V)$ is 2 -reflectional if and only if $s(K)=1$.
(b) Let $n=4$ and ind $(V)=1$. Then $\Omega(V)$ is 3-reflectional; $\Omega(V)$ is 2-reflectional if and only if $\mathrm{s}(K)=1$ or $\mathrm{d} V=-K^{* 2}$.

PROOF. (a) We know that $\Omega(V) \cong \operatorname{PSL}_{2}(K)$; cf. Lemma 4.2. Hence the previous lemma yields the assertion.
(b) As $\Omega(V) \equiv \mathrm{PSL}_{2}(K(\delta))$ where $\delta^{2} K^{* 2}=\mathrm{d} V$ (cf. Lemma 4.2) the previous lemma yields the assertion.

Lemma 7.3. Let $\mathrm{u}(K)<\infty$ and $\lambda \in K^{*}$. Let $\omega \in \mathrm{O}(V)$ be an involution such that $\operatorname{dim}(\mathrm{B}(\omega)) \geq \mathbf{u}(K)$ or $\operatorname{dim}(\mathrm{F}(\omega)) \geq \mathbf{u}(K)$. Then:
(a) Some symmetry $\rho \in \mathrm{O}(V)$ satisfies $\Theta(\rho)=\lambda K^{* 2}$ and $\rho \omega$ is an involution.
(b) If $\omega \in\{1,-1\}$ suppose additionally that $n \geq u(K)+1$. Some involution $\rho \in \mathrm{O}(V)$ then satisfies $\operatorname{dim}(\mathrm{B}(\rho))=2$ and $\Theta(\rho)=\lambda K^{* 2}$ and $\rho \omega$ is an involution.

Proof. We may assume that $\operatorname{dim}(\mathrm{B}(\omega)) \geq \mathrm{u}(K)$ (otherwise replace $\omega$ by $-\omega$ ). (a) Choose $v \in \mathrm{~B}(\omega)$ such that $q(v)=\lambda$. Then the symmetry $\rho$ whose path is $\langle v\rangle$ fulfils the requirements. (b) If $\omega=-1$, take any anisotropic vector $v \in V$. As $\operatorname{dim}\left(v^{\perp}\right) \geq \mathbf{u}(K)$ we find $w \in v^{\perp}$ such that $q(w)=\lambda q(v)$. The orthogonal involution $\rho$ whose path is $\langle v, w\rangle$ meets the requirements. Now let $\omega \neq-1$. Take an anisotropic vector $z \in \mathrm{~F}(\omega)$. As $\operatorname{dim}(\mathrm{B}(\omega)) \geq \mathrm{u}(K)$ we find $y \in \mathrm{~B}(\omega)$ such that $q(y)=\lambda q(z)$. Let $\rho \in \mathrm{O}(V)$ be the involution with $\mathrm{B}(\rho)=\langle z, y\rangle$.

Lemma 7.4. Suppose $2 \leq \mathrm{u}(K)<\infty$. Let $\pi=\rho \sigma$ where $\rho$ and $\sigma$ are orthogonal involutions.
(a) If $n \geq 2 \mathrm{u}(K)+2$ and $\operatorname{dim}(\mathrm{B}(\rho))=1$, then $\pi=\rho^{\prime} \sigma^{\prime}$, where $\rho^{\prime}$ and $\sigma^{\prime}$ are orthogonal involutions and $\rho^{\prime} \in \Omega(V)$.
(b) If $n \geq 2 \mathrm{u}(K)+4$ and $\operatorname{dim}(\mathrm{B}(\rho))=2$ then $\pi=\rho^{\prime} \sigma^{\prime}$ where $\rho^{\prime}$ and $\sigma^{\prime}$ are orthogonal involutions and $\rho^{\prime} \in \Omega(V)$.

Proof. As $n \geq 2 \mathrm{u}(K)+1$ we have ind $(V) \geq 1$; hence $\Omega(V)=\operatorname{ker}(\Theta) \cap \mathrm{O}^{+}(V)$. Furthermore, $\pi^{2}=\rho \rho^{\sigma}$.
(a) We observed that $\pi^{2}$ is a product of two symmetries. Hence $\operatorname{dim}\left(\mathrm{B}\left(\pi^{2}\right)\right) \leq 2$ and $\operatorname{dim}\left(\operatorname{rad}\left(\mathrm{B}\left(\pi^{2}\right)\right)\right) \leq 1$. This yields that $\operatorname{dim}\left(\mathrm{F}\left(\pi^{2}\right)\right) \geq n-2$ and $\operatorname{dim}\left(\operatorname{rad}\left(\mathrm{F}\left(\pi^{2}\right)\right)\right) \leq 1$. Furthermore, $\mathrm{F}\left(\pi^{2}\right)=\mathrm{F}(\pi) \oplus \mathrm{N}(\pi)$. Therefore, we find a regular subspace $U$ such that $\operatorname{dim}(U) \geq n-3, U$ is a $\pi$-module and $\pi_{U}$ is an involution. We know that $\pi_{U^{\perp}}=\rho_{1} \sigma_{1}$ for involutions $\rho_{1}, \sigma_{1} \in \mathrm{O}\left(U^{\perp}\right)$ (2-reflectionality of orthogonal groups). Now $\omega:=\pi_{U}$ is an involution and $\operatorname{dim}(\mathrm{B}(\omega)) \geq \mathbf{u}(K)$ or $\operatorname{dim}(\mathrm{F}(\omega)) \geq \mathbf{u}(K)$ (as $\operatorname{dim}(U) \geq 2 \mathbf{u}(K)-1$ ). Hence Lemma 7.3 supplies an involution $\rho_{2}$ such that $\sigma_{2}:=\rho_{2} \omega$ is an involution with spinorial norm equal to $\Theta\left(\rho_{1}\right)$ and additionally that $\operatorname{dim}\left(\mathbf{B}\left(\rho_{2}\right)\right)=1$ if $\operatorname{dim}\left(\mathbf{B}\left(\rho_{1}\right)\right)$ is odd, $\operatorname{dim}\left(\mathbf{B}\left(\rho_{2}\right)\right)=2$ if $\operatorname{dim}\left(\mathbf{B}\left(\rho_{1}\right)\right)$ is even. Thus $\pi_{U}=\rho_{2} \sigma_{2}$. Let $\rho^{\prime}:=\rho_{1} \oplus \rho_{2}$ and $\sigma^{\prime}:=\sigma_{1} \oplus \sigma_{2}$. Then $\pi=\rho^{\prime} \sigma^{\prime}$ and $\rho^{\prime} \in \operatorname{ker}(\Theta) \cap \mathrm{O}^{+}(V)$.
(b) We have $\operatorname{dim}\left(\mathrm{B}\left(\pi^{2}\right)\right) \leq 4$ and $\operatorname{dim}\left(\operatorname{rad}\left(\mathrm{B}\left(\pi^{2}\right)\right)\right) \leq 2$ (see the previous section). So we obtain a regular subspace $U$ such that $\pi_{U}$ is an involution and $\operatorname{dim}(U) \geq n-6$. Choose a maximal $\pi$-module $U$ with these properties.

Case 1: $\operatorname{dim}(U) \geq n-5 \geq 2 u(K)-1$. Then the analogue arguments as in the proof of (a) yield the assertion.
Case 2: $\operatorname{dim}(U)=n-6$. Then $\operatorname{dim}\left(\mathrm{B}\left(\pi^{2}\right)\right)=4 \operatorname{and} \operatorname{dim}\left(\operatorname{rad}\left(\mathrm{~B}\left(\pi^{2}\right)\right)=2\right.$. Inspection of the types of orthogonally indecomposable $\pi^{2}$-modules yields the following possibilities for
$V=A \oplus B \oplus C$ : either (1) $\pi^{2}-\operatorname{type}(A)=1^{-}, \operatorname{dim}(A)=4$ and $\mathrm{B}\left(\pi^{2}{ }_{B}\right)=B$ 2-dimensional and $\pi_{C}{ }^{2}=1_{C}$; or
(2) $\pi^{2}-\operatorname{type}(A)=2^{-}$and $\operatorname{dim}(A)=3$, the same holds true for $B$ and $\pi c^{2}=1_{C}$.

As $\pi^{2}$ is a product of two involutions with 2-dimensional paths ( $\pi^{2}=\rho \rho^{\sigma}$ ) we conclude that only (2) is possible; cf. Corollary 5.9 and Proposition 4.6. Hence $\operatorname{mip}\left(\pi^{2}\right)=(x-1)^{3}$ and therefore $U^{\perp}$ decomposes into two 3-dimensional $\pi$ modules of type $2^{-}$or $2^{+}$. Using Lemma 5.1 and Remark 5.2 we obtain involutions $\rho_{1}, \sigma_{1} \in \mathrm{O}\left(U^{\perp}\right)$ such that $\pi_{U^{\perp}}=\rho_{1} \sigma_{1}$ and $\mathrm{B}\left(\rho_{1}\right)$ is a 4-dimensional hyperbolic space. Thus, $\rho_{1} \in \Omega\left(U^{\perp}\right)$. The involutions $\rho^{\prime}:=\rho_{1} \oplus 1 \mid 1_{U}$ and $\sigma^{\prime}:=\sigma_{1} \oplus \pi_{U}$ fulfil our requirements.

THEOREM 7.5. Let $2 \leq \mathbf{u}(K)<\infty$.
(a) Let $n \geq 2 \mathrm{u}(K)+2$. Then $\operatorname{ker}(\Theta)$ is 3 -reflectional.
(b) Let $n \geq 2 \mathrm{u}(K)+3$, or $[\mathrm{u}(K)$ even and $n \geq 2 \mathrm{u}(K)+2]$. Then $\Omega(V)$ is 3-reflectional.

PROOF. As $n \geq u(K), V$ is isotropic. Hence $\Omega(V)=\operatorname{ker}(\Theta) \cap \mathrm{O}^{+}(V)$. Let $\pi \in \operatorname{ker}(\Theta)$. Then Corollary 5.10 provides involutions $\rho, \sigma \in \mathrm{O}(V)$ such that $\pi=\rho \sigma$ and $k:=\operatorname{dim}(B(\rho)) \geq n / 2$; if $\pi \in \mathrm{O}^{+}(V)$ then $k=n / 2$ or $k$ is odd.

Proof of (a). Lemma 7.3 supplies a symmetry $\kappa$ such that $\rho \kappa$ is an involution and $\rho \kappa \in \operatorname{ker}(\Theta)$. The previous lemma provides involutions $\rho^{\prime} \in \operatorname{ker}(\Theta)$ and $\sigma^{\prime} \in \mathrm{O}(V)$ such that $\kappa \sigma=\rho^{\prime} \sigma^{\prime}$. As $\kappa \sigma \in \operatorname{ker}(\Theta)$ it follows that $\sigma^{\prime} \in \operatorname{ker}(\Theta)$. We have $\pi=(\rho \kappa) \rho^{\prime} \sigma^{\prime}$.
Proof of (b). If $k$ is even then our assumptions imply that $n \geq 2 u(K)+4$. From Lemma 7.3 we get an involution $\kappa \in \mathrm{O}(V)$ such that $\operatorname{dim}(\mathrm{B}(\kappa)) \leq 2$ and $\rho \kappa$ is an involution in $\Omega(V)$. So $\operatorname{dim}(\mathrm{B}(\kappa))=2$ if and only if $k$ is even. Hence $\kappa \sigma \in \Omega(V)$, and the previous lemma supplies involutions $\rho^{\prime}, \sigma^{\prime} \in \Omega(V)$ such that $\kappa \sigma=\rho^{\prime} \sigma^{\prime}$. We obtained $\pi=(\rho \kappa) \rho^{\prime} \sigma^{\prime}$ and proved that $\Omega(V)$ is 3 -reflectional.

COROLLARY 7.6. Let $\mathrm{u}(K)=2$ and $n \geq 6$. Then $\Omega(V)$ and also $\operatorname{ker}(\Theta)$ are 3-reflectional.

For finite fields $K$ we will also study the small dimensions $n=2,3,4$, 5 which are not subsumed in the previous corollary.

## 8. Special cases: finite and euclidean fields

Let $n \geq 3$. Then $\mathrm{O}^{+}(V)$ is 3-reflectional; $\mathrm{O}^{+}(V)$ is 2-reflectional if and only if $n \neq 2 \bmod 4$; cf. [8].

If $K$ is a euclidean field and $V$ is anisotropic, or if $u(K)=1$, then obviously $\Omega(V)=\mathrm{O}^{+}(V)$. Hence we obtain:

PROPOSITION 8.1. Let $n \geq$ 3. Suppose that $K$ is a euclidean field and $V$ is anisotropic, or $\mathrm{u}(K)=1$. Then $\Omega(V)$ is 3-reflectional. Furthermore, $\Omega(V)$ is 2 -reflectional if and only if $n \not \equiv 2 \bmod 4$.

Lemma 8.2. (a) Suppose that $n=2$ and $[|K| \neq 3$ or $V$ is not a hyperbolic plane]. Then $O^{+}(V) \neq\{1,-1\}$.
(b) Suppose that $n$ is odd and $\operatorname{ind}(V)=(n-1) / 2$. Then some $\pi \in \mathrm{O}(V)$ satisfies $\pi-\operatorname{type}(V)=2^{-}\left(\right.$hence $\left.(-\pi)-\operatorname{type}(V)=2^{+}\right)$.
(c) Let $V$ be a hyperbolic space, $q$ a polynomial of degree $n / 2$ and a power of an irreducible monic polynomial such that $q$ is prime to $q^{*}$. Then some $\pi \in O(V)$ satisfies $\pi-\operatorname{type}(V)=3$ where $\operatorname{mip}(\pi)=q q^{*}$.
(d) Suppose that $V$ is hyperbolic and $n \equiv 0 \bmod 4$. Then some $\pi \in O(V)$ satisfies $\pi-\operatorname{type}(V)=1$.

PROOF. (a) Take an anisotropic $a \in V$ and an anisotropic $b \in V \backslash\left(\langle a\rangle \cup a^{\perp}\right)$. Then $\pi:=\sigma_{a} \sigma_{b} \in \mathrm{O}^{+}(V) \backslash\{1,-1\}$.
(b) Let $\mathrm{d} V=\lambda K^{* 2}$. Take a basis $v_{1}, \ldots, v_{n}$ for $V$ such that $f\left(v_{i}, v_{j}\right)=0$ for all $i, j \in\{1, \ldots, n\}$ when $i+j>n+1$, and $f\left(v_{i}, v_{j}\right)+f\left(v_{i-1}, v_{j}\right)+f\left(v_{i}, v_{j-1}\right)=0$ for all $i, j \in\{2, \ldots, n\}$ (the construction will be done later). Define $\pi \in \mathrm{GL}(V)$ such that $v_{i} \pi:=v_{i}+v_{i+1}$ for $i \in\{1, \ldots, n-1\}$ and $v_{n} \pi:=v_{n}$. Then $\operatorname{mip}(\pi)=(x-1)^{n}$ and $\pi \in \mathrm{O}(V)$ as $f\left(v_{i} \pi, v_{j} \pi\right)=f\left(v_{i}, v_{j}\right)$ for all $i, j \in\{1, \ldots, n\}$ by our assumptions. Hence $\pi-\operatorname{type}(V)=2^{-}$. We will construct a basis with the above properties:

Consider a system of linear equations with unknowns $f_{i . j}$ where $i, j \in\{1, \ldots, n\}$ and $i \leq j$ :

$$
\begin{aligned}
f_{i . j}=0 & \text { if } i+j>n+1 \text { and } f_{1 . n}=\lambda \\
f_{i . j}+f_{i-1 . j}+f_{i . j-1}=0 & \text { if } i, j \in\{2, \ldots, n\} \text { and } i<j \\
f_{i . i}+2 f_{i-1 . i}=0 & \text { for } i \in\{2, \ldots, n\}
\end{aligned}
$$

This system of equations has a solution: compute recursively $f_{i, j}$ for fixed $i+j$.
Now let $g$ be the symmetric bilinear form whose Gram matrix ( $g_{i . j}$ ) is given by $g_{i, j}:=f_{i . j}$ when $i \leq j$ and $g_{i . j}:=f_{j, i}$ when $j<i$. Then ind $(V, g)=(n-1) / 2=$ ind $(V, f)$ and $\mathrm{d}(V, g)=\lambda K^{* 2}=\mathrm{d}(V, f)$. Hence $(V, f)$ is isometric to $(V, g)$. Therefore, one can find a basis $v_{1}, \ldots, v_{n}$ for $V$ such that the Gram-matrix of $f$ associated with this basis is $G$. This basis fulfils our requirements.
Proof of (c) and (d). Take totally isotropic subspaces $U, W$ such that $V=U \oplus W$. Suppose that $q \in K[x]$ where degree $(q)=n / 2, q \neq q^{*}$ and $q$ is a power of an irreducible polynomial. Let $\varphi \in \operatorname{GL}(V)$ be such that $\operatorname{mip}(\varphi)=q$. Then Lemma 4.4 supplies $\pi \in O(V)$ such that $\pi_{U}=\varphi$. As $\operatorname{char}(\pi)$ is symmetric we conclude that $\operatorname{mip}(\pi)=q q^{*}$. We proved (c) and assume that $n \equiv 0 \bmod 4$. Take $\varphi \in \operatorname{GL}(U)$ such that $\operatorname{mip}(\varphi)=(x+1)^{n / 2}$. Again Lemma 4.4 supplies $\pi \in O(V)$ such that $\pi_{U}=\varphi$ and $\operatorname{mip}(\pi)=(x+1)^{n}$. Hence $\pi-\operatorname{type}(V)=1^{+}$. The same argument applies to $x-1$.

Lemma 8.3. Let $n \geq 3$ and $\mathrm{u}(K) \leq 2$.
(a) If $n \equiv 2 \bmod 4$ then $\Omega(V)$ is not 2 -reflectional.
(b) If $n$ is odd and $n \neq 9$ and $\mathrm{s}(K) \neq 1$ then $\Omega(V)$ is not 2 -reflectional.
(c) If $n \notin\{8,9\}, \mathrm{s}(K) \neq 1$ and $\mathrm{d} V=K^{* 2}$ then $\Omega(V)$ contains some $\pi$ which is not a product of two involutions in $\operatorname{ker}(\Theta)$.

Proof of (a). We have $V=A \oplus H_{1} \oplus H_{2} \oplus\left(W\right.$ where $H_{i}$ are hyperbolic planes, $W$ is a hyperbolic space such that $\operatorname{dim}(W) \equiv 0 \bmod 4$ and $\operatorname{dim}(A)=2$ where $A$ is a hyperbolic plane or an anisotropic space. Hence $\mathrm{d} A=\mathrm{d} V$. If $A$ is anisotropic or $|K| \geq 3$ then Lemma 8.2 (a) supplies $\psi \in \mathrm{O}(A)$ such that $\psi$-type $(A)=2^{*}$ or 3 . If $W \neq 0$ then Lemma 8.2 (d) supplies some $\zeta \in O(W)$ such that $\zeta$ - type $(W)=1$.

Case 1: $K$ is an infinite field. Let $\lambda \in K^{*}$ be such that $\Theta(\psi)=\lambda K^{* 2}$. Select $\mu_{1} \in K^{*} \backslash\left\{1,-1, \lambda^{-1},-\lambda^{-1}\right\}$ and let $\mu_{2}:=\left(\lambda \mu_{1}\right)^{-1}$. Let $\varphi_{i} \in O\left(H_{i}\right)$ be such that $\varphi_{i}-\operatorname{type}\left(H_{i}\right)=3$ and $\Theta\left(\varphi_{i}\right)=\mu_{i} K^{* 2}$; cf. Lemmas 8.2 (c) and 4.7. Then $\pi:=\psi(1) \varphi_{1}(1) \varphi_{2}(1) \zeta \in \Omega(V)$.
Case 2.1: $K$ is finite and A is anisotropic. Choose an irreducible quadratic monic polynomial $q \in K[x]$ such that $q(0) \cdot K^{* 2}=\Theta(\psi)$. If $\Theta(\psi) \neq K^{* 2}$ then $q \neq q^{*}$ and Lemma 8.2 (c) supplies $\varphi \in \mathrm{O}\left(H_{1} \oplus H_{2}\right)$ such that $\operatorname{mip}(\varphi)=q q^{*}$ and we obtain $\Theta(\varphi)=q(0) K^{* 2}=\Theta(\psi)$; cf. Lemma 4.7 If $\Theta(\psi)=K^{* 2}$ choose $\varphi \in$ $\mathrm{O}\left(H_{1} \oplus H_{2}\right)$ such that $\varphi$ - type $\left(H_{1} \oplus H_{2}\right)=1$; cf. Lemma 8.2 (d). This choice yields $\pi:=\psi(Ð) \varphi(\square \in \Omega(V)$.
Case 2.2: $K$ is finite and A is a hyperbolic plane. Take an irreducible monic polynomial $q \in K[x]$ of degree 3 such that $q(0)=-1$; cf. Proposition 4.13. Now Lemma 8.2 (c), provides $\varphi \in \mathrm{O}\left(A \oplus H_{1} \oplus H_{2}\right)$ such that $\operatorname{mip}(\varphi)=q q^{*}$. Then $\pi:=\varphi(1) \zeta \in \Omega(V)$.

In each of the cases 1, 2.1 and 2.2 we conclude from Proposition 4.6 and Corollary 5.9 that $\pi$ is not a product of two involutions in $\mathrm{O}^{+}(V)$.

Proof of (b). Case $1: n \equiv 3$ or $5 \bmod 8$. Let $\pi \in \Omega(V)$ be such that $\pi$-type $(V)=$ $2^{-}$: cf. Lemma 8.2 (b). Suppose that $\rho, \sigma \in \mathrm{O}(V)$ are involutions such that $\pi=\rho \sigma$. Then Lemma 5.1 implies that
(*) $\quad \rho \in \mathrm{O}^{+}(V)$ and $\Theta(\rho)=-K^{* 2}, \quad$ or $\rho \in \mathrm{O}^{-}(V)$ and $\Theta(\rho)=-\mathrm{d} V$.
Case 2: $n \equiv 7 \bmod 8$. As $\mathbf{u}(K) \leq 2$ we have a decomposition $V=V_{1}(1) V_{2}(1) V_{3}$ where $\operatorname{dim}\left(V_{1}\right)=\operatorname{dim}\left(V_{2}\right)=1$ and $\operatorname{dim}\left(V_{3}\right) \equiv 5 \bmod 8$ and $\mathrm{d} V_{1}=\mathrm{d} V_{2}=\mathrm{d} V_{3}=\mathrm{d} V$. Now Lemma 8.2 provides $\pi \in \mathrm{O}(V)$ such that $V_{1} \leq \mathrm{F}(\pi)$ and $V_{2} \leq \mathrm{N}(\pi)$ and $\pi$ - type $\left(V_{3}\right)=2^{+}$. Hence $\pi \in \Omega(V)$; cf. Lemma 4.7. Let $\rho, \sigma \in \mathrm{O}(V)$ be arbitrary involutions with $\pi=\rho \sigma$. Due to Proposition 4.6 we can assume that the above decomposition is invariant under $\rho$. Therefore, Lemma 5.1 implies that (*) holds true. Case 3: $n \equiv 1 \bmod 8$. Then $n \geq 17$ since $n \neq 9$. Thus we find a decomposition $V=V_{1} \oplus V_{2} \oplus V_{3}$ where $\operatorname{dim}\left(V_{1}\right)=\operatorname{dim}\left(V_{2}\right)=7$ and $\operatorname{dim}\left(V_{3}\right) \equiv 3 \bmod 8$ and $\mathrm{d} V_{1}=$ $\mathrm{d} V_{2}=\mathrm{d} V_{3}=\mathrm{d} V$. Choose $\pi \in \mathrm{O}(V)$ such that $\pi-\operatorname{type}\left(V_{1}\right)=2^{-}, \pi-\operatorname{type}\left(V_{2}\right)=2^{+}$
and $\pi$-type $\left(V_{3}\right)=2^{+}$; cf. Lemma 8.2 (b). Again we obtain that $\pi \in \Omega(V)$ and $\left(^{*}\right)$ for arbitrary orthogonal involutions with $\pi=\rho \sigma$.

In each of the three cases we obtained in particular that arbitrary involutions $\rho, \sigma \in \mathrm{O}(V)$ with $\pi=\rho \sigma$ are not elements of $\Omega(V)$. Furthermore, under the assumption that $\mathrm{d} V=K^{* 2}, \rho$ and $\sigma$ are not elements of $\operatorname{ker}(\Theta)$.

Proof of (c). Suppose that the assumptions of (c) hold true. If $n$ is odd then the claim was proved in the proof of (b). Suppose that $n$ is even.

Case $1: n \equiv 0 \bmod 8$. As $n \neq 8$ we have $n \geq 16$. Hence we find a decomposition $V=V_{1}(1) V_{2} \oplus V_{3}(\perp) V_{4}$ such that $\operatorname{dim}\left(V_{1}\right)=\operatorname{dim}\left(V_{2}\right)=1, \operatorname{dim}\left(V_{3}\right)=9, \operatorname{dim}\left(V_{4}\right) \equiv$ $5 \bmod 8$ and $\mathrm{d} V_{1}=\cdots=\mathrm{d} V_{4}=K^{* 2}$. Using Lemma 8.2 we obtain $\pi \in \mathrm{O}(V)$ such that $V_{1} \subseteq \mathrm{~F}(\pi), V_{2} \subseteq \mathrm{~N}(\pi), \pi-\operatorname{type}\left(V_{3}\right)=2^{+}$and $\pi-\operatorname{type}\left(V_{4}\right)=2^{-}$. This choice yields in particular $\pi \in \Omega(V)$. From Proposition 4.6 and Lemma 5.1 we conclude that $\pi$ is not a product of two involutions in $\operatorname{ker}(\Theta)$.
Case 2: $n \equiv 2 \bmod 8$. Then $n \geq 10$. We find a decomposition $V=V_{1}(1) V_{2}$ such that $\operatorname{dim}\left(V_{1}\right)=7$ and $\operatorname{dim}\left(V_{2}\right) \equiv 3 \bmod 8$ and $\mathrm{d} V_{1}=\mathrm{d} V_{2}=K^{* 2}$. Using Lemma 8.2 we obtain $\pi \in \mathrm{O}(V)$ such that $\pi-\operatorname{type}\left(V_{1}\right)=2^{-}=\pi$-type $\left(V_{2}\right)$. Again we conclude that $\pi \in \Omega$ and $\pi$ is not a product of two involutions in $\operatorname{ker}(\Theta)$.
Case 3: $n \equiv 4 \bmod 8$. As $\mathrm{d} V=K^{* 2}$ we know that $V$ is a hyperbolic space. Hence Lemma 8.2 provides $\pi \in O(V)$ such that $\pi$-type $(V)=1$. So $\pi \in \Omega(V)$ and $\pi$ is not a product of two involutions in $\operatorname{ker}(\Theta)$; cf. Lemma 5.5.
Case 4: $n \equiv 6 \bmod 8$. We find a decomposition $V=V_{1} \oplus V_{2}$ such that $\operatorname{dim}\left(V_{1}\right)=1$ and $\operatorname{dim}\left(V_{2}\right) \equiv 5 \bmod 8$ and $\mathrm{d} V_{1}=\mathrm{d} V_{2}=K^{* 2}$. Using Lemma 8.2 we obtain $\pi \in O(V)$ such that $\pi-\operatorname{type}\left(V_{1}\right)=2^{-}=\pi-\operatorname{type}\left(V_{2}\right)$. We conclude that $\pi \in \Omega(V)$ and $\pi$ is not a product of two involutions in $\operatorname{ker}(\Theta)$; cf. Proposition 4.6 and Lemma 5.1.

Lemma 8.4. Let $7 \leq|K|<\infty$.
(a) If $n=4$ and $V$ is a hyperbolic space, or $n=5$, then $\Omega(V)$ is 3-reflectional.
(b) If $n \in\{3,4,5\}$ then $\operatorname{ker}(\Theta)$ is 3-reflectional.

PROOF OF (a). First suppose that $n=4$ and $V$ is a hyperbolic space. Let $\pi \in \Omega(V)$.
Case 1: $\mathrm{F}(\pi) \cup \mathrm{N}(\pi)$ contains an anisotropic vector $v$. Then Corollary 7.2 (a) implies that $\pi$ or $-\pi$ is a product of at most three involutions in $\Omega(V)$. So $\pi$ is a product of at most three involutions in $\Omega(V)$.
Case 2: $\quad V=U(1) W$ for $\pi$-modules $U, W$ where $\operatorname{dim}(U)=2$ and $\pi_{U} \in \mathrm{O}^{+}(U)$. As $\mathrm{u}(K)=2$ we find symmetries $\rho_{1}, \rho_{2} \in \mathrm{O}(U)$ and $\sigma_{1}, \sigma_{2} \in \mathrm{O}(W)$ such that $\pi_{U}=\rho_{1} \rho_{2}$, $\pi_{W}=\sigma_{1} \sigma_{2}$ and $\Theta\left(\rho_{1}\right)=\Theta\left(\sigma_{1}\right)$. Then $\left.\pi=\left(\rho_{1} \oplus \sigma_{1}\right) \cdot\left(\rho_{2} \oplus\right) \sigma_{2}\right)$ shows that $\pi$ is a product of two involutions in $\Omega(V)$.

Case 3: None of the cases 1 or 2 applies. Then an orthogonal decomposition of $V$ into $\pi$-modules does not contain modules of dimension 1 or 3 (case 1). Definition 3.5 leaves the possibilities: $V$ is an orthogonally indecomposable $\pi$-module [then $\pi-\operatorname{type}(V)=$ 1,3 or $2^{*}$, where in the latter case $\operatorname{mip}(\pi)$ is a square] or $V=U \oplus(W$ where $U$ and $W$ are 2 -dimensional orthogonally indecomposable $\pi$-modules. The second possibility does not occur: as case 2 is excluded we have $\operatorname{det}\left(\pi_{U}\right)=-1$; hence $\pi-\operatorname{type}(U)=2^{+}$, in particular $\operatorname{dim}(U)$ is odd. Hence $V$ contains a 2-dimensional totally isotropic $\pi$-module $T \leq V$ which is $\pi$-cyclic unless $\pi_{T}=1_{T}$ or $-1_{T}$. (that is, when $\pi-\operatorname{type}(V)=1$ ). Clearly, one can find a totally isotropic subspace $S$ such that $V=T \oplus S$ and $S \pi \neq S$. Take a basis $t_{1}, t_{2}$ for $T$ and a basis $s_{1}, s_{2}$ for $S$ such that the Gram-matrix of $f$ (associated to the basis $t_{1}, t_{2}, s_{1}, s_{2}$ of $V$ ) is $G=\left(\begin{array}{c}0 \\ E \\ \hline\end{array}\right)$ where $E$ denotes the $2 \times 2$-unit-matrix. If $\pi-\operatorname{type}(V) \neq 1$ we can additionally assume that $t_{1} \pi=t_{2}$. Then $\pi=\left(\begin{array}{cc}P & 0 \\ x & 0\end{array}\right)$ where $P=\left(\begin{array}{cc}0 & 1 \\ \alpha & \beta\end{array}\right)$ for some $\alpha, \beta \in K$, respectively $P=E$ when $\pi-\operatorname{type}(V)=1$. As $\pi$ is orthogonal we have $G=\pi G \pi^{t}$. This implies that $Q=\left(P^{-1}\right)^{\prime}$ and $X=\left(\begin{array}{c}0 \\ -\gamma \\ \hline\end{array}\right)$ where $\gamma \in K^{*}$, provided $P \notin\{E,-E\}$. As $|K| \geq 5$ we can choose $\lambda \in K^{* 2} \backslash\{-\alpha\}$. For $\delta \in K^{*}$ let $\omega:=\left(\begin{array}{cc}0 & A \\ A^{-1} & 0 \\ 0\end{array}\right)$ where $A:=\left(\begin{array}{cc}\delta & 0 \\ 0 & \delta \delta\end{array}\right)$. Observe that $\omega$ is an involution and $\omega \in \operatorname{ker}(\Theta) \cap \mathrm{O}^{+}(V)=\Omega(V)$. Hence $\pi \omega \in \Omega(V)$. An elementary calculation yields that $\operatorname{char}(\pi \omega)=x^{4}+\mu x^{3}+\nu x^{2}+\mu x+1$ where $\mu=-\operatorname{trace}(X A)=\delta \gamma(\lambda-\alpha)$ and $\nu=-\left(\lambda \alpha^{-1}\right)\left((\delta \gamma \alpha)^{2}+1+\left(\alpha \lambda^{-1}\right)^{2}\right)$ provided $P \notin\{E,-E\}$, or else $\mu=0$ and $\nu=\lambda \delta^{2} \gamma^{2}-2$.

We contend that a suitable choice of $\delta$ entails that $\pi \omega$ fulfils the assumptions of case 2 ; then $\pi \omega$ is a product of two involutions in $\Omega(V)$ and $\pi$ is a product of three involutions in $\Omega(V)$.

First, let us consider the case $P \in\{E,-E\}$. As $u(K) \leq 2$ and $|K| \geq 7$ we can choose $\delta \in K^{*}$ and some $u \in K^{*}$ such that $\lambda \delta^{2} \gamma^{2}+u^{2}=4$; cf. Lemma 4.11. This choice yields that $\operatorname{char}(\pi \omega)=\left(x^{2}+u x+1\right)\left(x^{2}-u x+1\right)$; hence $\operatorname{char}(\pi \omega)$ is a product of two symmetric quadratic polynomials where the first is prime to the second one. Therefore, $\pi \omega$ fulfils the assumptions of case 2 and we have finished.

Secondly, assume that $P \notin\{E,-E\}$. Take $\kappa, \eta \in K^{*}$ such that $\kappa^{2}-\eta^{2}=$ $-\left(\lambda \alpha^{-1}\right)\left(1+\alpha \lambda^{-1}\right)^{2}$ [this is possible as a hyperbolic plane is universal and, due to $|K| \geq 7$, one has at least 3 linearly independent solutions ( $\kappa, \eta$ ) $\in K \times K$; cf. Lemma 4.11]. Take $\delta:=2 \kappa(\gamma(\alpha+\lambda))^{-1}$. Then $\operatorname{char}(\pi \omega)=\left(x^{2}+u x+1\right)\left(x^{2}+\right.$ $w x+1$ ) where $u:=\eta+\mu / 2$ and $w:=\mu-u$. Furthermore, $u \neq w$ (as $\eta \neq 0$ ). So char $(\pi \omega)$ is a product of two symmetric quadratic polynomials where the first is prime to the second one. Hence $\pi \omega$ fulfils the assumptions of case 2 and we have finished.

Now we consider $n=5$.
Case 1: $\mathrm{F}(\pi)$ contains an anisotropic vector. Then the assertion follows immediately from the previous one (when $v^{1}$ is a 4-dimensional hyperbolic space) or Corollary 7.2
(b).

Case 2: $V$ contains a 2-dimensional regular $\pi$-module $U$ such that $\pi_{U} \in \mathrm{O}^{+}(U)$. Then $\pi_{U^{\perp}}=\sigma_{1} \sigma_{2}$ where $\sigma_{i}$ are orthogonal involutions. As $u(K) \leq 2$ we have $\pi_{U}=$ $\rho_{1} \rho_{2}$ where $\rho_{i}$ are symmetries and $\Theta\left(\rho_{1}\right)=\Theta\left(\sigma_{1}\right)$. Hence $\pi=\left(\rho_{1} \oplus \sigma_{1}\right) \cdot\left(\rho_{2} \oplus \sigma_{2}\right)$ proves that $\pi$ is a product of two involutions in $\Omega(V)$.
Case 3: Neither case 1 nor case 2. Then $V$ is an orthogonally indecomposable $\pi$ module, and, since $\operatorname{dim}(V)$ is odd and $\pi \in \mathrm{O}^{+}(V), \pi-\operatorname{type}(V)=2^{-}$. Let $\mathrm{d} V=\mu K^{* 2}$. Select $\lambda$ such that $\mathrm{d} V \neq \lambda K^{* 2}$. Then $4 \lambda-\mu \neq 0$. Clearly, $\operatorname{dim}(\operatorname{rad}(\mathrm{B}(\pi)))=1$ and $\operatorname{dim}\left(\operatorname{rad}\left(\mathrm{B}^{2}(\pi)\right)\right)=2$. Hence we find isotropic vectors $y, z$ such that $y \in$ $\mathrm{B}(\pi) \backslash \mathrm{B}^{2}(\pi)$ and $z \in \mathrm{~B}^{2}(\pi)$ and $\langle y, z\rangle$ is a hyperbolic plane. In particular, one has some $u \in \mathrm{~B}(\pi) \backslash \mathrm{B}^{2}(\pi)$ such that $q(u)=4 \lambda-\mu$. Let $v \in V$ be such that $v(\pi-1)=u$ and $w \in \mathrm{~F}(\pi)=\operatorname{rad}(\mathrm{B}(\pi))$ with $w \neq 0$. Then $v \notin \mathrm{~B}(\pi)$; hence $\langle v, w\rangle$ is a hyperbolic plane. Therefore, $q(z)=\lambda$ for some $z=v+\beta w$ where $\beta \in K$. We have $z(\pi-1)=u$ and $q(z(\pi+1))=2 q(z)+2 f(z, z \pi)=4 q(z)-q(z(\pi-1))=4 \lambda-q(u)=\mu \in \mathrm{d} V$. Let $\omega:=-\sigma_{z(\pi+1)}$. Then $\operatorname{det}(\omega)=1$ and $\Theta(\omega)=q(z(\pi+1)) \mathrm{d} V=K^{* 2}$. We have $z \in \mathrm{~F}(\pi \omega)$ and $\mathrm{d}\left(z^{\perp}\right)=q(z) \mathrm{d} V \neq K^{* 2}$. Thus $\pi \omega$ is a product of two involutions of $\Omega(V)$ (apply Corollary 7.2 (b) to the restriction of $\pi \omega$ to $z^{i}$ ). We have proved that $\pi$ is a product of three involutions in $\Omega(V)$.

Proof of (b). Let $n \in\{3,4,5\}$ and $\pi \in \operatorname{ker}(\Theta)$. We want to prove that $\pi$ is a product of three involutions in $\operatorname{ker}(\Theta)$. If $\pi \in \Omega(V)$ then Corollary 7.2 or part (a) prove the assertion. Hence we can assume that $\pi \notin \Omega(V)$. Take orthogonal involutions $\rho, \sigma$ such that $\pi=\rho \sigma$. If $\mathrm{d} V \neq K^{* 2}$ then $\rho \in \operatorname{ker}(\Theta)$ or $-\rho \in \operatorname{ker}(\Theta)$ and it follows that $\pi$ is a product of two involutions of $\operatorname{ker}(\Theta)$. So let $\mathrm{d} V=K^{* 2}$. If $n \in\{3,5\}$ then $-\pi \in \Omega(V)$, and we have seen that $-\pi$ is a product of three involutions in $\Omega(V)$; hence $\pi$ is a product of three involutions in $\operatorname{ker}(\Theta)$. Let $n=4$. As $\operatorname{det}(\pi)=-1$ an orthogonal decomposition of $V$ into orthogonally indecomposable $\pi$-modules contains at least one module of type $2^{+}$. All $\pi$-modules but those of type $2^{+}$or $2^{-}$have even dimension. Hence $V$ contains an anisotropic $t \in N(\pi) \cup F(\pi)$. From our result for $n=3$ we know that $-\pi$ or $\pi$ is a product of three involutions in $\operatorname{ker}(\Theta)$. So $\pi$ is a product of three involutions in $\operatorname{ker}(\Theta)$.

Theorem 8.5. Let $K$ be finite and $n \geq 3$. If $|K|=3$ suppose additionally that $n \geq 6$ or $\left[n=4\right.$ and $\left.\mathrm{d} V=-K^{* 2}\right]$. Then $\Omega(V)$ is 3 -reflectional. $\Omega(V)$ is 2 reflectional if and only if
(i) $\mathrm{s}(K)=1$ and $n \not \equiv 2 \bmod 4$, or
(ii) $n \equiv 0 \bmod 4$ and $\mathrm{d} V=-K^{* 2}$, or
(iii) $n \in\{8,9\}$.

PROOF. First we prove that $\Omega(V)$ is 2-reflectional provided one of the assumptions
(i), (ii), (iii) holds true. Under each of these assumptions we get involutions $\rho, \sigma \in$ $\mathrm{O}^{+}(V)$ such that $\pi=\rho \sigma$ (first statement in Section 8). Consider a decomposition $\mathscr{D}$ of $V$ into orthogonally indecomposable $\pi$-modules which are simultaneously $\rho$ modules; cf. Proposition 4.6.
$(+)$ The assertion is correct if $\mathscr{D}$ contains a summand $X$ such that $\operatorname{dim}(X) \equiv$ $2 \bmod 4$, or $\pi-\operatorname{type}(X)=2 \cdot$ and $\operatorname{mip}\left(\left.\pi\right|_{x}\right)$ is not a square in $K[x]$.

PROOF OF (+). An orhogonal summand whose dimension is congruent $2 \bmod 4$ has type $2^{*}$ or 3 . So in thw cave Lemma 5.8 yields the assertion. Now suppose that $\mathscr{D}$ contains an orthogonal summand $X$ of type $2^{*}$ such that $\operatorname{mip}\left(\left.\pi\right|_{X}\right)$ is not a square in $K[x]$. We may assume that $\operatorname{dim}(X) \equiv 0 \bmod 4$ (else the previous argument applies). From Lemma 4.8 it tollım, that $X$ is not a hyperbolic space. Hence $\mathrm{d} X \neq K^{* 2}$. We conclude that $\left.\Theta\left(\rho_{1}\right) \neq H,-\rho_{1}\right)$ and $\operatorname{dim}\left(\mathrm{B}\left(\rho_{X}\right)\right)=\operatorname{dim}\left(\mathrm{B}\left(-\rho_{X}\right)\right)$; cf. Corollary 5.9. Hence $\rho \in \Omega\left(V^{\prime}\right.$ ) or $,=-\rho, D \rho_{X^{\perp}} \in \Omega(V)$. So $\pi=\rho \sigma$ or $\pi=\rho^{\prime} \sigma^{\prime}$ is a product of two involutions in $\Omega \cdot 1$; $W_{c}$ have proved statement $(+)$.

In what follou, ws anume that the assumptions of (+) are not fulfilled. Hence every orthogonally inde. immanale $\pi$-module $X$ in $V$ satisfies:
 $\pi-\operatorname{type}(X)=$ : then din $1,=0 \bmod 4$.
(i) Let $s\left(\mathcal{K}_{1}\right)=1 \mathrm{am} \boldsymbol{h}^{\prime} \cdot 2 \bmod 4$. Statements $(++), 5.1,5.2,5.3,5.5$ and 5.7 provide orthogonal inwiumun,,$\omega$ such that $\pi=\eta \omega$ and $\mathrm{B}(\eta)$ is a hyperbolic space. Since $s(K)=1$ it fllou , that $\mapsto(\eta)=K^{* 2}$ and $\pi$ is a product of two involutions in $\Omega(V)$.
(ii) Let $n \equiv 0$ nkx $d$ and $d V^{\prime}=-K^{* 2}$. From case (i) we may assume that $\mathrm{s}(K)=$ 2. As $\mid K^{*} / K^{* 2}=2$ and $d l=-K^{\cdot 2}$ we have $\rho, \sigma \in \Omega(V)$ or $-\rho,-\sigma \in \Omega(V)$.
(iii) Now let $n \in\left\{8.9 \mid\right.$ Let $U^{\prime}:=\mathrm{F}^{\infty}\left(\pi^{2}\right)$ and $W:=\mathrm{B}^{\infty}\left(\pi^{2}\right)$. Then $U, W$ are $\pi$-modules and $V=U \mathcal{U}$. An orthogonal decomposition of U into orthogonally indecomposable $\pi$-modules contains only modules of type $1,2^{-}$or $2^{+}$; and $W$ contains only those of the remaining types $2^{*}$ and 3 (where (++) imposes additional restrictions). Therefore, $\operatorname{dim}(W) \in\{0.4,8\}$.

If $\operatorname{dim}(W)=8$ then Lemma 5.3 (for type $2^{*}$ and $m$ even) or Lemma 5.7(i) supply involutions $\rho_{1}, \sigma_{1} \in \mathrm{O}^{+}(W)$ such that $\pi_{W}=\rho_{1} \sigma_{1}$ and $\Theta\left(\rho_{1}\right)=K^{* 2}$. Clearly, this yields the assertion.

Now let $\operatorname{dim}(W)=4$. Then Lemmas 5.3 or 5.7 (i) supply involutions $\rho_{1}, \sigma_{1} \in$ $\mathrm{O}^{+}(W)$ such that $\pi_{w}=\rho_{1} \sigma_{1}$ and $\Theta\left(\rho_{1}\right)=-K^{* 2}$. Consider the possible orthogonal decompositions of $U$ (taking into account $(++)$ ). Using 5.1, 5.2 and 5.5 we obtain
that $\pi_{U}=\rho_{2} \sigma_{2}$ for involutions $\rho_{2}, \sigma_{2} \in \mathrm{O}^{+}(U)$ such that $\Theta\left(\rho_{2}\right)=-K^{* 2}$. As $\pi=\left(\rho_{1} \oplus \rho_{2}\right)\left(\sigma_{1} \oplus \sigma_{2}\right)$ and $\rho_{1} \oplus \rho_{2} \in \Omega(V)$ the claim is proved.

Finally, let $\operatorname{dim}(W)=0$; hence $V=U$.
We study the possible orthogonal decompositions of V into orthogonally indecomposable $\pi$-modules. The claim follows immediately from $5.1,5.2$ and 5.5 with one exception that deserves special analysis, namely the following one: $n=9$ and $V=X \oplus Y(\perp) Z$ where $X, Y, Z$ are 3-dimensional and of $\pi$ type $2^{+}$or $2^{-}$. We may assume that $\pi-\operatorname{type}(X)=2^{+}=\pi-\operatorname{type}(Y)$ and $\pi-\operatorname{type}(Z)=2^{-}$. We claim that $X \oplus Y=X^{\prime} \oplus Y^{\prime}$ where $\pi-\operatorname{type}\left(X^{\prime}\right)=2^{+}=\pi-\operatorname{type}\left(Y^{\prime}\right)$ and $\mathrm{d} Y^{\prime}=-\mathrm{d} Z$.

PROOF OF THIS CLAIM. Let $A:=(X(1) Y)(\pi+1)$. Then $\operatorname{dim}(A)=4$ and $A$ contains a 2-dimensional regular subspace. As $\mathbf{u}(K) \leq 2$ we find $a \in A$ such that $q(a) \in \mathrm{d} Z$. Let $v \in X(1) Y$ be such that $v(\pi+1)=a$. Then $\langle v, a, a(\pi+1)\rangle$ is a basis for the $\pi$-cyclic subspace $\langle v\rangle_{\pi}$ and the assigned Gram-matrix is (cf. Lemma 2.10)

$$
\left(\begin{array}{ccc}
q(v) & f(v, a) & f(v, a(\pi+1)) \\
f(v, a) & q(a) & 0 \\
f(v, a(\pi+1) & 0 & 0
\end{array}\right)
$$

Therefore, $\mathrm{d}\langle v\rangle_{\pi}=-\mathrm{d} Z$. Take $Y^{\prime}:=\langle v\rangle_{\pi}$ and $X^{\prime}:=(X \oplus Y) \cap X^{\prime \perp}$. Then $X^{\prime}, Y^{\prime}$ fulfil the requested properties.

Now $\pi_{X^{\prime}}=\sigma_{1} \sigma_{2}$ for involutions $\sigma_{1}, \sigma_{2} \in \mathrm{SO}(V)$ with $\Theta\left(\sigma_{1}\right)=-K^{* 2}$ by 5.1 and 5.2. Also 5.1 and 5.2 yield that $\pi_{Y^{\prime}}=\rho_{1} \rho_{2}$ for involutions $\rho_{1}, \rho_{2} \in \mathrm{O}^{-}\left(Y^{\prime}\right)$ with $\Theta\left(\rho_{1}\right)=-\mathrm{d} Y^{\prime}=\mathrm{d} Z$, and $\pi_{Z}=\omega_{1} \omega_{2}$ for involutions $\omega_{1}, \omega_{2} \in \mathrm{O}^{\prime}(Z)$ with $\Theta\left(\omega_{1}\right)=-\mathrm{d} Z$. The identity $\pi=\left(\sigma_{1} \oplus \rho_{2}(1) \omega_{1}\right)\left(\sigma_{2} \oplus \rho_{2}(1) \omega_{2}\right)$ proves the assertion.

If none of the cases (i), (ii) or (iii) is present then $\Omega(V)$ is not 2-reflectional; cf. Lemma 8.3. If $n \geq 6$ then Theorem 7.5 yields 3-reflectionality of $\Omega(V)$. If $n \leq 5$ then Corollary 7.2 and Lemma 8.4 yield 3-reflectionality of $\Omega(V)$ provided $K \neq \mathrm{GF} 5$. The case $K=G F 5$ is covered by (i) as $\mathrm{s}(\mathrm{GF} 5)=1$.

Theorem 8.6. Let $K$ be finite and $n \geq 3$. If $|K|=3$ suppose additionally that $n \geq 6$ or $\mathrm{d} V=-K^{* 2}$. Then $\operatorname{ker}(\Theta)$ is 3 -reflectional. Furthermore, $\operatorname{ker}(\Theta)$ is 2 -reflectional if and only if
(i) $\mathrm{s}(K)=1$, or
(ii) $\mathrm{d} V=-K^{* 2}$, or
(iii) $n \in\{8,9\}$.

The proof is an analogue of the previous one.

Lemma 8.7. Let $K$ be a euclidean field, $n \geq 4$ and $\operatorname{ind}(V) \neq 2$. Let $\pi=\rho \sigma$ where $\rho, \sigma$ are orthogonal involutions and $\operatorname{dim}(\mathrm{B}(\rho)) \leq 2$. Then $\pi=\omega \delta$ for involutions $\omega \in \Omega(V)$ and $\delta \in \mathrm{O}(V)$.

Proof. Choose a regular subspace $U$ of $V$ such that $\left.\pi\right|_{U}$ is an involution and $\operatorname{dim}(U)$ is maximal. Then $U \leq \mathrm{F}\left(\pi^{2}\right)$, hence $\mathrm{B}\left(\pi^{2}\right) \leq U^{\perp}$.

We claim that $\pi_{U^{\perp}}=\rho^{\prime} \sigma^{\prime}$ for involutions $\rho^{\prime}, \sigma^{\prime} \in \mathrm{O}\left(U^{\perp}\right)$ such that one of the following additional statements holds true:
(i) $\rho^{\prime} \in \Omega\left(U^{\perp}\right)$,
(ii) $\rho^{\prime} \in \mathrm{O}^{-}\left(U^{\perp}\right)$ and $q(y) \in \Theta\left(\rho^{\prime}\right)$ for some $y \in U$,
(iii) $\rho^{\prime} \in \mathrm{O}^{+}\left(U^{\perp}\right)$ and $\Theta\left(\rho^{\prime}\right)=-K^{* 2}$ and $U$ is isotropic.

Before we will prove this claim, let us show that the assertion is indeed a consequence.

If (i) is true let $\omega:=\rho^{\prime}(1) 1_{U}$ and $\delta:=\sigma^{\prime}(1) \pi_{U}$. Now suppose that (ii) is given. As $K$ is a euclidean field we can assume that $y \in \mathrm{~B}\left(\pi_{U}\right) \cup \mathrm{F}\left(\pi_{U}\right)$. Let $\omega:=\rho^{\prime}(1) \sigma_{y}$ and $\delta:=\sigma^{\prime}(1) \sigma_{y} \pi_{U}$ where $\sigma_{y}$ denotes the symmetry whose negative space is $\langle y\rangle$.

Finally, suppose that (iii) is valid. As $U=\mathrm{B}\left(\pi_{U}\right) \oplus \mathrm{F}\left(\pi_{U}\right)$ and $U$ is isotropic and $K$ is a euclidean field one has a hyperbolic plane $H$ in $U$ such that $H=$ $\left(H \cap \mathrm{~B}\left(\pi_{U}\right)\right) \oplus\left(H \cap \mathrm{~F}\left(\pi_{U}\right)\right)$. Let $\kappa$ denote the involution in $\mathrm{O}(U)$ with negative space $H, \omega:=\rho^{\prime}(1) \kappa$ and $\delta:=\sigma^{\prime}(1) \kappa \pi_{U}$. In each of the three cases we defined involutions $\omega, \delta \in \Omega(V)$ satisfying $\pi=\omega \delta$.

Now let us prove the above claim. If $\pi$ is an involution then (i) is valid as $U=V$. So we can assume that $\pi$ is not an involution, hence $\operatorname{dim}\left(U^{\perp}\right) \geq 2$.

Case $1: \pi=\alpha \beta$ where $\alpha$ is a symmetry and $\beta$ is an orthogonal involution. Then $\pi^{2}$ is a product of two symmetries; hence $\operatorname{dim}\left(\mathrm{B}\left(\pi^{2}\right)\right) \leq 2$ and $\mathrm{B}\left(\pi^{2}\right)$ is not totally isotropic. This yields that $\operatorname{dim}(U) \geq n-3$ and $\operatorname{dim}\left(U^{\perp}\right) \leq 3$. Due to Corollary 5.10 we have $\pi_{U^{\perp}}=\rho^{\prime} \sigma^{\prime}$ where $\rho^{\prime} \in \mathrm{O}^{-}\left(U^{\perp}\right)$ and $\sigma^{\prime} \in \mathrm{O}\left(U^{\perp}\right)$ are involutions. If some $y \in U$ satisfies $q(y) \in \Theta\left(\rho^{\prime}\right)$ we arrive at (ii): Otherwise $U$ is anisotropic. We may assume that $\Theta\left(\rho^{\prime}\right)=K^{* 2}$ and $\operatorname{sgn}(U)=(0, \operatorname{dim}(U))$. If $U^{\perp}$ is a hyperbolic plane, 4.9, 5.8 and 5.9 provide $\rho^{\prime \prime}, \sigma^{\prime \prime} \in \mathrm{O}^{-}\left(U^{\perp}\right)$ such that $\pi_{U^{\perp}}=\rho^{\prime \prime} \sigma^{\prime \prime}$ and $\Theta\left(\rho^{\prime \prime}\right)=-K^{* 2}$; so (ii) is valid. If $U^{\perp}$ is a 2-dimensional anisotropic space it follows that $\operatorname{sgn}\left(U^{\perp}\right)=(2,0)$ [since $\Theta\left(\rho^{\prime}\right)=K^{* 2}$ ]. If $\operatorname{dim}\left(U^{\perp}\right)=3$ then $U^{\perp}$ is an orthogonally indecomposable $\pi^{2}$-module, and $\left(\pi^{2}\right)-\operatorname{type}\left(U^{\perp}\right)=2^{-}$[as $\operatorname{dim}\left(\mathrm{B}\left(\pi_{U^{\perp}}^{2}\right) \leq 2\right]$; in particular, $U^{\perp}$ is isotropic. Since $\mathrm{d}\left(U^{\perp}\right)=-K^{* 2}\left[\operatorname{as~} \mathrm{~d}\left(U^{\perp}\right)=-\pi_{U^{\perp}}^{2}=\left(-\rho^{\prime}\right) \rho^{\prime \sigma^{\prime}}\right.$ and $\Theta\left(\rho^{\prime}\right)=K^{* 2}$ by 5.1], it follows that $\operatorname{sgn}\left(U^{\perp}\right)=(2,1)$. Thus we obtained in both of the previous cases that $\operatorname{ind}(V)=2$, contrary to our assumptions.
Case 2: Case 1 does not apply. Then $\operatorname{dim}(\mathrm{B}(\rho))=2$ and $\operatorname{dim}\left(U^{\perp}\right) \geq 4$ [indeed: If $\operatorname{dim}\left(U^{\perp}\right) \leq 3$ then $\pi_{U^{\perp}}$ is a product of a symmetry and an involution in $\mathrm{O}\left(U^{\perp}\right)$ by Corollary 5.10 , hence $\pi$ is a product of a symmetry and an orthogonal involution and
we arrive at case 1]. As $\pi^{2}=\rho \rho^{\sigma}$ we have $\operatorname{dim}\left(\mathrm{B}\left(\pi^{2}\right)\right) \leq 4$ and $\operatorname{dim}\left(\operatorname{rad}\left(\mathrm{B}\left(\pi^{2}\right)\right)\right) \leq 2$. Hence $4 \leq \operatorname{dim}\left(U^{\perp}\right) \leq 6$. Due to Proposition 4.6 we can assume that $B(\rho) \leq U^{\perp}$. If $\rho \in \Omega(V)$ then (i) holds true; if $U$ is isotropic and $\rho \notin \Omega(V)$ then (iii) applies (with $\rho^{\prime}:=\left.\rho\right|_{U^{-}}$and $\left.\sigma^{\prime}:=\left.\sigma\right|_{U^{+}}\right)$.

So we assume $U$ is anisotropic and $\rho \notin \Omega(V)$; hence $\mathrm{B}(\rho)$ is a hyperbolic plane.
Suppose that $\operatorname{sgn}(U)=(0, \operatorname{dim}(U))$. If $\operatorname{dim}\left(U^{\perp}\right)=6$ then $\operatorname{dim}\left(B\left(\pi^{2}\right)\right)=4$ and $\operatorname{dim}\left(\operatorname{rad}\left(\mathrm{B}\left(\pi^{2}\right)\right)\right)=2$. Hence $U^{\perp}$ is the orthogonal sum of two 3-dimensional $\pi^{2}$ modules of type $2^{-}$. This implies that $U^{\perp}=X \oplus Y$ where $X$ and $Y$ are 3-dimensional $\pi$-modules and $\pi$-type $(X)=2^{-}$or $2^{+}$; the same holds true for $Y$. Therefore, 5.1 and 5.2 yield that $\pi_{U^{\perp}}=\rho^{\prime} \sigma^{\prime}$ where $\rho^{\prime}, \sigma^{\prime} \in \mathrm{O}\left(U^{\perp}\right)$ are involutions and $\mathrm{B}\left(\rho^{\prime}\right)$ is a $\downarrow$-dimensional hyperbolic space. Thus (i) is fulfilled.

Now suppose that $\operatorname{dim}\left(U^{\perp}\right)=5$. Then $U^{\perp}$ is an indecomposable $\pi^{2}$-module of ! !pe $\pi^{2}-\operatorname{type}\left(U^{\perp}\right)=2^{-}$, or $U^{\perp}=X \oplus Y$ where $\pi^{2}-\operatorname{type}(X)=2^{-}$and $\operatorname{dim}(X)=3$.

We discuss the first possibility. This yields that $\operatorname{sgn}\left(U^{\perp}\right)=(3,2)$ and $n \neq 5$ [as ind $V^{\prime}$ ) $\neq 2$ ]. In particular, $\mathrm{d} U^{\perp}=K^{* 2}$. Thus 5.1 and 5.2 yield that $\pi_{U^{\perp}}=\rho^{\prime} \sigma^{\prime}$ where f. $\sigma^{\prime} \in \mathrm{O}\left(U^{\perp}\right)$ are involutions and $\operatorname{dim}\left(\mathrm{B}\left(\rho^{\prime}\right)\right)=3$ and $\Theta\left(\rho^{\prime}\right)=-K^{* 2}$. Furthermore [a, $L^{\prime} \neq 0$ and $\left.\operatorname{sgn}(U)=(0, \operatorname{dim}(U))\right]$ we have some $y \in U$ such that $q(y)=-1$. Hence we have arrived at (ii).

Nou we study the second possibility. If $Y$ is a hyperbolic space then Lemmas 5.8 and 4.9 yield that $\pi_{U \perp}=\rho^{\prime} \sigma^{\prime}$ where $\rho^{\prime}, \sigma^{\prime} \in \mathrm{O}\left(U^{\perp}\right)$ are involutions and $\rho^{\prime} \in \Omega\left(U^{\perp}\right)$; hence (i) applies. So assume that $Y$ is anisotropic.
lung $\operatorname{sgn}(U)=(0, \operatorname{dim}(U))$ and $\operatorname{ind}(V) \neq 2$ we see that three cases may occur:

$$
\begin{aligned}
& \text { (د } \quad \underline{g n}(Y)=(0,2) \text { and } \operatorname{sgn}(X)=(1,2) \text {, or } \\
& \text { (t. } \quad \varrho n(Y)=(2,0) \text { and } \operatorname{sgn}(X)=(2,1) \text {, or } \\
& \text { 心 } \quad \underline{g n}(Y)=(2,0) \text { and } \operatorname{sgn}(X)=(1,2) \text { and } n \neq 5 .
\end{aligned}
$$

Clearly $\pi_{Y}$ is a product of two positive symmetries in case (b) and (c) and two negatwe symmetries in case (a). Thus in case (a) and (b) 5.1 and 5.2 yield that $\pi_{l}=\rho^{\prime} \sigma^{\prime}$ where $\rho^{\prime}, \sigma^{\prime} \in \mathrm{O}\left(U^{\perp}\right)$ are involutions and $\rho^{\prime} \in \Omega(V)$, hence (i) holds true. Let us consider (c). Then we obtain from 5.1 and 5.2 that $\pi_{U^{\perp}}=\rho^{\prime} \sigma^{\prime}$ where $\rho^{\prime} . \sigma^{\prime} \in \mathrm{O}\left(U^{\perp}\right)$ are involutions such that $\operatorname{dim}\left(\mathrm{B}\left(\rho^{\prime}\right)\right)=3$ and $\Theta\left(\rho^{\prime}\right)=-K^{* 2}$; hence (ii) is fulfilled.

Finally, suppose that $\operatorname{dim}\left(U^{\perp}\right) \leq 4$. Then $\operatorname{dim}\left(U^{\perp}\right)=4$ (by assumptions in case 2 ). As $\mathrm{B}(\rho)$ is a hyperbolic plane it follows that ind $\left(U^{\perp}\right) \geq 1$; furthermore, ind $\left(U^{\perp}\right) \neq 2$ [or else ind $(V)=2$ ]. Hence ind $\left(U^{\perp}\right)=1$ and therefore $\mathrm{d} U^{\perp}=-K^{* 2}$. We conclude that $-\left.\rho\right|_{U^{\perp}} \in \Omega\left(U^{\perp}\right)$ and $\pi_{U^{\perp}}=\left(-\left.\rho\right|_{U^{\perp}}\right)\left(-\left.\sigma\right|_{U^{\perp}}\right)$; so (i) is valid.

THEOREM 8.8. Let $K$ be a euclidean field, $n \geq 3$ and $\operatorname{ind}(V) \neq 2$. Then $\Omega(V)$ and also $\operatorname{ker}(\Theta)$ are 3-reflectional.

Proof. First consider $\Omega(V)$. If $n=3$ and ind $(V)=1$ then Corollary 7.2 yields the assertion. If $n=3$ and $V$ is anisotropic then each element of $\Omega(V)$ is a product of two involutions in $\mathrm{O}^{+}(V)=\Omega(V)$; cf. Corollary 5.10.

Now let $n \geq 4$ and $\pi \in \Omega(V)$. We have involutions $\rho, \sigma \in \mathrm{O}(V)$ such that $\pi=\rho \sigma$. Take an orthogonal involution $\omega$ such that $\mathrm{B}(\omega) \leq \mathrm{B}(\rho), \omega \rho \in \Omega(V)$ and $\operatorname{dim}(\mathrm{B}(\omega))$ is as small as possible. Clearly, $\operatorname{dim}(\mathrm{B}(\omega)) \leq 2$ as $K$ is a euclidean field. Let $\eta:=(\omega \rho) \pi=\omega \sigma$. From Lemma 8.7 we obtain that $\eta$ is a product of two involutions in $\Omega(V)$; hence $\pi$ is a product of three involutions in $\Omega(V)$.

Now we turn to $\operatorname{ker}(\Theta)$. Let $\pi \in \operatorname{ker}(\Theta)$. First, assume that $n=3$. By our result on $\Omega(V)$ we may assume that $\pi \notin \Omega(V)$. If $\mathrm{d} V=K^{* 2}$ (hence $-1_{v} \in \operatorname{ker}(\Theta)$ ) then $-\pi \in \Omega(V)$ and again the result on $\Omega(V)$ proves the claim. So let $\mathrm{d} V=-K^{* 2}$. We have involutions $\rho, \sigma \in \mathrm{O}(V)$ such that $\pi=\rho \sigma=(-\rho)(-\sigma)$ and $\rho, \sigma \in \operatorname{ker}(\Theta)$ or $-\rho,-\sigma \in \operatorname{ker}(\Theta)$.

Now let $n \geq 4$. Take involutions $\rho, \sigma \in \mathrm{O}(V)$ such that $\pi=\rho \sigma$. If $\rho \in \operatorname{ker}(\Theta)$ we have finished. So let $\Theta(\rho)=-K^{* 2}$. Then one has a symmetry $\rho^{\prime} \in \mathrm{O}(V)$ such that $\mathbf{B}\left(\rho^{\prime}\right) \leq \mathbf{B}(\rho)$ and $\Theta\left(\rho^{\prime}\right)=-K^{* 2}$. Hence $\rho \rho^{\prime} \in \operatorname{ker}(\Theta)$ is an involution. Furthermore, $\rho^{\prime} \sigma$ is a product of two involutions in $\operatorname{ker}(\Theta)$; cf. Lemma 8.7. We have proved that $\pi=\left(\rho \rho^{\prime}\right) \rho^{\prime} \sigma$ is a product of three involutions in $\operatorname{ker}(\Theta)$.

## 9. Commutators in orthogonal groups

Let $G$ be a group. A commutator (in elements of $G$ ) is an element of the form $\alpha \beta \alpha^{-1} \beta^{-1}$ where $\alpha, \beta \in G$. The subgroup generated by the set of all commutators is the commutator subgroup $G^{\prime}$ of $G$. Each $\pi \in G^{\prime}$ is a product of commutators. Let $\operatorname{cl}_{G}(\pi)$ denote the minimal number of factors in such a product, and $\operatorname{cl}(G):=$ $\max \left\{\mathrm{cl}_{G}(\pi) \mid \pi \in G^{\prime}\right\} \in \mathbb{N} \cup\{\infty\}$. O. Ore conjectured: every element of a finite simple nonabelian group is a commutator. This was proved for $\operatorname{PSL}(V)$ by Thompson and for projective symplectic groups $\operatorname{PSP}(V)$ by Nielsen (cf. [13]). We want to study the problem when $G=\Omega(V)$ is the commutator subgroup of an orthogonal group. If the field is algebraically closed it is known that $\operatorname{cl}(\Omega(V))=1$; cf. [15]. Our approach essentially treats fields with u -invariant $\mathrm{u}(K) \leq 2$ and the reals $\mathbb{R}$. We write $\mathrm{cl}(\pi):=\mathrm{cl}_{\Omega(V)}(\pi)$.

If $n \leq 4$ then the isomorphisms of Lemma 4.2 and R . C. Thompson's result solve our problem:

Lemma 9.1. Let $[n=3$ and $|K| \neq 3]$ or $n=4$. Let $\operatorname{ind}(V)=1$. Then $\operatorname{cl}(\Omega(V))=1$.

If $[|K|=3$ and $n=3]$ or $[n=4$ and $\operatorname{ind}(V)=2]$ then the commutator subgroup
of $\Omega(V)$ is a proper subgroup of $\Omega(V)$; cf. [17].
Lemma 9.2. Let $\mathrm{u}(K) \leq 2$ or $K=\mathbb{R}$, and $n \geq 3$. If $U, W$ are isometric regular subspaces of $V$ then $U \alpha=W$ for some $\alpha \in \Omega(V)$.

Proof. Witt's theorem supplies $\beta \in \mathrm{O}(V)$ such that $U \beta=W$.
Case 1: $\beta \in \mathrm{O}^{-}(V)$. If $\mathrm{u}(K) \leq 2$ then (as $\operatorname{dim}(U) \geq 2$ or $\operatorname{dim}\left(U^{\perp}\right) \geq 2$ ) some $v \in U \cup U^{\perp}$ fulfils $q(v) \in \Theta(\beta)$. If $K=\mathbb{R}$ then some $v \in V$ satisfies $q(v) \in \Theta(\beta)$ (or else each symmetry has spinorial norm $\neq \Theta(\beta)$, and $\beta$ is a product of an odd number of such symmetries; this is impossible). As $V=U\left(\oplus U^{\perp}\right.$ we may again assume that $v \in U \cup U^{\perp}$. Now $\alpha:=\sigma_{v} \beta$ (where $\sigma_{v}$ denotes the symmetry with negative space $(v\rangle)$ satisfies the requirements.
Case 2: $\beta \in \mathrm{O}^{+}(V)$. We can assume that $\beta \notin \Omega(V)$ and $\operatorname{dim}(U) \geq \operatorname{dim}\left(U^{\perp}\right)$ (or else exchange $U$ and $U^{\perp}$ ). Then $\operatorname{dim}(U) \geq 2$. First, suppose that $\mathbf{u}(K) \leq 2$. If $U^{\perp} \neq 0$ select an anisotropic $v \in U^{\perp}$; otherwise an anisotropic $v \in U$. Take $y \in v^{\perp} \cap U$ such that $q(y) \in q(v) \Theta(\beta)$ and let $\kappa \in \mathrm{O}(V)$ denote the involution whose negative space is $\langle v, y\rangle$. Now consider the case $K=\mathbb{R}$. Then ind $(V) \neq 0$ as $\beta \notin \Omega(V)$ and $\beta$ is a product of an even number of symmetries. Hence one can find a hyperbolic plane $H$ such that $H=(H \cap U) \oplus\left(H \cap U^{\perp}\right)$. Let $\kappa$ be the orthogonal involution whose negative space is $H$. In both cases $\alpha:=\kappa \beta$ satisfies the requirements.

Corollary 9.3. Let $n \geq 3$ and let $\rho, \sigma \in \Omega(V)$ be involutions such that $\operatorname{dim}(\mathrm{B}(\rho))=\operatorname{dim}(\mathrm{B}(\sigma))$.
(a) If $\mathrm{u}(K) \leq 2$ then $\operatorname{cl}(\rho \sigma)=1$.
(b) If $K=\mathbb{R}$ and $\operatorname{sgn}(\mathrm{B}(\rho)))=\operatorname{sgn}(\mathrm{B}(\sigma)))$ then $\operatorname{cl}(\rho \sigma)=1$.

PROOF. 2.3 yields that $\mathrm{B}(\rho)$ is isometric to $\mathrm{B}(\sigma)$. Hence $\mathrm{B}\left(\rho^{\alpha}\right)=\mathrm{B}(\rho) \alpha=\mathrm{B}(\sigma)$ for some $\alpha \in \Omega(V)$ by Lemma 9.2 and we get $\rho^{\alpha}=\sigma$. So $\rho \sigma=\rho \alpha^{-1} \rho^{-1} \alpha$ is a commutator in elements of $\Omega(V)$.

Lemma 9.4. Let $K$ be a euclidean field and $\pi \in \Omega(V)$ be such that $V$ does not contain an orthogonally indecomposable $\pi$-module of type $2^{*}$. Then $\pi=\rho \sigma$ and $\mathrm{B}(\rho)$ is isometric to $\mathrm{B}(\sigma)$ for some orthogonal involutions $\rho, \sigma$.

PROOF. We will prove the assertion under each of the following additional assumptions and explain later why the assertion follows.
(i) $V$ is an orthogonally indecomposable $\pi$-module.
(ii) $V=U(1) W$ where $\pi$ - type $(U)=3=\pi-\operatorname{type}(W)$.
(iii) $V=U \oplus(1)$ where $\pi-\operatorname{type}(U)=2^{+}=\pi$-type( $W$ ).
(iv) $V=U(1) W(1) Z$ where $\pi-\operatorname{type}(U)=2^{+}=\pi-\operatorname{type}(W)$ and $\pi-\operatorname{type}(Z)=3$.

As $K$ is a euclidean field recall that
(1) Two regular subspaces of V are isometric if and only if they have the same signature.

An immediate consequence is
(2) If $A, B \leq V$ are regular subspaces and $m:=\operatorname{dim}(A)=\operatorname{dim}(B)$ is odd and ind $(A)=(m-1) / 2=\operatorname{ind}(B)$ and $\mathrm{d} A=\mathrm{d} B$ then $A$ is isometric to $B$.
(3) Let $\pi=\rho \sigma \in \operatorname{ker}(\Theta)$ where $\rho, \sigma$ are orthogonal involutions with $m:=$ $\operatorname{dim}(B(\rho))=\operatorname{dim}(B(\sigma))$. If $m$ is even and ind $(B(\rho))=m / 2=\operatorname{ind}(B(\sigma))$, or if $m$ is odd and ind $(\mathrm{B}(\rho))=(m-1) / 2=\operatorname{ind}(\mathrm{B}(\sigma))$ then $\mathrm{B}(\rho)$ is isometric to $\mathrm{B}(\sigma)$.

Clearly, this follows from (2) since $\mathrm{dB}(\rho)=\Theta(\rho)=\Theta(\sigma)=\mathrm{dB}(\sigma)$.
Now we will prove the assertion in the special cases (i) to (iv).
(i) If $\pi-\operatorname{type}(V)=2^{+}$then $\pi \in \mathrm{O}^{-}(V)$; hence this case does not occur. Furthermore, $2^{*}$ is excluded. If $\pi-\operatorname{type}(V)=2^{-}$the assertion follows from (3) and Lemma 5.1. If $\pi-\operatorname{type}(V)=1$ see Lemma 5.5 and (3). If $\pi$-type $(V)=3$ then the assertion follows from Lemma 5.7 and (3).
(ii) We may assume that $\Theta\left(\pi_{U}\right)=-K^{* 2}=\Theta\left(\pi_{W}\right)$ (or else the assertion follows from case (i)). Then Lemma 5.7 supplies $\rho_{1}, \sigma_{1} \in \mathrm{O}(U)$ and $\rho_{2}, \sigma_{2} \in \mathrm{O}(W)$ such that $\pi_{U}=\rho_{1} \sigma_{1}, \operatorname{sgn}\left(\mathbf{B}\left(\rho_{1}\right)\right)=(r, s), \operatorname{sgn}\left(\mathbf{B}\left(\sigma_{1}\right)\right)=(r-1, s)$ and $\pi_{w}=\rho_{2} \sigma_{2}$, $\operatorname{sgn}\left(\mathrm{B}\left(\rho_{1}\right)\right)=\left(r^{\prime}, s^{\prime}\right), \operatorname{sgn}\left(\mathrm{B}\left(\sigma_{1}\right)\right)=\left(r^{\prime}+1, s^{\prime}\right)$ for numbers $r, s, r^{\prime}, s^{\prime} \in \mathbb{N}_{0}$. Hence the identity $\pi=\left(\rho_{1} \oplus \rho_{2}\right)\left(\sigma_{1} \oplus \sigma_{2}\right)$ and (1) prove the assertion.
(iii) We have $(-\pi)$-type $(U)=2^{-}$, hence $\mathrm{d} U \cdot \Theta\left(\pi_{U}\right)=\Theta\left(-\pi_{U}\right)=K^{* 2}$. So $\Theta\left(\pi_{U}\right)=\mathrm{d} U$ and analogously $\Theta\left(\pi_{W}\right)=\mathrm{d} W$. As $\Theta(\pi)=K^{* 2}$ we conclude that $\mathrm{d} U=\mathrm{d} W=K^{* 2}$ or $\mathrm{d} U=\mathrm{d} W=-K^{* 2}$. We discuss the first case (the second one is similar). So let $\Theta\left(\pi_{U}\right)=\Theta\left(\pi_{w}\right)=K^{* 2}$. Using Lemma 5.1 and Corollary 5.10 we get orthogonal involutions $\rho_{i}, \sigma_{i}$ such that $\pi_{U}=\rho_{1} \sigma_{1}, \operatorname{sgn}\left(\mathrm{~B}\left(\rho_{1}\right)\right)=(r, s)$, $\operatorname{sgn}\left(\mathrm{B}\left(\sigma_{1}\right)\right)=(r-1, s)$, and $\pi_{w}=\rho_{2} \sigma_{2}, \operatorname{sgn}\left(\mathrm{~B}\left(\rho_{2}\right)\right)=\left(r^{\prime}, s^{\prime}\right), \operatorname{sgn}\left(\mathrm{B}\left(\sigma_{2}\right)\right)=$ $\left(r^{\prime}+1, s^{\prime}\right)$ where $r, s, r^{\prime}, s^{\prime} \in \mathbb{N}_{0}$. Hence $\pi=\left(\rho_{1} \oplus \rho_{2}\right)\left(\sigma_{1} \oplus \sigma_{2}\right)$ and $\mathrm{B}\left(\rho_{1} \oplus \rho_{2}\right)$ is isometric to $\mathrm{B}\left(\sigma_{1}(1) \sigma_{2}\right)$.
(iv) One has $\pi_{Z} \in \mathrm{O}^{+}(Z)$. If $\Theta\left(\pi_{Z}\right)=K^{* 2}$ then $\pi_{Z} \in \Omega(Z)$ and $\pi_{U \oplus W} \in$ $\Omega(U(\oplus) W)$; hence (i) and (iii) yield the assertion. So let $\Theta\left(\pi_{z}\right)=-K^{* 2}$. We may assume that $\Theta\left(\pi_{U}\right)=K^{* 2}$ and $\Theta\left(\pi_{W}\right)=-K^{* 2}$. Using 5.1, 5.10 and 5.7 we obtain orthogonal involutions $\rho_{i}, \sigma_{i}$ such that:

$$
\begin{aligned}
& \pi_{U}=\rho_{1} \sigma_{1}, \operatorname{sgn}\left(\mathrm{~B}\left(\rho_{1}\right)\right)=(r, s), \operatorname{sgn}\left(\mathrm{B}\left(\sigma_{1}\right)\right)=(r+1, s) ; \\
& \pi_{w}=\rho_{2} \sigma_{2}, \operatorname{sgn}\left(\mathrm{~B}\left(\rho_{2}\right)\right)=\left(r^{\prime}, s^{\prime}\right), \operatorname{sgn}\left(\mathrm{B}\left(\sigma_{2}\right)\right)=\left(r, s^{\prime}-1\right) ; \text { and } \\
& \pi_{z}=\rho_{3} \sigma_{3}, \operatorname{sgn}\left(\mathrm{~B}\left(\rho_{1}\right)\right)=\left(r^{\prime \prime}, s^{\prime \prime}\right), \operatorname{sgn}\left(\mathrm{B}\left(\sigma_{1}\right)\right)=\left(r^{\prime \prime}-1, s^{\prime \prime}+1\right)
\end{aligned}
$$

where $r, s, r^{\prime}, s^{\prime}, r^{\prime \prime}, s^{\prime \prime} \in \mathbb{N}_{0}$ are suitable numbers. Hence $\pi=\left(\rho_{1} \oplus \rho_{2} \oplus \rho_{3}\right)$ $\left(\sigma_{1} \oplus \sigma_{2} \oplus \sigma_{3}\right)$ and $\mathrm{B}\left(\rho_{1} \oplus \rho_{2} \oplus \rho_{3}\right)$ is isometric to $\mathbf{B}\left(\sigma_{1} \oplus \sigma_{2} \oplus \sigma_{3}\right)$.

Why does the general assertion follow from the four special cases that have been dealt with?

Suppose that the assertion is wrong. Then some $\pi \in \Omega(V)$ does nor satisfy the claim, and we can take an example where $\operatorname{dim}(V)$ is minimal. Clearly, $V$ does not admit a proper decomposition $V=A \oplus B$ into $\pi$-modules such that $\pi_{A} \in \Omega(A)$. In particular, $V$ is not an orthogonally indecomposable $\pi$-module (special case (i)), and a decomposition of $V$ into orthogonally indecomposable $\pi$-modules does not contain modules of type 1 or $2^{-}$or (by assumption) $2^{*}$. Hence only modules of type $2^{+}$and 3 can occur, and modules of $\pi$-type 3 have spinorial norm $-K^{* 2}$. Pairs of modules of $\pi$-type $2^{+}$with the same spinorial norm cannot occur (due to case (iii)), and the same statement holds true for type 3 (due to case (ii)). Hence at most one module of type 3 occurs (only type 3 modules with negative spinorial norm are admitted), at most one type $2^{+}$module with negative spinorial norm, and at most one type $2^{+}$module with positive spinorial norm. So we arrive at case (iv).

The proof is finished.

Corollary 9.5. Let $K=\mathbb{R}$ and $\pi \in \Omega(V)$. Then $\pi=\rho \sigma$ for involutions $\rho, \sigma \in \mathrm{O}(V)$ where $\mathrm{B}(\rho)$ and $\mathrm{B}(\sigma)$ are isometric.

Proof. This follows immediately from the preceding lemma and Remark 5.4.

Theorem 9.6. Let $\mathbf{u}(K) \leq 2$ or $K=\mathbb{R}$. Then $\operatorname{cl}(\mathrm{O}(V))=1$, that is, every element of $\Omega(V)$ is a commutator in elements of $\mathrm{O}(V)$.

Proof. Let $\pi \in \Omega(V)$. First let $\mathbf{u}(K) \leq 2$. From Corollary 5.10 we obtain involutions $\rho, \sigma \in \mathrm{O}(V)$ such that $\pi=\rho \sigma$ and $\operatorname{dim}(\mathrm{B}(\rho))=\operatorname{dim}(\mathrm{B}(\sigma))$. Then $\mathrm{d} B(\rho)=\mathrm{d} B(\sigma)$ as $\Theta(\pi)=K^{* 2}$. Now Lemmas 2.3 and 9.2 yield some $\alpha \in \Omega(V)$ such that $\mathrm{B}\left(\rho^{\alpha}\right)=\mathrm{B}(\rho) \alpha=\mathrm{B}(\sigma)$ and we get $\rho^{\alpha}=\sigma$. So $\rho \sigma=\rho \alpha^{-1} \rho^{-1} \alpha$ is a commutator in elements of $\mathrm{O}(V)$.

If $K=\mathbb{R}$, the assertion follows from Corollary 9.5 and Lemma 9.2.

Lemma 9.7. Let $n \geq 3$ and $\pi \in \Omega(V)$. Let $\rho, \sigma \in \mathrm{O}(V)$ be involutions with $\pi=\rho \sigma$ and suppose that (a) or (b) hold true:
(a) $\mathrm{u}(K) \leq 2$ and $[\rho, \sigma$ are symmetries and $n \geq 5]$ or $[\operatorname{dim}(\mathrm{B}(\rho))=2=$ $\operatorname{dim}(\mathrm{B}(\sigma))$ and $n \geq 8]$.
(b) $K=\mathbb{R}, \operatorname{ind}(V) \neq 2, \operatorname{dim}(\mathrm{~B}(\rho))=\operatorname{dim}(\mathrm{B}(\sigma)) \leq 2$ and $\operatorname{sgn}(\mathrm{B}(\rho))=$ $\operatorname{sgn}(B(\sigma))$.

Then $c l(\pi)=1$, that is, $\pi$ is a commutator in elements of $\Omega(V)$.

Proof. We may assume that $\pi \neq 1$. Choose a regular subspace $U \leq \mathrm{F}(\pi)$ of maximal dimension and let $W:=U^{\perp}$. Then $B(\pi)=\mathrm{F}(\pi)^{\perp} \leq W$. First suppose that (a) holds true.

Case 1: $\rho$ and $\sigma$ are symmetries and $n \geq 5$. Then $\operatorname{dim}(\mathrm{B}(\pi)) \leq 2$ and $\mathrm{B}(\pi)=$ $\mathrm{B}(\rho) \oplus \mathrm{B}(\sigma) \leq W$ is not totally isotropic. So $n>\operatorname{dim}(U) \geq n-3 \geq 2$. As $\mathrm{u}(K) \leq 2$ we find a symmetry $\omega$ such that $\mathrm{B}(\omega) \leq U$ and $\Theta(\omega)=\Theta(\rho)=\Theta(\sigma)$. Hence $\rho^{\prime}:=\rho \omega$ and $\sigma^{\prime}:=\sigma \omega \in \Omega(V)$ are 2-dimensional involutions such that $\pi=\rho^{\prime} \sigma^{\prime}$. The assertion follows from Corollary 9.3.
Case 2: $\operatorname{dim}(B(\rho))=\operatorname{dim}(B(\sigma))=2$. We may assume that $\pi$ is not a product of two symmetries (case 1 ) and that $\mathbf{B}(\rho), \mathbf{B}(\sigma) \leq W$; cf. Proposition 4.6. Furthermore, $\operatorname{dim}(\mathrm{B}(\pi)) \leq 4$ and $\operatorname{dim}(\operatorname{rad}(\mathrm{B}(\pi))) \leq 2$ (consider, for example, orthogonally indecomposable $\pi$-modules). Hence $\operatorname{dim}(U) \geq n-6 \geq 2$. If $\operatorname{dim}(U) \geq 3$ then we find a 2-dimensional subspace $T \leq U$ such that $\mathrm{d} T=\Theta(\rho)$. Let $\kappa$ denote the orthogonal involution with negative space $T$. Then $\pi=(\rho \kappa)(\sigma \kappa)$ is the product of two involutions in $\Omega(V)$ with 4-dimensional path and Corollary 9.3 yields the assertion. Let $\operatorname{dim}(U)=2$. Then $\operatorname{dim}(\mathrm{B}(\pi))=4$ and $\operatorname{dim}(\operatorname{rad}(\mathrm{B}(\pi)))=2$. Hence $W=X \oplus Y$ where $\pi-\operatorname{type}(X)=2^{-}=\pi-\operatorname{type}(Y)$ and $\operatorname{dim}(X)=3=\operatorname{dim}(Y)$. Now 5.1 and 5.2 supply $\pi=\eta \omega$ where $\eta$ and $\omega$ are orthogonal involutions such that $\mathrm{B}(\eta)$ and $\mathrm{B}(\omega)$ are 4 -dimensional hyperbolic spaces. So 9.3 yields the assertion.

Now we prove part (b).
Case 1: $\operatorname{dim}(\mathrm{B}(\rho))=1$. As $\mathrm{B}(\pi)=\mathrm{B}(\rho) \oplus \mathrm{B}(\sigma) \leq W$ is not totally isotropic we find a 3-dimensional regular subspace $X$ such that $\mathrm{B}(\pi) \leq X$. If ind $(X)=1$ then Lemma 9.1 yields the assertion. Otherwise $X$ is anisotropic, and $X=\mathrm{B}(\pi) \oplus Y$ where $Y:=X \cap \mathrm{~F}(\pi)$. Let $\kappa$ be the symmetry with negative space $Y$. Then $\pi=(\rho \kappa)(\sigma \kappa)$ is a product of two involutions in $\Omega(V)$ whose paths are isometric. The assertion follows from Corollary 9.3 .
Case 2: $\operatorname{dim}(B(\rho))=2$. We may assume that $\pi$ is not a product of two symmetries. So $\operatorname{dim}(W) \geq 4$. Due to 4.6 we may assume that $\mathrm{B}(\rho), \mathrm{B}(\sigma) \leq W$. We have $\operatorname{dim}(\mathrm{B}(\pi)) \leq 4, \operatorname{dim}(\operatorname{rad}(\mathrm{~B}(\pi))) \leq 2$ and $4 \leq W \leq 6$.

If $\rho \in \Omega(V)$ then the assertion follows immediately from 9.3: Otherwise $\mathrm{B}(\rho)$ and $\mathrm{B}(\sigma)$ are hyperbolic planes. If $U$ is isotropic then we take a hyperbolic plane $H \leq U$ and have $\pi=(\rho \kappa)(\sigma \kappa)$, a product of two involutions in $\Omega(V)$ whose paths are isometric (4-dimensional hyperbolic spaces).

Suppose that $U$ is anisotropic. We discuss the case $\operatorname{sgn}(U)=(0, \operatorname{dim}(U))$, using 4.6, 5.1 and 5.2.

If $\operatorname{dim}(W)=6$ then $\operatorname{dim}(\mathrm{B}(\pi))=4$ and $\operatorname{dim}(\operatorname{rad}(\mathrm{B}(\pi)))=2$. This implies that $W=X \oplus Y$ where $X, Y$ are both 3-dimensional orthogonally indecomposable $\pi$-modules of type $2^{-}$. From 5.1 and 5.2 it follows that $\pi=\rho^{\prime} \sigma^{\prime}$ where $\rho^{\prime}, \sigma^{\prime}$ are
orthogonal involutions whose paths are 4-dimensional hyperbolic spaces.
Now let $\operatorname{dim}(W)=5$. Then
(1) $W$ is an orthogonally indecomposable $\pi$-module of type $2^{-}$, or
(2) $W=X \oplus Y$ where $X, Y$ are $\pi$-modules, $\pi$-type $(X)=2^{-}$and $\operatorname{dim}(X)=3$.

Consider the first possibility. Then ind $(W)=2$, and as ind $(V) \neq 2$ this yields that $\operatorname{sgn}(W)=(3,2)$ and $n \neq 5$. Thus 5.1 supplies orthogonal involutions $\rho^{\prime \prime}, \sigma^{\prime \prime}$ such that $\pi=\rho^{\prime \prime} \sigma^{\prime \prime}$ and $\operatorname{sgn}\left(B\left(\rho^{\prime \prime}\right)\right)=(2,1)=\operatorname{sgn}\left(B\left(\sigma^{\prime \prime}\right)\right)$, and we have $y \in U$ such that $q(y)=-1$. So $\pi=\rho^{\prime} \sigma^{\prime}$ where $\rho^{\prime}:=\rho^{\prime \prime} \sigma_{y}$ and $\sigma^{\prime}:=\sigma^{\prime \prime} \sigma_{y}$ proves the assertion ( $\sigma_{y}$ denotes the symmetry whose negative space is $\langle y\rangle$ ). Now we study the second possibility. We may assume that $Y$ is not a hyperbolic plane (otherwise 4.9 yields that $\pi-\operatorname{type}(Y) \neq 2^{*}$; hence $\pi-\operatorname{type}(Y)=3$ and using 5.8 we can prove the claim). As ind $(V) \neq 2$ one of the following situations occurs:
(a) $\operatorname{sgn}(Y)=(0,2)$ and $\operatorname{sgn}(X)=(1,2)$; or
(b) $\operatorname{sgn}(Y)=(2,0)$ and $\operatorname{sgn}(X)=(2,1)$; or
(c) $\operatorname{sgn}(Y)=(2,0)$ and $\operatorname{sgn}(X)=(1,2)$ and $n \neq 5$.

So $\pi_{\gamma}$ is in all three situations a product of two symmetries which are in cases (b) and (c) both positive, and in case (a) both negative. Using this remark and 5.1 (applied to $\pi_{x}$ ) we obtain $\pi=\rho^{\prime} \sigma^{\prime}$ for orthogonal involutions $\rho^{\prime}, \sigma^{\prime}$ such that in case (a) $\operatorname{sgn}\left(B\left(\rho^{\prime}\right)\right)=(0,2)=\operatorname{sgn}\left(B\left(\sigma^{\prime}\right)\right)$, in case $(\mathrm{b}) \operatorname{sgn}\left(B\left(\rho^{\prime}\right)=(2,0)=\operatorname{sgn}\left(B\left(\sigma^{\prime}\right)\right)\right.$, and in case (c) $\operatorname{sgn}\left(B\left(\rho^{\prime}\right)=(2,1)=\operatorname{sgn}\left(\mathrm{B}\left(\sigma^{\prime}\right)\right)\right.$. In cases (a) and (b) we have finished, as $\rho^{\prime}, \sigma^{\prime} \in \Omega(V)$ and Corollary 9.3 applies. In case (c) we take a symmetry $\kappa$ such that $\mathrm{B}(\kappa) \leq U$. Then $\kappa$ is negative and $\rho^{\prime \prime}:=\rho^{\prime} \kappa, \sigma^{\prime \prime}:=\sigma^{\prime} \kappa$ fulfil the requirements. Again 9.3 yields the assertion.

Finally, we study the case $\operatorname{dim}(W)=4$. Then $\operatorname{ind}(W) \neq 2$ as $\operatorname{ind}(V) \neq 2$. Furthermore, $W$ is isotropic as $B(\rho)$ is isotropic and $B(\rho) \subseteq W$. Hence ind $(W)=1$ and $\mathrm{d} W=-K^{* 2}$. Therefore, $-\rho_{W}=-1_{W} \cdot \rho_{W} \in \Omega(W)$. The same argument applies to $\sigma$. Thus $\pi=\left(-\rho_{W}(\subseteq) 1_{U}\right)\left(-\sigma_{w} \oplus 11_{U}\right)$ proves the assertion.

THEOREM 9.8. Let $n \geq 3$ and let $\mathbf{u}(K) \leq 2$ or $[K=\mathbb{R}$ and ind $(V) \neq 2]$. If $|K|=3$ suppose additionally that $n \geq 5$ or $[n=4$ and $\operatorname{ind}(V)=1]$. Then $\operatorname{cl}(\Omega(V)) \leq 2$.

Proof. Let $\pi \in \Omega(V) \backslash\{1\}$.
First suppose that $u(K) \leq 2$. If $n \in\{3,4\}$ and ind $(V)=1$ then 9.1 shows that $\operatorname{cl}(\Omega V))=1$. If $n=4$ and $\operatorname{ind}(V)=2$ then $\operatorname{cl}(\operatorname{P} \Omega(V))=1$; this follows from 4.2 and $\operatorname{cl}\left(\mathrm{PSL}_{2}(K)=1\right.$; cf. [17]. Hence $\operatorname{cl}(\pi)=1$ or $\operatorname{cl}(-\pi)=1$. One has a decomposition $V=A \oplus B$ where $A, B$ are 2-dimensional subspaces such that $\mathrm{d} A=\mathrm{d} B=K^{* 2}$. Let $\rho$ and $\sigma$ denote the orthogonal involutions with negative spaces $A$ respectively $B$. Then $-1=\rho \sigma$; hence $\operatorname{cl}(-1)=1$ by 9.3. So $\operatorname{cl}(\pi) \leq 2$.

Now we assume that $n \geq 5$. Take involutions $\rho, \sigma \in \mathrm{O}(V)$ such that $\pi=\rho \sigma$ and $k:=\operatorname{dim}(\mathrm{B}(\rho))=\operatorname{dim}(\mathrm{B}(\sigma))$ and $k$ is odd unless $n \equiv 0 \bmod 4 ; \mathrm{cf}$. Corollary 5.10.
Case 1: $k$ is odd. As $\mathbf{u}(K) \leq 2$ we find symmetries $\omega$ and $\varphi$ such that $\mathrm{B}(\omega) \leq \mathrm{B}(\rho)$, $\mathrm{B}(\varphi) \leq \mathrm{B}(\sigma)$ and $\Theta(\omega)=\Theta(\rho)=\Theta(\varphi)$. Then $\pi=\rho \sigma=\omega \varphi(\omega \rho)^{\varphi}(\varphi \sigma)$. Clearly, ( $\omega \rho)^{\varphi}$ and $\varphi \sigma$ are involutions in $\Omega(V)$ and their negative spaces have the same dimension. Hence $\operatorname{cl}\left((\omega \rho)^{\varphi} \varphi \sigma\right)=1$ by 9.3. Furthermore, $\operatorname{cl}(\omega \varphi)=1$ by 9.7 (a). So $\operatorname{cl}(\pi) \leq 2$.
Case 2: $k$ is even. Then $n \geq 8$ by our choice of $k$. As $\mathrm{u}(K) \leq 2$ we find orthogonal involutions $\omega$ and $\varphi$ with 2-dimensional negative spaces such that $\mathrm{B}(\omega) \leq \mathrm{B}(\rho)$, $\mathrm{B}(\varphi) \leq \mathrm{B}(\sigma)$ and $\Theta(\omega)=\Theta(\rho)=\Theta(\varphi)$. Now apply the same arguments as in the first case.

Second, let $K=\mathbb{R}$ and ind $(V) \neq 2$. Then Corollary 9.5 supplies involutions $\rho, \sigma \in$ $\mathrm{O}(V)$ such that $\pi=\rho \sigma$ and $\operatorname{sgn}(\mathrm{B}(\rho))=\operatorname{sgn}(\mathrm{B}(\sigma))$. Thus we find involutions $\kappa, \eta \in$ $\mathrm{O}(V)$ such that $\mathrm{B}(\kappa) \leq \mathrm{B}(\rho), \mathrm{B}(\eta) \leq \mathrm{B}(\sigma), \operatorname{sgn}(\mathrm{B}(\kappa))=\operatorname{sgn}(\mathrm{B}(\eta)), \kappa \rho, \eta \sigma \in \Omega(V)$ and $\operatorname{dim}(\mathrm{B}(\kappa))=\operatorname{dim}(\mathrm{B}(\eta)) \leq 2$. As $(\kappa \rho)^{\eta}$ and $\eta \sigma$ are involutions in $\Omega(V)$ whose paths have the same signatures their product is a commutator in elements of $\Omega(V)$; cf. 9.3. Also $\kappa \eta$ is a commutator in elements of $\Omega(V)$; cf. 9.7.
(b). As $\pi=\kappa \eta(\kappa \rho)^{\eta}(\eta \sigma)$ we conclude that $\mathrm{cl}(\pi) \leq 2$. The proof is finished.

Under the additional assumption that $V$ is anisotropic the following theorem was already proved in [19].

THEOREM 9.9. Let $n \geq 3, K=\mathbb{R}$ and $m:=\operatorname{ind}(V) \leq 1$. Then $\operatorname{cl}(\Omega(V))=1$, that is, every element of $\Omega(V)$ is a commutator in elements of $\Omega(V)$.

Proof. If $n=3$ and $m:=\operatorname{ind}(V)=1$ then Lemma 9.1 yields the assertion. Let $n \geq 3+m$. We may assume that $\operatorname{sgn}(V)=(n-m, m)$. Let $\pi \in \Omega(V)$.

We claim:
$\left(^{*}\right) V$ admits an orthogonal decomposition into $\pi$-modules $W$ such that each $W$ has one of the following four forms
(i) $\operatorname{dim}(W)=1$ and $\pi_{W}=1_{W}$.
(ii) $W$ is a hyperbolic plane and $\pi_{W}=\left(\begin{array}{cc}\lambda & 0 \\ 0 & \lambda_{-1}\end{array}\right)$ where $\lambda \in \mathbb{R}_{>0}$ and $\lambda \notin\{1,-1\}$.
(iii) $W$ is anisotropic and $\pi_{W}=\left(\begin{array}{c}\cos (\alpha) \\ -\sin (\alpha) \\ \sin (\alpha) \\ \cos (\alpha)\end{array}\right)$
(iv) $\operatorname{dim}(W)=3, \mathrm{~d} W=-K^{* 2}$ and $\pi-\operatorname{type}(W)=2^{-}$(that is, $\pi_{W}$ is an Eichlertransformation whose path is not totally isotropic).

Furthermore, we claim that $\pi_{W} \in \Omega(W)$ for each summand $W$ which does not have form (i).

Proof of (*). Consider an orthogonal decomposition of $V$ into orthogonally indecomposable $\pi$-modules. Let $U$ be such a $\pi$-module. As $m \leq 1$ it follows that $\pi$ - $\operatorname{type}(U) \neq 1$, and
(a) if $\pi-\operatorname{type}(U)=3$ then $\operatorname{dim}(U)=2$,
(b) if $\pi-\operatorname{type}(U)=2^{+}$or $2^{-}$then $\operatorname{dim}(U) \leq 3$,
(c) if $\pi-\operatorname{type}(U)=2^{*}$ then $\operatorname{mip}\left(\pi_{U}\right)=p^{\prime}$ where $p \in \mathbb{R}[x]$ is irreducible of degree 2 ; as $m \leq 1$ it follows that $t=1$, hence $\operatorname{dim}(U)=2$ (cf. Lemma 2.10).
$\operatorname{Sodim}(U) \leq 3$ in each case, and if $U$ is anisotropic then $\operatorname{dim}(U) \leq 2$. Furthermore, $\Theta\left(\pi_{U}\right)=K^{* 2}$ for each $U$ (if $\Theta\left(\pi_{U}\right)=-K^{* 2}$ then $\pi_{U} \neq 1_{U}$ and $U$ contains a vector $u$ such that $\mathrm{f}(u, u)<0$. As $\operatorname{sgn}(V)=(n-1,1)$ this implies that $\Theta\left(\pi_{z}\right)=K^{* 2}$ for each $\pi$-module $Z \neq U$ of the decomposition. Hence we get the contradiction $\Theta(\pi)=-K^{* 2}$ ). In particular, a 3-dimensional $U$ where $\pi$-type $(U)=2^{+}$does not occur; cf. 4.7 (d). Hence, if $\operatorname{det}\left(\pi_{U}\right)=-1$, then $\pi-\operatorname{type}(U)=2^{+}$and $\operatorname{dim}(U)=1$, that is, $\pi_{U}$ is a symmetry. We can put these 1 -dimensional $\pi$-modules together to pairs W as in (iii) (with $\cos (\alpha)=-1)$. The previous statements prove $\left(^{*}\right)$ and the 'furthermore' statement too.

Take an orthogonal decomposition into $\pi$-modules $W$ of forms (i) to (iv).
Obviously we may assume: At most one module of the form (i) occurs. For each $\pi$-module $W$ of the form (ii), (iii) or (iv) we claim
(a) $\pi_{W}=\rho \sigma$ for symmetries $\rho, \sigma \in \mathrm{O}(W)$ such that $\Theta(\rho)=K^{* 2}=\Theta(\sigma)$, and
(b) $\pi_{w}=\psi^{2}$ and $\psi^{\omega}=\psi^{-1}$ for a symmetry $\omega \in \mathrm{O}(W)$ and some $\psi \in \Omega(W)$.

Proof of (a). In case (ii) this follows from Lemma 5.7; in case (iii) it follows from Scherk's theorem (Proposition 4.12) and from $\operatorname{sgn}(W)=(2,0)$; in case (iv) apply 5.1 and 5.2.

Proof of (b). We will find $\psi \in \Omega(V)$ such that $\psi^{2}=\pi_{W}$ and $\psi$ is also of type (ii), (iii) or (iv). Then we write $\psi$ in the form given by (a) (with $\pi_{w}$ replaced by $\psi$ ) and thus obtain $\omega$ as in (b).

In case (ii) take $\psi=\left(\begin{array}{cc}\mu & 0 \\ 0 & \mu^{-1}\end{array}\right)$ where $\mu$ is the square root of $\lambda$.
In case (iii) take $\psi=\left(\begin{array}{c}\cos (\beta) \\ -\sin (\beta) \\ -\operatorname{sos}(\beta) \\ \cos (\beta)\end{array}\right)$ where $\beta:=\alpha / 2$. In case (iv) one has an Eichler-transformation $\psi$ such that $\psi^{2}=\phi_{W}(K=\mathbb{R}$ is not needed); cf. for example [3, p. 214].

We have proved (a) and (b).
${ }^{(* *)}$ The assertion that $\pi$ is a commutator in elements of $\Omega(V)$ holds true whenever
$V=A(\oplus) B$ or $V=A \oplus B \oplus C$, where $A, B, C$ are $\pi$-modules $W$ of the form (i) to (iv) and at most one of them has form (i).

PROOF. In the first case we put together two by two symmetries supplied by (a) and get $\pi=\rho \sigma$ where $\rho, \sigma \in \Omega(V)$ are involutions such that $\operatorname{sgn}(\mathrm{B}(\rho))=(2,0)=$ $\operatorname{sgn}(\mathrm{B}(\sigma))$; hence $\pi$ is a commutator in elements of $\Omega(V)$; cf. 9.3 or 9.7.

Now consider the second case. We may assume that $\operatorname{dim}(C)=2$ and have $\operatorname{dim}(A \oplus B) \geq 3$. The previous case yields involutions $\rho, \sigma \in \mathrm{O}(A \oplus B)$ such that $\operatorname{sgn}(B(\rho))=(2,0)=\operatorname{sgn}(B(\sigma))$ and $\pi_{A \oplus B}=\rho \sigma$. Furthermore, 9.2 supplies $\alpha^{\prime} \in \Omega(A \oplus B)$ such that $\sigma=\rho^{\alpha^{\prime}}$. Take a symmetry $\kappa$ such that $\mathbf{B}(\kappa) \leq \mathrm{B}(\rho)$ and let $\alpha:=\kappa \alpha^{\prime}$. Then $\sigma=\rho^{\alpha}$ and $\alpha \in \mathrm{O}^{-}(A \oplus B)$ and $\Theta(\alpha)=K^{* 2}$. Now (b) yields $\psi \in \mathrm{O}(C)$ such that $\pi_{C}=\psi^{2}$ and a symmetry $\omega \in \mathrm{O}^{-}(C)$ such that $\psi^{-1}=\psi^{\omega}$ and $\Theta(\omega)=K^{* 2}$. Thus $\pi=(\rho(1) \psi)(\sigma(1) \psi)=(\rho(\mathbb{1}) \psi)\left(\rho(\subseteq) \psi^{-1}\right)^{(\alpha \oplus \omega)}$. Hence $\pi$ is a commutator in elements of $\Omega(V)$.

We proved have ( ${ }^{* *}$ ).

Finally, as $n \geq 3$ and $n \geq 4$ in the isotropic case a decomposition given by (*) contains at least 2 modules $W$. Hence the assertion follows from ( ${ }^{* *)}$.
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