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SIGN-VARIATIONS OF SOLUTIONS OF
NONLINEAR DISCRETE BOUNDARY VALUE PROBLEMS

Ruyun MaA

In this paper, we study two-point boundary value problems for the nonlinear second
order difference equation

APu(i —1) +g(u(d)) = f(), i€{1,...,T+1},
u(0) =u(T +2)=0.

We establish the relationship between the number of sign-variation of f on
{0,..., T + 2} and the one of the solution u of the above problem.

1. INTRODUCTION

In [2], Bellman considered the following two-point boundary value problem for linear
second order ordinary differential equation in the form

u’(t) +q(t)u(t) = f(t), 0<t<1,
(1.1) u(0) = u(1) = 0.

Assuming ¢(t) < 7% and q(t) # 2, he proved, by the method of calculus of variation,
that if f(-) has n simple zeros in (0, 1), the solution u(-) of (1.1) has at most n simple
zeros in (0,1). A version of this result was proved by Lazer and McKenna [4] and some
important applications of it were also given in [4]. Bellman's idea was generalised by
Boucherif and Slimini [3] to boundary value problems of nonlinear second order ordinary
differential equations of the form

u"(t) + g(u(®) = f(t), O
(1.2) u(0) = u(1) =0
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A key condition they used is the following:
0<a<g'(s)<B<n? forsome constants a, B € (0,00).

Motivated by [2, 3, 4], we study boundary value problems for the second order
difference equation of the form

A%u(i— 1) +c(i)u(@) = f(@), i€ {1,...,T+1},
(1.3) v(0) =u(T +2)=0.

A%u(i — 1) + g(u(@)) = f(@), i€ {l,...,T+1},
(1.4) u(0) = u(T +2) =0.

We conclude with some results similar to those of {2, 3, 4]. The methods we apply are
rather similar to those in (3, 4]. However a great deal of additional effort has to be made
due to the existence of nodes in the discrete cases.

2. THE PRELIMINARIES

Let T be an integer with T > 3. Let T:= {0,1,...,T + 2}. We denote the closure
of an interval I C R by T.

LEMMA 2.1. ([5, Theorem 7.6]) The Sturm-Liouville problem

A%u(i—1)+ (@) =0, i€ {l,...,T+1},
u(0)=u(T+2)=0

has a sequence of eigenvalues: Ay < Ay < -+ < Apqa.
Let

D= {u lu = (u(0),u(1),...,u(T +2)), u(j) € Rforiec {0,...,T+2}},
and
(2.1) D = {u € D* | u(0) = u(T + 2) = 0}.

Assume that
(H1) ¢:{1,...,T +1} - R is a function satisfying

cj) <, Vie{1,...,T+1}.
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LEMMA 2.2. Letu € D. Then

T+1 T+1
Sau®)| = 0 Y Juk)|®
k=0 k=0

PROOF: From Kelley and Perterson [5, Theorem 7.7], we have that for u € D,

eesue - ETH[Aun)]® S [Auk)?

7=0

T+1 = T - T+1 )
) () o u(k) 0

REMARK 2.1. It is worth remarking that by takingn = T+2, p = ¢ = 1, ux = v = u(k),
in Pachpatte [6, Theorem 2] we obtain

T+1 T+1

2 2 2 2
k=0 k=0
However the constant (2/(T + 2))2 may be smaller than A;. This can be seen from the
linear eigenvalue problem
A%u(i— 1)+ Au(i)) =0, i€ {1, 2, 3},

u(0) = u(4) = 0.

2
From [5, Example 7.1}, A\; = 2 — v/2. Obviously ), > (7—,2—”) )
LEMMA 2.3. Let u,w € D. Then

T+1 T+1
Y w(k)A%u(k - 1) = = Y Au(k)Aw(k).
k=0 =0

Proor: Since w(0) = w(T + 2) = 0, we have

T+1
> w(k)A%u(k - 1)
k=0
T+1
=5 w(k)A’u(k - 1) (by w(0) = 0)

w(j + 1)A%u(j) (by setting j = k — 1)

w(j + 1)(Au(j + 1) — Au(j))

T

Au(i + Dw(i+1) = > Au(i)w(j +1)
j=0

I
1 104+ 1M

.
i}
o
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T+1 T
= Au()w(l) - D Au(j)w(i +1) (by setting | = j + 1)
=1 j=0

T T
= Au(T + V)w(T +1) + Z Au(Dw(l) — [Au(O)w(I) + Z Au(jw(j + 1)]
=1 i=1
T
= Au(T +1) [w(T +1) ~ w(T +2)] = Y Au()Aw(l) — Au(0)[w(1) - w(0)]
=1
T+1
=— Z Au(D)Aw(l).
=0 D

LEMMA 2.4. Let f:{1,...,T+1} = R be a function. Let (H1) be satisfied, and
let u satisfy

A%u(i - 1) + c(du() = f(3), i€ {1,...,T+1},

(2.2) u(0) =u(T +2)=0.
Assume that there exist igp € {0,...,T} and an integer p > 1 with i +p < T + 2, such
that
(i) either
u(ip) €0, ulip+p) <0, u(io+J)>0, je{l,...,p—-1},
or

u(io) 2 0, u(io+p) 20, u(io+37) <0, je€{l,....,p—1}
(ii) either f(ip +j) > O for all j € {1,...,p — 1} or f(io + j) < O for all
je{1,...,p~-1}.

Then u(ip +j) f(to +j) <Oforall je{1,...,p—1}.
PRrooOF: Notice that the set D is a Hilbert space under the inner product

T+2
(u,v) =Y u(k)v(k).
k=0
Clearly -
(u,0) =Y u(k)v(k).
k=1
since u(0) = u(T+2) =0. Forv € D, let
1 T+1 9 1T‘+1 T+1
J@) =5 (Bo(k))" ~ 23 c(k)o* () + 3 f(k)u(k).
k=0 k=1 k=1
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If v(k) = u(k) + w(k), then by (2.2), Lemma 2.2, Lemma 2.3, the fact u, v, w € D, it
follows that

J(v) — J(u)
T+1 1 T+1 2
= Z (Au(k) + Aw(k)) - = Zc(k)(u(k) + w(k))
T+1 'IIc'-_H 1 T+1 T+1
+ Z Fk) (ulk) +w(k)) — = Z(Au(k Z e(k)u?(k) = > f(k)u(k)
T+l T+1 k=l =
= Z (Au(k)Aw(k)) +3 Z Aw(k))?
T+l 1 T+1 9 T+1
-Z Ru(k)wk) = 5> c(k) (w(k)" + Y f(k)w(k)
k=1 k=1
T+1
(23) = Z[-—A2u(k - 1) — c(k)u(k) + f(k)]w(k)
k=10 T+1 ) 1 T+1 2
3 2 (Awl) =5 3 elk) (w(k)
e T
= Z (Aw(k))" - 5 Z o(k) (w(k))*
= k—
e 2
2 2 Z[)‘l - C(k)] (w(k))
2 0 k=0
If, contrary to the assertion of the lemma,
(2.4) ’U.(io+j)f(i0+j)>0, je{l,...,p—l},
and we set
v (i) = u(3), 1€{0,...,T+2}\{ip+1,...,50+p— 1},
—u(1), ie€{ip+1,...,%0+p—-1},

then v* € D. It is easy to check that

|Au(’lo)| 2 lA’U'(io)', |A’U.(io +p- 1)| 2 |A‘U‘(‘io +p— l)l,
and
|Auio +5)| = |Av"Go +3)|, F€{l,....p-2},

which together with (2.4) implies J(v*) < J(u), contrary to (2.3). This contradiction
shows that u(ip + j)f(io +j) < Oforall j € {1,...,p— 1}. I
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LEMMA 2.5. Let m,n be integers withn < m. Let 0 =t < t;, < -+ < t,
<tpp1=land0=79 <13 <--- < Ty < Tm41 = 1 be given. Denote

I; := (ti—lati)3 i=1,...,n4+1,; Jj = (Tj_l,Tj), j=1...,m+1.

Let’s dye each of these open intervals in blue or red, such that

(a) any two adjacent open intervals in {I; | i = 1,...,n + 1} have different
colours;

(b) any two adjacent open intervals in {J; | j = 1,...,m + 1} have different
colours.

Then there exist I;, and Jj, such that
() Jio € Lig;
(ii)) I, and Jj, are in same colour.
PRroOF: Without loss of the generality, we assume that I; is blue.
It is easy to see that in the case n = 1, the lemma holds.

Assume that in the case n = k, the result is true. We make a couple of fundamental
observations.

OBSERVATION 1. If there exist I;., J;» and Jj-4; such that (Jj. U Jje41) C I;», then we
have done.

OBSERVATION 2. The results of Lemma 2.5 with n < k are still true if we replace the
interval [0, 1] with a general interval [o, §].

Let’s consider the case that n = k + 1.
So we may assume that for each i € {1,...,k+2} and j € {1,...,m} (m > k+2),

(2.5) (5 Jj1) € L

By Observation 1 and (2.5), we only need to consider the following three cases:
CASE 1. J; is blue and I, C Ji;
Casg 2. Jyisredand J; C I, C (J; U Jo);
CASE 3. Jyisred and I; C J;.

In Case 1, there exists r € {2,...,k + 2} such that r; € [t,,t,41) and

(JouT3U-- UT,) ST, UT iU UTgys).

If
(FouJsU-- UTp) (Ul U---UTy,),

we take I’ :== I, N(JoUJ3U---UJp) so that

(2.6) (T2UT3U - UTp) =T UT, 41U UTey).
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Thus we can reduce the problem with n = k+1 to a new problem with n = k+2—r (< k).
So by reduction and Observation 2, there exists jo € {2,...,m}, such that either

(2.7 Jio € I (C I,) and they have same colour,

or for some io € {r +1,...,k + 2},

(2.8) Jis € I, and they have same colour.
In Case 2, set J} := (J; UJz) \ I;. Then J # @ and

(2.9) Th,UTsU- - Ul =ToUT3U- - U T,

and again we reduce the problem to a new problem with n = k. So by reduction and
Observation 2, either there exists jo € {3,...,m}, such that for some 3o € {2,...,k+2},

(2.10) Jjs € I, and they have same colour,
or
(2.11) J3 C I, and they have same colour.

However (2.11) can not occur in Case 2 since Jj and I, have two different colours. There-
fore, (2.10) holds.
In Case 3, there exists [ € {2,...,k + 2} such that 7, € [t;,#;4,) and

(2.12) (szjaU"'Ujm) - (T{UTH.lU'-'UTk.,.z).

If
(72U73U"'U7m) C (T;UTH.IU"'UT]H.Q)

holds, we take I] :== ;N (U J3U---UJy). Then I! # 0 and
(2.13) (FJaUTsU---UTp) = ([UT 1 U U Lkya).

Thus we can reduce the problem with n = k + 1 to the new problem with n =k +2 - L
So by the reduction and Observation 2, there exists j, € {2,...,m}, such that either

(2.14) Jjo C I} (C I;) and they have same colour
or for some ip € {{ +1,...,k + 2},

(2.15) Jjs € I;; and they have same colour. 0

https://doi.org/10.1017/50004972700039447 Published online by Cambridge University Press


https://doi.org/10.1017/S0004972700039447

40 R. Ma 8]

3. THE MAIN RESULTS

DEFINITION 3.1: A function u € D* hasa zero j € {0,...,T +2} ifu(j)=0. If
u(j) =0, and u(j— Lu(j+1) <0

for some j € {1,...,T + 1}, then we say that j is a simple zero of u. If u(k)u(k+1) <0
for some k € {1,...,T + 1}, then we say that u has a node at k + 1/2.

We say j is a point of sign-variation if it is a simple zero and or if it is a node. We
shall denote by NSVu(T) the number of the points of sign-variations of a function u on
T.

REMARK 3.2. The point s given by the definition of node of u does not belong to the
set {0,1,...,T +2}. This idea of nodes can be found from Agarwal, Bohner and Wong
[1).

THEOREM 3.3. Assume that (H1) issatisfied. If all zeros of f in {1,...,T+1} are
simple zeros, and if u is the unique solution of (2.2) and all zeros of u in {0,1,...,T +2}
are simple zeros. Then NSVu(T) < NSV{(T).

PROOF: The case NSV f(T) = 0 is trivial.

We now deal with the case NSV f(T) > 1.

Let all of the points of sign-variation of u and f on T be given by

a1 <@y <---<ay and b <by < --- <Y
respectively. Then
0=agy<a1<a3< " <a, <y =T+2,

and
0=bo<b1<b2<"'<b1<b1+1=T+2,

and

NSVf(T) =r, NSVu(T)=1.
If f(5) > 0 for all j € {a,,a,41) N T, then we dye the interval (a,,a,;;) in blue; if
f(5) < 0 for all j € (as,as41) NT, then we dye the interval (a,, as41) in red; If u(j) >0
for all j € (b;,b;41) N'T, then we dye the interval (b,,b,4+1) in blue; if f(i) < 0 for all
7 € (br,br41) N'T, then we dye the interval (b;, b,41) in red.

Suppose on the contrary that r > l. Since all zeros of f and u in {1,...,T + 1}
are simple zeros, we are in the position of applying Lemma 2.5 now. Hence there exist
jo€{1,...,7+1} and 45 € {1,...,l + 1}, such that

(i) (ajo—lvajo) c (bio—h bio);
(ii) f(k)u(k) >0forke {a,-o_l +1,...,851 — 1}.
However this contradicts Lemma 2.4. Therefore r < . 0
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4. THE NONLINEAR PROBLEM

Assume the following
(H2) geC'R,R);
(H3) There exists two constants ag and 8y, such that

O0<a<d(s) KB <A
For ¢ € D= {u € D* | u(0) = w(T +2) = 0}, let

T42

Il =3 [w()[*.

7 =0
Let
Y={¢le:{1,...,T+1} >R}

and for p € Y, let |||y := 3 T+l|<p ])I It is clear that the above are norms on D and
Y, respectively, and that the finite dimensionality of these spaces makes them Banach
spaces.

THEOREM 4.1. Assume that (H2) and (H3). Then

Au(j - 1) +g(u(i) = (), je€{1,...,T+1}
(4.1) u(0) = u(T +2) =0,

has a unique solution.

PrOOF: Define an operator L : D —» Y by

o, . ,
(u(])), je{y,..., T+1}.
Then it is easy to check that L is an bijection from Y onto D, and

1
M=(B+0a)/2

Now (4.1) is equivalent to the fixed point problem

(42) (Lu)(j) = A%u(j — 1) + 2

(4.3) 1L ly=p =

(4 u() = I [2E2wG) - o@wi) + 70)] = @G), 5E (01, T+2).
For every u,v € D,
(45)  |Tu(f) ~ Tv(j)|

=IL Y ly-p

B+a

- ¢ (60)u() + (1 - 6(7))v(i) | [u(3) - v()]
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for some 6(j) € (0,1). This together with (H3) and (4.3) implies that T : D — D is
a contraction mapping. So by the Contraction Mapping Principle, T has unique fixed

point in D, and accordingly (4.1) has unique solution. 0
THEOREM 4.2. Assume that (H2) and (H3). Assume that all zeros of f in
{1,...,T + 1} are simple zeros. Let u be the unique solution of (4.1) and assume that

all zeros of v in {0,1,...,T + 2} are simple zeros. Then NSVu(T) < NSVf(T).

REMARK 4.1. Theorem 4.2 is a similar result to [3, Theorem 9]. However the main
conditions are much weaker than those imposed on (3, Theorem 9] where the following
restrictions are needed

(h.2) ¢(0)=0;
(h.5) G(u) = G(—u) where G(u) = [}’ g(s)ds.
Moreover the proof of Theorem 4.2 is much simple than the proof of [3, Theorem 9).
PROOF OF THEOREM 4.2: Set
9k) (k) 20,
ctk) = lu(k)
5)1, if u(k) =0.

Then (4.1) can be rewritten as

Au(j — 1)+ (flulf) = f(), jefl,...,T+1}

(4.6) u(0) =u(T +2) =0.
Now the desired result is an immediate consequence of Theorem 3.3. 0
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