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## 1. Introduction

Throughout this paper $H$ will denote a complex separable Hilbert space and $L(H)$ denotes the algebra of all bounded linear operators on $H$. If $T$ lies in $L(H)$, its spectrum $\sigma(T)$ is the set of all complex numbers $z$ such $z I-T$ is not invertible in $L(H)$ and its compression spectrum $\sigma_{\text {comp }}(T)$ is the set of all complex numbers $z$ such that the range $(z I-T)(H)$ is not dense in $H$ ( $[3, \mathrm{p}$. 240]). This paper is concerned with the SturmLiouville operator problem

$$
\begin{gather*}
X^{(2)}(t)-\lambda Q X(t)=0 \\
E_{1} X(0)+E_{2} X^{(1)}(0)=0  \tag{1.1}\\
F_{1} X(a)+F_{2} X^{(1)}(a)=0, \quad 0 \leqq t \leqq a
\end{gather*}
$$

where $\lambda$ is a complex parameter and $X(t), Q, E_{i}, F_{i}$, for $i=1,2$, and $t \in[0, a]$, are bounded operators in $L(H)$. For the scalar case, the classical Sturm-Liouville theory yields a complete solution of the problem, see [4], and [7]. For the finite-dimensional case, second order operator differential equations are important in the theory of damped oscillatory systems and vibrational systems ( $[2,6]$ ). Infinite-dimensional differential equations occur frequently in the theory of stochastic processes, the degradation of polymers, infinite ladder network theory in engineering [1, 17], denumerable Markov chains, and moment problems [10,20]. Sturm-Liouville operator problems have been studied by several authors and with several techniques ([12, 13, 14, 15, 16]).

In order to solve the operator differential equation

$$
\begin{equation*}
X^{(2)}(t)-\lambda Q X(t)=0 \tag{2.1}
\end{equation*}
$$

and in an analogous way to the scalar case, we obtain a fundamental set of solutions for the equation (2.1), from the existence of solutions for the algebraic characteristic operator equation

$$
\begin{equation*}
X^{2}-\lambda Q=0 \tag{3.1}
\end{equation*}
$$

Thus, explicit expressions for any solution of (2.1) are given in terms of solutions of the algebraic equation (3.1). In this sense, this paper can be regarded as a continuation of [8] and [9]. Notice that for the operator case, the equation (3.1) can be unsolvable, for example, if $\lambda Q$ is an unilateral weighted shift operator, the equation (3.1) is unsolvable ([19, p. 63]).

The resolution problem of the equation (3.1) is related to the problem of the existence of a linear factorization of the polynomial operator $L(z)=z^{2}-\lambda Q$. So, for the finitedimensional case, the equation (3.1) is solvable, if and only if, the companion operator

$$
C_{L}=\left[\begin{array}{rr}
0 & 1 \\
-Q & 0
\end{array}\right]
$$

is diagonable. The infinite-dimensional case is treated in [18], in a more general context. In order to obtain explicit solutions of the equation (3.1), the Riesz-Dunford functional calculus yields such an expression. In fact, if $\alpha$ is a real number with $0 \leqq \alpha<2 \pi, H_{\alpha}$ is the half-line $\{-r \exp (i \alpha), r \geqq 0\}$, and $D_{\alpha}$ is the complementary set of $H_{\alpha}$ in the complex plane, there is an analytic determination of the complex logarithm $\log _{\alpha}$, defined in $D_{\alpha}$. Thus, if the spectrum $\sigma(\lambda Q)$ is contained in $D_{\alpha}$, from the Riesz-Dunford functional calculus, [5], a solution of the equation (3.1) is given by the expression $X_{0}=$ $\exp \left(\log _{\alpha}(\lambda Q) / 2\right)$. Moreover, if the operator $\lambda Q$ has a finite spectrum, this operator $\mathrm{X}_{0}$ can be computed as a polynomial in $\lambda Q$, see [5, Th. VII. 16]. In particular, this computation is available for the finite-dimensional case. The above condition $\sigma(\lambda Q) \subset D_{\alpha}$ is satisfied by a lot of operators, as it is shown in the following example.

Example 1. Let $Q$ be an operator in $L(H)$ such that its spectrum $\sigma(Q)$ is contained in $\mathbb{C} \sim L$, where $L$ is a half-line, $L=\{-r \exp (i s) ; r \leqq 0\}$. If we write the complex number $\lambda$, in the form $\lambda=|\lambda| \exp (i t)$, for some $t$ in $[0,2 \pi[$, then one has $\sigma(\lambda Q)=\{\lambda z ; z \in \sigma(Q)\}$ and taking $\alpha=s+t$, it turns out that $\sigma(\lambda Q) \subset D_{\alpha}$, notice that if $s+t \geqq 2 \pi$, then $D_{\alpha}=D_{\alpha-2 \pi}$, and $\alpha^{\prime}=\alpha-2 \pi$, satisfies $\sigma(\lambda Q) \subset D_{\alpha^{\prime}}$. In particular, any operator $Q$ whose spectrum $\sigma(Q)$ is contained in a proper sector of the complex plane satisfies the above condition.

We study separately the cases $\lambda=0$ and $\lambda \neq 0$, and we suppose that for $\lambda \neq 0$, the spectrum $\sigma(\lambda Q)$ is contained in $D_{\alpha}$, for some $\alpha$ in $[0,2 \pi[$.

## 2. Explicit solutions for Sturm-Liouville operator problems

Let us consider the operator matrix

$$
\left[\begin{array}{ll}
A_{11} & A_{12}  \tag{1.2}\\
A_{21} & A_{22}
\end{array}\right]: H \oplus H \rightarrow H \oplus H
$$

where $A_{i j}, 1 \leqq i, j \leqq 2$, are operators in $L(H)$. If $A_{22}$ is invertible, then it follows that

$$
A=\left[\begin{array}{cc}
I & A_{12} A_{22}^{-1} \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
A_{11}-A_{12} A_{22}^{-1} A_{21} & 0 \\
0 & A_{22}
\end{array}\right]\left[\begin{array}{cc}
I & 0 \\
A_{22}^{-1} A_{21} & I
\end{array}\right] .
$$

Since the first and third factor in the right hand side of this identity are invertible in $L(H \oplus H)$, it follows that $A$ is invertible if and only if the operator $W=A_{11}-A_{12} A_{22}^{-1} A_{21}$ is invertible. In this case, it is easy to show that

$$
A^{-1}=\left[\begin{array}{cc}
W^{-1} & -W^{-1} A_{12} A_{22}^{-1}  \tag{2.2}\\
-A_{22}^{-1} A_{21} W^{-1} & A_{22}^{-1} A_{21} W^{-1} A_{12} A_{22}^{-1}+A_{22}^{-1}
\end{array}\right] .
$$

Otherwise, if $A_{11}$ is invertible, one gets

$$
A=\left[\begin{array}{cc}
I & 0 \\
A_{22} A_{11}^{-1} & I
\end{array}\right]\left[\begin{array}{cc}
A_{11} & 0 \\
0 & A_{22}-A_{21} A_{i}^{-1} A_{12}
\end{array}\right]\left[\begin{array}{cc}
I & A_{11}^{-1} A_{12} \\
0 & I
\end{array}\right] .
$$

Thus, $A$ is invertible if and only if, $V=A_{22}-A_{21} A_{11}^{-1} A_{12}$ is invertible. In this case one easily computes that

$$
A^{-1}=\left[\begin{array}{cc}
A_{11}^{-1} A_{12} V^{-1} A_{21} A_{11}^{-1}+A_{11}^{-1} & -A_{11}^{-1} A_{12} V^{-1}  \tag{3.2}\\
-V^{-1} A_{21} A_{11}^{-1} & V^{-1}
\end{array}\right]
$$

From here the following result is proved.

Lemma 1. Let $A$ be the operator defined by (1.2). Then it follows that:
i) If $A_{22}$ is invertible, the operator $A$ is invertible if and only if, the operator $W=$ $A_{11}-A_{12} A_{22}^{-1} A_{21}$ is invertible. In this case $A^{-1}$ is given by (2.2).
(ii) If $A_{11}$ is invertible, the operator $A$ is invertible if and only if, the operator $V=$ $A_{22}-A_{21} A_{11}^{-1} A_{12}$ is invertible. In this case $A^{-1}$ is given by (3.2)

The following result yields an explicit expression for any solution of the operator differential equation (2.1) under the compatibility hypothesis of the algebraic equation (3.1).

Lemma 2. Let us consider the operator differential equation (2.1), where $\lambda \neq 0$ and $Q$ is an invertible operator such that $\sigma(\lambda Q) \subset D_{\alpha}$, for some $\alpha \in\left[0,2 \pi\left[\right.\right.$. Let $X_{0}=\exp \left(\left(\log _{\alpha}(\lambda Q) / 2\right)\right.$ be a square root of $\lambda Q$, then for any solution $X$ of (2.1), there are operators $C$ and $D$ such that

$$
\begin{equation*}
X(t)=\exp \left(t X_{0}\right) C+\exp \left(-t X_{0}\right) D \tag{4.2}
\end{equation*}
$$

These operators $C$ and $D$ are uniquely determined by the expressions

$$
\begin{equation*}
C=X(0) / 2+X_{0}^{-1} X^{(1)}(0) / 2 ; \quad D=X(0) / 2-X_{0}^{-1} X^{(1)}(0) / 2 . \tag{5.2}
\end{equation*}
$$

Proof. It is clear that $X$ given by (4.2) is a solution of the equation (2.1). From the uniqueness for a Cauchy problem, [11], it is sufficient to show that given $C_{0}=X(0)$ and $C_{1}=X^{(1)}(0)$, there are operators $C$ and $D$ in $L(H)$ which satisfy the condition (5.2). From
(4.2), it is equivalent to prove the existence of operators $C$ and $D$ such that

$$
X(0)=C_{0}=C+D ; \quad X^{(1)}(0)=C_{1}=X_{0} C-X_{0} D
$$

that is,

$$
\left[\begin{array}{cc}
I & I  \tag{6.2}\\
X_{0} & -X_{0}
\end{array}\right]\left[\begin{array}{l}
C \\
D
\end{array}\right]=\left[\begin{array}{l}
C_{0} \\
C_{1}
\end{array}\right]
$$

From the spectral mapping theorem, [5, p. 569], $X_{0}$ is an invertible operator and from Lemma 1, the first operator matrix in the left hand side of (6.2) is invertible in $L H \oplus H$ ). Thus, from (6.2) and Lemma 1, it follows that

$$
\left[\begin{array}{l}
C \\
D
\end{array}\right]=\left[\begin{array}{cc}
I & I \\
X_{0} & X_{0}
\end{array}\right]^{-1}\left[\begin{array}{l}
C_{0} \\
C_{1}
\end{array}\right]=\left[\begin{array}{cc}
I / 2 & X_{0}^{-1} / 2 \\
I / 2 & -X_{0}^{-1} / 2
\end{array}\right]\left[\begin{array}{l}
C_{0} \\
C_{1}
\end{array}\right] .
$$

From here the result is concluded.
The following result yields a characterization in order to assure that the only solution of the problem (1.1) is the trivial one. In the terminology of the scalar case, this means that $\lambda$ is not an eigenvalue of the Sturm-Liouville problem (1.1).

Theorem 1. Let us consider the boundary value problem (1.1), where $\lambda \neq 0$ and $Q$ is an invertible operator such that

$$
\begin{equation*}
\sigma(\lambda Q)=\{\lambda z ; z \quad \text { belongs to } \quad \sigma(Q)\} \subset D_{\alpha} \tag{7.2}
\end{equation*}
$$

for some $\alpha$ in $\left[0,2 \pi\left[\right.\right.$, and let $\mathbf{X}_{0}=\exp \left(\left(\log _{\alpha}(\lambda Q) / 2\right)\right.$. If the operator matrix

$$
S=\left[\begin{array}{cc}
E_{1}+E_{2} X_{0} & E_{1}-E_{2} X_{0}  \tag{8.2}\\
\left(F_{1}+F_{2} X_{0}\right) \exp \left(a X_{0}\right) & \left(F_{1}-F_{2} X_{0}\right) \exp \left(-a X_{0}\right)
\end{array}\right]
$$

is invertible, then the only solution of the Problem (1.1) is the trivial $X(t)=0$ for all $t$ in $[0, a]$. If $H$ is finite-dimensional, the invertibility of $S$ is a necessary and sufficient condition in order to assure that the only solution is the trivial one.

Proof. From Lemma 2, the general solution of the operator differential equation (2.1) takes the form expressed by (4.2). If we impose that $X(t)$ given by (4.2) satisfies the boundary value conditions of (1.1), it follows that the operators $C$ and $D$ must verify the conditions

$$
\begin{gathered}
E_{1}(C+D)+E_{2}\left(X_{0} C-X_{0} D\right)=0 \\
F_{1}\left(\exp \left(a X_{0}\right) C+\exp \left(-a X_{0}\right) D\right)+F_{2}\left(\exp \left(a X_{0} C-\exp \left(-a X_{0}\right) X_{0} D\right)=0\right.
\end{gathered}
$$

or equivalently,

$$
\begin{gather*}
\left(E_{1}+E_{2} X_{0}\right) C+\left(E_{1}-E_{2} X_{0}\right) D=0 \\
\left(F_{1}+F_{2} X_{0}\right) \exp \left(a X_{0}\right) C+\left(F_{1}-F_{2} X_{0}\right) \exp \left(-a X_{0}\right) D=0 \\
S\left[\begin{array}{l}
C \\
D
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right] . \tag{9.2}
\end{gather*}
$$

If $S$ is invertible, the only solution of (9.2) is $C=D=0$. If $H$ is finite-dimensional, the invertibility of $S$ is also a necessary condition in order to assure that the only solution of equation (9.2) is $C=D=0$.

Remark 1. If $H$ is infinite-dimensional and the complex number 0 belongs to the compression spectrum of $S$, that is, if $S(H \oplus H)$ is not dense in $H \oplus H$, then there are nonzero operators $C$ and $D$ such that (9.2) is verified and $S$ is not invertible. A lot of concrete examples are shown in the following.

Example 2. Let us consider the Problem (1.1) where $E_{2}=F_{2}=I, H$ is a complex separable Hilbert space with orthonormal basis $\left\{e_{n} ; n \geqq 1\right\}$ and let $\left\{u_{n}\right\}_{n \geqq 1}$ be a sequence of complex numbers convergent to a complex number $u$. Let us consider that $Q$ is the operator defined on $H$ by $Q\left(e_{j}\right)=0$ if $1 \leqq j \leqq k$, and $Q\left(e_{j}\right)=u_{j-k} e_{j}$, if $j>k$, and let $F_{1}=0$ and $E_{1}$ an injective unilateral weighted shift operator, defined by $E_{1}\left(e_{n}\right)=w_{n} e_{n+k}$, for some bounded sequence of complex numbers $\left\{w_{n}\right\}_{n \geqq 1}$, and for a fixed positive integer $k$. Then it follows that $X_{0}$ is given by the infinite diagonal matrix
that is, $X_{0}\left(e_{j}\right)=0$ if $1 \leqq j \leqq k$, and $X_{0}\left(e_{j}\right)=\left(\lambda u_{j-k}\right)^{1 / 2} e_{j}$, for $j>k$. Let us consider $a=1$. It is easy to show that $\left(F_{1}+F_{2} X_{0}\right) \exp \left(X_{0}\right)\left(e_{j}\right)=0$ if $1 \leqq j \leqq k$, and $\left(F_{1}+F_{2} X_{0}\right) \exp \left(X_{0}\right)\left(e_{j}\right)=$ $\left(\lambda u_{j-k}\right)^{1 / 2} \exp \left(\left(\lambda u_{j-k}\right)^{1 / 2}\right)$, for $j>k$. Moreover, as the ranges $\left(E_{1}+E_{2} X_{0}\right)(H)$ and $\left(E_{1}-E_{2} X_{0}\right)(H)$ are contained in the orthogonal complementary of the subspace $M=\operatorname{LIN}\left(\left\{e_{j} ; 1 \leqq j \leqq k\right\}\right)$. It turns out that considering $C$ and $D$ as any finite-dimensional projection with ranges contained in $M$, the condition (9.2) is satisfied.

Corollary 1. Let us consider the Problem (1.1) where $\lambda \neq 0, Q$ is an invertible operator which satisfies the condition (7.2) and $S$ is the operator defined by (8.2). Then there are
nontrivial solutions of (1.1), if and only if

$$
\begin{equation*}
0 \in \sigma_{\text {comp }}(S) . \tag{10.2}
\end{equation*}
$$

In this case the operator function defined by (4.2) is a solution of this problem, where $C$ and $D$ satisfy (9.2). If $N$ is a closed subspace of $H \oplus H$ that is orthogonal to the subspace $S(H \oplus H)$, and $N_{1}$ and $N_{2}$ are the subspaces of $H \oplus H$ defined by

$$
N_{1}=N \cap(H \oplus\{0\}), \quad N_{2}=N \cap(\{0\} \oplus H)
$$

then $C$ and $D$ can be chosen as the projections on $H$ with ranges $N_{1}$ and $N_{2}$ respectively.
Proof. It is a consequence of Theorem 1 and Remark 1.
Notice that different solutions for the Problem (1.1) can be found depending on the codimension of the subspace $S(H \oplus H)$. Lemma 1 permits us to find more concrete conditions than (10.2) in terms of data problem.

Corollary 2. Let us consider the Problem (1.1) where $\lambda \neq 0, Q$ is an invertible operator which satisfies (7.2) and $S$ is the operator defined by (8.2).
(i) If $F_{1}-F_{2} X_{0}$ is invertible, the condition (10.2) is equivalent to the condition

$$
\begin{equation*}
0 \in \sigma_{\mathrm{comp}}\left(\left(E_{1}+E_{2} X_{0}\right)-\left(E_{1}-E_{2} X_{0}\right)\left(\exp \left(a X_{0}\right)\left(F_{1}-F_{2} X_{0}\right)^{-1}\left(F_{1}+F_{2} X_{0}\right) \exp \left(a X_{0}\right)\right.\right. \tag{11.2}
\end{equation*}
$$

(ii) If $E_{1}+E_{2} X_{0}$ is invertible, the condition (10.2) is equivalent to the condition

$$
\begin{equation*}
0 \in \sigma_{\text {comp }}\left(\left(F_{1}-F_{2} X_{0}\right) \exp \left(-a X_{0}\right)-\left(F_{1}+F_{2} X_{0}\right) \exp \left(a X_{0}\right)\left(E_{1}+E_{2} X_{0}\right)^{-1}\left(E_{1}-E_{2} X_{0}\right)\right) \tag{12.2}
\end{equation*}
$$

Proof. It is an easy consequence of the proof of Lemma 1, taking into account that if $A_{22}$ is invertible, the subspace $A(H \oplus H)$ is not dense in $H \oplus H$, if and only if $\left(A_{11}-A_{12} A_{22}^{-1} A_{21}\right)(H)$ is not dense in $H$. By application of this fact to the operator $S$, part (i) is proved. An analogous consideration related to the proof of Lemma 1 (ii), yields the proof of (ii).

Corollary 3. Let us consider the Problem (1.1) where $\lambda \neq 0, Q$ is an invertible operator which satisfies the condition (7.2) and $S$ is the operator defined by (8.2).
(i) If $F_{1}-F_{2} X_{0}$ is invertible and the condition (11.2) is satisfied, then a solution of the Problem (1.1) is given by (4.2), where $C$ is any operator that satisfies

$$
\left(\left(E_{1}+E_{2} X_{0}\right)-\left(E_{1}-E_{2} X_{0}\right) \exp \left(a X_{0}\right)\left(F_{1}-F_{2} X_{0}\right)^{-1}\left(F_{1}+F_{2} X_{0}\right) \exp \left(a X_{0}\right)\right) C=0
$$

and

$$
D=\exp \left(a X_{0}\right)\left(F_{1}-F_{2} X_{0}\right)^{-1}\left(F_{1}+F_{2} X_{0}\right) \exp \left(a X_{0}\right) C .
$$

(ii) If $E_{1}+E_{2} X_{0}$ is invertible and the condition (12.2) is satisfied, then the operator function defined by (4.2) where $D$ is any operator that satisfies

$$
\left(\left(F_{1}-F_{2} X_{0}\right) \exp \left(-a X_{0}\right)-\left(F_{1}+F_{2} X_{0}\right) \exp \left(a X_{0}\right)\left(E_{1}+E_{2} X_{0}\right)^{-1}\left(E_{1}-E_{2} X_{0}\right)\right) D=0
$$

and $C=-\left(E_{1}+E_{2} X_{0}\right)^{-1}\left(E_{1}-E_{2} X_{0}\right) D$, defines a solution of $(1.1)$.

Proof. It is a consequence of Corollary 2 and the proof of Theorem 1. Moreover, notice that from (11.2) and (12.2), the operators $C$ and $D$ can be chosen in such way that $X(t)$ given by (4.2) is a non trivial solution of (1.1).

The following is concerned with the study of the boundary value problem (1.1) where $\lambda=0$. In this case, the operator differential equation (2.1) takes the form $X^{(2)}(t)=0$, and it is clear that the only solution of this equation which satisfies the initial conditions $X(0)=C_{0}$ and $X^{(1)}(0)=C_{1}$, is the operator function $X(t)=C_{0}+C_{1} t$, for all $t$ in $[0, a]$.

Theorem 2. Let us consider Problem (1.1) where $\lambda=0$. Let $T$ be the operator matrix

$$
T=\left[\begin{array}{cc}
E_{1} & E_{2}  \tag{13.2}\\
F_{1} & a F_{1}+F_{2}
\end{array}\right]
$$

(i) Problem (1.1) with $\lambda=0$ has only the trivial solution if and only if the subspace $T(H \oplus H)$ is dense in $H \oplus H$, that is, if $0 \notin \sigma_{\text {comp }}(T)$. In particular, if $H$ is finitedimensional, there are non trivial solutions if and only if, $T$ is invertible.
(ii) Under the hypothesis of (i), if $E_{1}$ is invertible, the operator function $X(t)=C_{0}+C_{1} t$, is a non trivial solution of (1.1), if $C_{1}$ is any operator that satisfies

$$
\begin{equation*}
\left(F_{2}+F_{1}\left(a I-E_{1}^{-1} E_{2}\right)\right) C_{1}=0 \tag{14.2}
\end{equation*}
$$

and $C_{0}=-E_{1}^{-1} E_{2} C_{1}$.
(iii) Under the hypothesis of (i), if $a F_{1}+F_{2}$ is invertible, the operator function $X(t)=$ $C_{0}+C_{1} t$, is a non trivial solution of (1.1) if $C_{0}$ is any nonzero operator on $H$ which satisfies

$$
\begin{equation*}
\left(E_{1}-E_{2}\left(a F_{1}+F_{2}\right)^{-1} F_{1}\right) C_{0}=0 \tag{15.2}
\end{equation*}
$$

and $C_{1}=-\left(a F_{1}+F_{2}\right)^{-1} F_{1} C_{0}$.

Proof. If the general solution $X(t)=C_{0}+C_{1} t$, satisfies the boundary value condition
of Problem (1.1), then it must verify the conditions

$$
\begin{gather*}
E_{1} C_{0}+E_{2} C_{1}=0  \tag{16.2}\\
F_{1}\left(C_{0}+a C_{1}\right)+F_{2} C_{1}=0
\end{gather*}
$$

or equivalently

$$
\left[\begin{array}{cc}
E_{1} & E_{2} \\
F_{1} & a F_{1}+F_{2}
\end{array}\right]\left[\begin{array}{l}
C_{0} \\
C_{1}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

thus, the existence of nonzero operators $C_{0}, C_{1}$ is equivalent to the condition $T(H \oplus H)$ not dense in $H \oplus H$. From here (i) is proved.
(ii) If $E_{1}$ is invertible, then solving in (16.2) the result is immediate.
(iii) Solving in (16.2) the result is a consequence of the invertibility of the operator $a F_{1}+F_{2}$.
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