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formula will be of use; but it assumes a simple form in the
approximation to the cube root of a number B, viz.

a-b 1 a3 - R

For the nth root of B there is a similar formula

a — b ] a» — R

a +6 = n a" + R

the order of the error in b again being the cube of that in a.
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In the theory of statistics a set of quantities ax, a2, ..., av is
considered, and called a distribution. The moments of this dis-
tribution about its origin are defined by the equations

The Mean M of the distribution is defined as Mi 5 iixt = a{ — M, then
the moments of the distribution about its mean are defined by
the equations

Mi = 0 ; ^2 = — Sa:f ; /x3 = — 2a:?.

It is easy to show that ft2 = /4 — -^2 a n ( i that /x3 = /i'3 — 3M\t!% + 2J/3.
The variance, a2 = /x2, of the distribution is a measure of its disper-
sion or spread, and pt = fi\lti\ is a measure of its asymmetry or
skewness. All this appears in any elementary account of the
subject.
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From the above definitions we obtain

= -i[(v-l)So?-2Soioi]

p, = ^ _ 3Mi4 + 2M3 = -L Sa? - A So( So? + 4 (2a<)3

V V V

= -^ [(v2 - 3v + 2) 2a? _ 3 (v - 2) 2a? a,- + 12 So4 a,- a J

Let us now take a random sample, say ax, a2, ..., an of n objects
of the parent distribution (the sample is taken without replace-
ment, and so is random but not simple). The mean of this sample

is by = — ( « ! + . . + an). There are "Cn possible samples, with the
n

same number of possible means; these have a distribution, the
sampling distribution of means of n members from the parent
distribution. The object of this note is to obtain by elementary
algebra some of the parameters of this distribution, and of the
corresponding distribution of variances.

The mean mi of the sampling distribution is given by

m'i = — (by + ..) (summing over the "Cn samples)

where 6i = —(«i + •• + #»)• The individual a^ occurs in "~1Cn_in
samples, so

m\ = - - "^1Cre_1 2a,: (summing from 1 to v)

1
v

The Mean of the sampling distribution of means is the mean
of the parent distribution.

Let m'2, wig be the second and third moments of the sampling
distribution about the origin, m2, ms the corresponding moments
about its mean. Then

m'2 = —-(6f+ . . ) , where 6f= -^l {a\ + . . +afj + 2(a1 a2+ . . +an_1an) .

https://doi.org/10.1017/S0950184300000094 Published online by Cambridge University Press

https://doi.org/10.1017/S0950184300000094


10 L. M. BROWN

Now a term such as a\ comes from a sample containing ax; there
are """1Cn_1 of these. A term such as axa2 comes from a sample
containing both a3 and a2; there are "~2Cn_2 of these. So

= * \(v - 1 ) 2a? + 2 (n - 1) So, aX
nv(v— 1)L J

. - . « , - mi -Jf« - w ; ~ ^ 1 } [(, - 1) Saf - 2 Sa,«,].

variance of the sampling distribution and the variance
of the parent are related by the equation

m2 _ v — n __
fiz n(v—l)'

Thus for 1 < n < v, mz/^ is positive and less than one. The
variance of the sample means is less than the variance of the
parent.

As v -?• oo , we obtain the well known result mz = cP/n.

In the same way, m'z = — (b\ + ..), where

[ ( l n) { l z ) ( ) ] So as
before

3 (» — 1) „ 2 , 6 (w - 1) In - 2)

6(n —

2af + Sa* a, + ^ 2a, a, a,.

ms - 3 i f ma + 2 Jf3

. m3 _ v2 - 3 wv + 2 w2

•• n 2 ( l ) ( 2 ) '
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#o the parameter px of the parent distribution and the corre-
sponding parameter bx of the distribution of sample means are
related by the equation

Thus for 1 < n < v - 1, bx/Pi is less than 1. The skewness of the
sample means is less than the skewness of the parent; in fact, as
n grows from 1 to \v it decreases steadily from 1 to 0. The sign
of m% is the same as the sign of /u,3 if n < |v, but is opposite if
n > \v. If v -> oo , then b1/fi1 -> l/n.

Consider now the variances of the samples. The variance
$j of the sample au a2, . . , an is

I n I • • n) n
2 " "

= —2 j (w — 1) {a\ + . . + a?n) — 2 («! a2 +

Let us calculate the mean Jf,2 of these variances of the vGn

samples.

But the variance of the parent distribution is given by

So the mean of the sample variances is related to the variance
of the parent distribution by the equation

Mfi _n — 1 v
a2 n v — l '

The mean of the sample variances is always less than the variance
of the parent; in fact, if we denote the variance m2 of the dis-
tribution of means by a2

m, equations II and V lead to the result
a2 - M,2 = <£. VI

As v -> oo, equation V reduces to the well known result
M,2 = (n - 1) a2In.
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