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Supports of Extremal Doubly Stochastic
Measures

Abbas Moameni

Abstract. A doubly stochastic measure on the unit square is a Borel probability measure whose
horizontal and vertical marginals both coincide with the Lebesgue measure. _e set of doubly sto-
chasticmeasures is convex and compact so its extremal points are of particular interest. _e problem
number 111 of Birkhoò is to provide a necessary and suõcient condition on the support of a doubly
stochastic measure to guarantee extremality. It was proved by Beneš and Štėpán that an extremal
doubly stochasticmeasure is concentrated on a set which admits an aperiodic decomposition. Hes-
tir andWilliams later found a necessary condition which is nearly suõcient by further reûning the
aperiodic structure of the support of extremal doubly stochastic measures. Our objective in this
work is to provide amore practical necessary and nearly suõcient condition for a set to support an
extremal doubly stochasticmeasure.

1 Introduction

An n×n doubly stochasticmatrix is a real matrix whose entries are non-negative and
whose rows and columns individually sum to one. A classical theorem due toBirkhoò
[6] and von Neumann [20] states that the set of doubly stochasticmatrices is the con-
vex hull of the set of n × n permutation matrices. Birkhoò proposed the problem of
extending this to an inûnite dimensional analogue known as Birkhoò ’s Problem #111
[7]. _is project has been taken up at various points since its formulation. A doubly
stochastic measure on the square refers to a non-negative Borel probability measure
on [0, 1]×[0, 1]whose horizontal and vertical marginals both coincidewith Lebesgue
measurem on [0, 1]. Let us denote this set of doubly stochasticmeasures byΠ(m,m)
that is indeed a convex and weak-∗ compact set. A measure γ in Π(m,m) is an ex-
tremal point if it cannot bewritten as a convex combination ofmeasures in Π(m,m).
Doubly stochasticmeasures and their extremal points are interesting objects to study
for several reasons. For instance, all joint probability distributions can be represented
using doubly stochasticmeasures. In particular, there has been extensive study on the
class of extremal doubly stochasticmeasures whose support is contained in a hairpin
set (see [12,14,21,23,24]). From the applied probability point of view, doubly stochas-
ticmeasures are a class of probabilitymeasures that is in one-to-one correspondence
with the class of copulas (see [19]). _ey are also extremely important in the theory
of Monge-Kantorovich optimal mass transportation to prove uniqueness of optimal
transference plans (see [1,9, 17,22,25]).
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382 A. Moameni

One can formulate the problem in slightly greater generality, by replacing the two
copies of ([0, 1],m) with probability spaces (X , µ) and (Y , ν), where X and Y are
complete separablemetric spaces equipped with Borel probability measures µ and ν,
respectively. Denote byΠ(µ, ν) the set of Borel probabilitymeasures on X×Y having
µ and ν as marginals. It what follows we say that γ ∈ Π(µ, ν) is concentrated on a set
S if the outer measure of its complement is zero, i.e., γ∗(Sc) = 0.
Characterizations of extremal doubly stochasticmeasures originally given byDou-

glas and Lindenstrauss [11, 15] states that a measure γ ∈ Π(µ, ν) is extremal if and
only if L1(X; dµ) ⊕ L1(Y ; dν) is dense in L1(X × Y ; dµ ⊗ dν). _is characterization
is framed in a functional analytic language which does not give a simple test for ex-
tremality; nor is it obvious how this criterion could be reduced to a condition on the
support of γ in X × Y . Signiûcant further progress was made by Beneš and Štěpán
[3]. We shall need a few preliminaries before stating their result. For amap f from a
set X to a set Y denote by Dom( f ) the domain of f , by Ran( f ) the range of f and
by Graph( f ) the graph of f deûned by Graph( f ) = {(x , f (x)); x ∈ Dom( f )}. For
amap g from Y to X, the antigraph of g is denoted by Antigraph(g) and deûned by
Antigraph(g) = {(g(y), y); y ∈ Dom(g)}. If X is a topological space we denote by
B(X) its Borel σ-algebra. Here we recall the deûnition of aperiodic representations
[3, 10].

Deûnition 1.1 Let X and Y be two sets, and let

f ∶Dom( f ) ⊆ X → Y and g∶Dom(g) ⊆ Y → X

be two maps. Deûne

T(x) =
⎧⎪⎪⎨⎪⎪⎩

g ○ f (x), x ∈ Dom( f ) ∩ f −1(Dom(g)) = D(T),
x , x ∉ D(T).

_e maps f , g are aperiodic if x ∈ D(T) implies that Tn(x) /= x for all n ≥ 1. If f , g
are aperiodic andGraph( f )∩Antigraph(g) = ∅, then S = Graph( f )∪Antigraph(g)
is called an aperiodic decomposition of S. Moreover, let (X ,B(X)) and (Y ,B(Y))
be Borel measure spaces and let the maps f and g be Borel measurable. Say that the
maps f and g are measure-aperiodic if any T-invariant probability measure deûned
on B(X) is concentrated on X ∖ D(T).

Here is the result of Beneš and Štěpán [3] regarding doubly stochastic measures
with aperiodic supports.

_eorem 1.2 ([3]) Let (X ,B(X), µ) and (Y ,B(Y), ν) be complete separable Borel
metric spaces. If γ is an extremal point of Π(µ, ν), then γ is concentrated on a set
which admits an aperiodic decomposition. Moreover, let f ∶Dom( f ) ⊆ X → Y and
g∶Dom(g) ⊆ Y → X be aperiodicmeasurablemaps with Graph( f )∩Antigraph(g) =
∅. _en there exists at most one γ ∈ Π(µ, ν) that is concentrated on S = Graph( f ) ∪
Antigraph(g) provided f and g aremeasure-aperiodic.

Note that the uniqueness result in the latter theorem implies extremality as an im-
mediate consequence. Hestir and Williams [13] provided an alternate proof of the
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latter _eorem while further reûning the structure these graphs should take, and
rewriting them in terms of limb numbering systems. Here we recall the notion of
a numbered limb system proposed byHestir andWilliams [13] to the unit square and
adapted by Ahmed, Kim, andMcCann [1] to X × Y .

Deûnition 1.3 (Numbered limb system) Let X and Y be Borel subsets of complete
separablemetric spaces. A relation S ⊂ X × Y is a numbered limb system if there is a
sequence ofmaps f2i ∶Dom( f2i) ⊂ Y → X and f2i−1∶Dom( f2i−1) ⊂ X → Y such that
S = ⋃∞i=1(Graph( f2i−1) ∪Antigraph( f2i)) , with

(i) Ran( f i) ⊂ Dom( f i−1) for each i > 1,
(ii) Dom( f i) ∩Dom( f j) = ∅ for i − j even,
(iii) Ran( f1) ∩Dom( f2i) = ∅ for all i ≥ 1.

Bymaking use of the axiom of choice,Hestir andWilliams deduced from the ape-
riodicity condition of Beneš and Štěpán [3] that each extremal doubly stochasticmea-
sure vanishes outside some numbered limb system. Conversely, by assuming that the
graphs (and antigraphs) comprising the system are Borel subsets of the square, they
proved that vanishing outside a number limb system is suõcient to guarantee ex-
tremality of a doubly stochastic measure. _eir converse result was extended in the
more general setting of subsets X ×Y of complete separablemetric spaces, and under
a weaker measurability hypothesis on the graphs and antigraphs [1, 9]. By revealing
a hidden structure of linear preorder with universally measurable graphs, Bianchini
and Caravenna [4, 5] established an interesting result about the extremality of doubly
stochasticmeasures (see also Remark 2.2).

_e diõculty of applying _eorem 1.2 to prove extremality resides partly in the
fact that any geometrical characterization of extremality must be invariant under ar-
bitrary measure-preserving transformations applied independently to the horizontal
or vertical variables. In this work we replace the aperiodic and measure-aperiodic
hypothesis in _eorem 1.2 with amore practical one.

Deûnition 1.4 For functions f ∶Dom( f ) ⊆ X → Y and g∶Dom(g) ⊆ Y → X we say
that the graph of f is strongly disjoint from the antigraph of g provided
(i) Graph( f ) ∩Antigraph(g) = ∅;
(ii) there exists a bounded function θ∶Y → R such that θ( f ○ g(y)) > θ(y) for

every y ∈ Dom( f ○ g).
If X and Y are Borel Polish spaces and f , g are Borel measurable, say that the graph
of f is strongly disjoint from the antigraph of g in ameasurable way if conditions (i)
and (ii) hold with θ∶Y → R being Borel measurable.

_e existence of a numbered limb system is formally, i.e., without looking at mea-
surability-type properties, equivalent to the existence of a pair f , g whose graph and
antigraph are strongly disjoint. Indeed, the construction of f , g from a numbered
limb system is done in the proof of _eorem 2.6. Moreover, the construction of a
numbered limb system from a “strongly disjoint pair” follows from the aperiodicity
proven in the proof of_eorem 1.5 and the theory developed byHestir andWilliams.
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Here we state our main theorem in this paper.

_eorem 1.5 Let (X ,B(X), µ) and (Y ,B(Y), ν) be complete separable Borel met-
ric spaces. Let f ∶Dom( f ) ⊆ X → Y and g∶Dom(g) ⊆ Y → X be two measur-
able functions such that the graph of f is strongly disjoint from the antigraph of g in
a measurable way. _en there exists at most one γ ∈ Π(µ, ν) that is concentrated on
S = Graph( f ) ∪ Antigraph(g). Moreover, if γ is an extremal point of Π(µ, ν), then
there exist functions f ∶Dom( f ) ⊆ X → Y and g∶Dom(g) ⊆ Y → X such that γ is
concentrated on Graph( f )∪Antigraph(g) and the graph of f is strongly disjoint from
the antigraph of g.

_e most important application of the latter theorem is to prove uniqueness re-
sults for optimal mass transport problems. To be more precise, let c∶X × Y → R be
a bounded continuous function and consider the following problem (known as the
Monge–Kantorovich problem),

(MK) inf{∫
X×Y

c(x , y) dπ; π ∈ Π(µ, ν)} .

When ameasure in Π(µ, ν) minimizes the cost, it will be called an optimal plan. For
each γ ∈ Π(µ, ν) we deûne the set-valued function Fγ ∶X → 2Y by

Fγ(x) = { y ∈ Y ; (x , y) ∈ Supp(γ)} ,

where Supp(γ) stands for the support of themeasure γ. _e domain of Fγ is deûned
by Dom(Fγ) = {x ∈ X; Fγ(x) /= ∅}. We have the following deûnition.

Deûnition 1.6 For each γ ∈ Π(µ, ν) and each continuous function c∶X × Y → R,
set D(γ, c) ∶= {x ∈ X;{argmax c(x , y); y ∈ Fγ(x)}is a singleton} , and deûne the
possibly set-valuedmap fγ ,c ∶X → 2Y by fγ ,c(x) = argmaxy∈Fγ(x) c(x , y).

We say that γ is c-extreme if there exists a full µ−measure subset X0 of X such that
(i) for each x ∈ Dom(Fγ) the set {argmax c(x , y); y ∈ Fγ(x)} is non-empty;
(ii) for all distinct points x1 , x2 ∈ X0 the following assertion holds.

{Fγ(x1) ∖ {y1}} ∩ {Fγ(x2) ∖ {y2}} = ∅,

for all y1 ∈ fγ ,c(x1) and y2 ∈ fγ ,c(x2).

_e following result was established in [18].

_eorem 1.7 Let c be a continuous and bounded function. If each optimal plan γ of
(MK) is c-extreme, then (MK) has a unique solution.

_eproofof_eorem1.7is a combination of the results in_eorem1.5 and theKan-
torovichdual of (MK). Indeed,we canmakeuseof the solutionsof the dual problem to
act as ameasurable function θ inDeûnition 1.4 to obtain extremality of optimal plans.
_e interested reader is referred to [18] for the proof of_eorem 1.7 and a comprehen-
sive analysis regarding the uniqueness results for Monge-Kantorovichmass transport
problems.
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We shall now provide some other applications of_eorem 1.5. In the ûrst one ,we
establish a criterion for the uniqueness ofmeasures in Π(µ, ν) that are concentrated
on the graphs of a countable set ofmeasurablemaps.

_eorem 1.8 Let X and Y be complete separable Borel metric spaces with Borel prob-
ability measures µ on X and ν on Y , and let {Ti}k

i=1 be a (possibly inûnite) sequence of
measurablemaps from X to Y . Assume that the following assertions hold.
(i) For each i ≥ 2 themap Ti is injective on the set

D i ∶= {x ∈ Dom(T1) ∩Dom(Ti);T1x /= Tix} ,

and Ran(Ti) ∩ Ran(Tj) = ∅ for all i , j ≥ 2 with i /= j.
(ii) _ere exists a bounded measurable function θ∶Y → R with the property that

θ(T1x) > θ(Tix) on D i .
_en there exists at most one γ ∈ Π(µ, ν) that is concentrated on ∪k

i=1Graph(Ti).

As an immediate consequence of the latter theorem we recover the following uni-
queness result due to Seethoò and Shi�ett [23].

Corollary 1.9 Let X = Y = [0, 1] and µ = ν be the Lebesguemeasure. If T1 ≤ T2 and
one of T1 or T2 is injective on D = {x;T1(x) /= T2(x)}, then there exists at most one
γ ∈ Π(µ, ν) that is concentrated on the graphs of T1 and T2.

Proof Suppose T2 is injective on D. One can deûne θ ∶ Y → R by θ(y) = −y.
Since T1 ≤ T2 then θ(T1(y)) > θ(T2(y)) on D. _e result then follows from _eo-
rem 1.8.

As another application of _eorem 1.5, by relaxing the measurability hypotheses
required by Hestir and Williams [13], we show that there exists at most one doubly
stochastic measure vanishing outside a limb numbering system by imposing some
mildmeasurability assumptions (see_eorem 2.6). Our measurability hypotheses is
diòerent from the one established in [1]. We remark that an example in [3] shows that
somemeasurability hypothesis is nevertheless required (see also [16]).

2 Proofs and More Applications

In this section we shall ûrst prove_eorems 1.5 and 1.8, and then proceed with more
applications of these theorems. Recall that a Polish space is a separable completely
metrizable topological space. _e following result is useful in the sequel.

Lemma 2.1 Let X and Y be Borel Polish spaces. Suppose that f ∶Dom( f ) ⊆ X → Y
and g∶Dom(g) ⊆ Y → X are Borel measurable. _e following assertions are equivalent.
(i) _ere exists a bounded measurable function θ∶Y → R such that θ( f ○ g(y)) >

θ(y) for all y ∈ Dom( f ○ g).
(ii) _ere exists a bounded measurable function θ̃∶X → R such that θ̃( g ○ f (x)) >

θ̃(x) for all x ∈ Dom(g ○ f ).
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Proof (i) → (ii). Since θ is bounded, we have that ∥θ∥∞ ∶= supy∈Y ∣θ(y)∣ < ∞.
Deûne θ̃∶X → R by

θ̃(x) =
⎧⎪⎪⎨⎪⎪⎩

θ( f (x)) , x ∈ Dom( f ),
∥θ∥∞ + 1, x ∉ Dom( f ).

_e boundedness of θ̃ follows from the boundedness of θ. It is also easily seen that θ̃
ismeasurable as both θ and f aremeasurable. We now show that θ̃( g ○ f (x)) > θ̃(x)
for all x ∈ Dom(g ○ f ). Take x ∈ Dom(g ○ f ). So it follows that x ∈ Dom( f ) and
θ̃(x) = θ( f (x)) . We have two cases.
Case I: If g ○ f (x) ∈ Dom( f ), then f (x) ∈ Dom( f ○ g) and

θ̃( g ○ f (x)) = θ( f ○ g ○ f (x)) > θ( f (x)) = θ̃(x).
Case II: If g ○ f (x) ∉ Dom( f ), then

θ̃( g ○ f (x)) = ∥θ∥∞ + 1 > θ( f (x)) = θ̃(x).
_is completes the proof of (i) → (ii). _e other direction follows from the same
argument.

Proof of_eorem 1.5:_e nearly suõcient condition We will use _eorem 1.2 to
prove this part. By assumptions f ∶Dom( f ) ⊆ X → Y and g∶Dom(g) ⊆ Y → X are
Borel measurable and the graph of f is strongly disjoint from the antigraph of g in a
measurable way. _is implies that Graph( f ) ∩ Antigraph(g) = ∅ and there exists a
Borel measurable bounded function θ∶Y → R such that θ( f ○ g(y)) > θ(y) for all
y ∈ Dom( f ○ g) . Deûne T ∶X → X as in Deûnition 1.1, i.e.,

T(x) =
⎧⎪⎪⎨⎪⎪⎩

g ○ f (x), x ∈ Dom( f ) ∩ f −1(Dom(g)) r = D(T),
x , x ∉ D(T).

We shall now proceed with the rest of the proof in two steps. In the ûrst step we
show that f and g are aperiodic and in the second step we show that f and g are
measure-aperiodic. _en the result follows from _eorem 1.2.

Step 1: Assume that there exist x ∈ D(T) = Dom( f ) ∩ f −1(Dom(g)) and n ∈ N
such that (g ○ f )n(x) = x. It follows that there exists y ∈ g−1(x) such that

(2.1) f ○ (g ○ f )n−1(x) = y.
By induction we shall verify that the following inequality holds for every k ≤ n,

(2.2) θ( f ○ (g ○ f )k−1(x)) ≥ θ( f (x)) .
It obviously holds for k = 1. Assuming it holds for k < n we prove that it holds for
k + 1. We have

θ( f ○ (g ○ f )k(x)) = θ( f ○ g ○ ( f ○ g)k−1 ○ f (x))
≥ θ(( f ○ g)k−1 ○ f (x)) (since by assumption θ ○ f ○ g ≥ θ)
= θ( f ○ (g ○ f )k−1(x))
≥ θ( f (x)) (since the inequality holds for k)
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_is completes the induction. It now follows from (2.1) and (2.2) that

θ(y) = θ( f ○ (g ○ f )n−1(x)) ≥ θ( f (x)) .

_us θ(y) ≥ θ( f (x)) . Taking into account y ∈ g−1(x),we have θ(y) ≥ θ( f ○ g(y)) .
_is leads to a contradiction, as θ(y) < θ( f ○ g(y)) .

Step 2: To prove that f and g aremeasure-aperiodic we need to show that any T-
invariant probability measure on B(X) is concentrated in X ∖ D(T) where D(T) =
Dom( f ) ∩ f −1(Dom(g)) . Suppose that λ is a T−invariant probability measure on
B(X).
By assumption there exists a bounded measurable function θ∶Y → R such that

θ( f ○ g(y)) > θ(y) for all y ∈ Dom( f ○ g). It follows from Lemma 2.1 that there
exists a boundedmeasurable function θ̃∶X → R such that θ( g ○ f (x)) > θ(x) for all
x ∈ Dom(g ○ f ). Since λ is T−invariant, it follows that

∫
X
θ̃(T(x)) dλ = ∫

X
θ̃(x) dλ.

Since T(x) = x on X ∖ D(T), we obtain that ∫D(T) θ̃(T(x)) dλ = ∫D(T) θ̃(x) dλ.
Since T = g ○ f on D(T), it follows from the latter identity that

∫
D(T)

[ θ̃( g ○ f (x)) − θ̃(x)] dλ = 0.

However, the integrand is non-negative and therefore

θ̃( g ○ f (x)) = θ̃(x), λ-a.e. x ∈ D(T).

On the other hand, θ̃( g ○ f (x)) > θ̃(x) for all x ∈ D(T). _is indeed proves that λ
must be concentrated in X ∖ D(T) which completes the proof of Step (2).

Remark 2.2 _e condition that the graph of f and the antigraph of g are strongly
disjoint in ameasurable way also fulûlls the required assumption in [5,_eorem 4.1 ]
from which one obtains a diòerent proof for the nearly suõcient condition in _eo-
rem 1.5.

Note also that the uniqueness result in _eorem 1.5 implies extremality.

Corollary 2.3 Let (X ,B(X), µ) and (Y ,B(Y), ν) be complete separable Borel met-
ric spaces. Let f ∶Dom( f ) ⊆ X → Y and g∶Dom(g) ⊆ Y → X be two measurable
functions such that the graph of f is strongly disjoint from the antigraph of g in amea-
surable way. If γ ∈ Π(µ, ν) is concentrated on S = Graph( f )∪Antigraph(g), then γ is
an extremal point of Π(µ, ν).

Proof Suppose that there exist γ1 , γ2 ∈ Π(µ, ν) and 0 < t < 1 such that γ = tγ1 +
(1 − t)γ2. It implies that γ1 and γ2 are absolutely continuous with respect to γ and
therefore both γ1 and γ2 vanish outside S. According to _eorem 1.5 there exists at
most one doubly stochastic measure in Π(µ, ν) supported in S. Hence, γ1 = γ2 and
themeasure γ is an extremal point of Π(µ, ν).
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Proof of_eorem 1.8 For each i ≥ 2, since Ti is injective onD i ,we have that Ti(D i)
is ameasurable subset of Y [8,_eorem 6.8.6]. Deûne

g∶Dom(g) =
k
⋃
i=2

Ti(D i) ⊆ Y → X ,

by g(y) = Ti
−1
∣D i

(y) for y ∈ Ti(D i) and note that g is measurable. Deûne

f ∶Dom( f ) = Dom(T1) ⊆ X → Y ,
by f (x) = T1(x). We shall verify the assumptions of_eorem 1.5 for functions f and
g. Note that Graph( f )∩Antigraph(g) = ∅. In fact, ifGraph( f )∩Antigraph(g) /= ∅,
then there exists x ∈ Dom( f ) and y ∈ Dom(g) with (x , f (x)) = (g(y), y). It then
follows that y = f (x) = T1(x) and x = Ti

−1
∣D i

(y) for some 2 ≤ i ≤ k. _is is a
contradiction as T1(x) /= Ti(x) on D i . To conclude we need to verify that θ( f ○
g(y)) > θ(y) for every y ∈ Dom( f ○ g). Take y ∈ Dom(g) ∩ g−1(Dom( f )) . _ere
exists i ≥ 2 and x ∈ D i such that y = Ti(x). _us,

θ( f ○ g(y)) = θ( f ○ g ○ Ti(x)) = θ( f (x)) = θ(T1(x)) > θ(Ti(x)) = θ(y),
from which the result follows.

By making use of_eorem 1.8 one can easily generalize the result of Seethoò and
Shi�ett, i.e., Corollary 1.9, to higher dimensions. For

x = (x1 , . . . , xn), y = (y1 , . . . , yn)
in Rn we deûne x ⪯ y if and only if x i ≤ y i for all 1 ≤ i ≤ n.

Corollary 2.4 Let X = Y = [0, 1]n and µ = ν be the n-dimensional Lebesguemeasure.
Assume that T1 , T2 ∶ [0, 1]n → [0, 1]n are such that T1 ⪯ T2 and one of T1 or T2 is
injective on D = {x;T1(x) /= T2(x)}. _en there exists at most one γ ∈ Π(µ, ν) that is
concentrated on the graphs of T1 and T2.

Proof Suppose that T2 is injective onD. One can deûne θ∶Y → R by θ(y1 . . . , yn) =
−∑n

i=1 y i . Since T1 ⪯ T2, it is easily seen that θ(T1(x)) > θ(T2(x)) on D. _us, all
the requirements in _eorem 1.8 aremet and the result follows accordingly.

Here is another application of_eorem 1.8 for maps with disjoint ranges.

Corollary 2.5 Let X and Y be complete separable Borel metric spaces with Borel
probabilitymeasures µ on X and ν on Y . Let {Ti}k

i=1 be a sequence ofmeasurablemaps
from X toY such that Ti is injective for each i ∈ {2, . . . , k} and Ran(Ti)∩Ran(Tj) = ∅
for all 1 ≤ i , j ≤ k with i /= j. If Ran(T1) is measurable then there exists at most one
γ ∈ Π(µ, ν) that is concentrated on the graphs of T1 , T2 , . . . , Tk .

Proof Deûne θ(y) = χRan(T1)(y), the indicator function ofRan(T1). SinceRan(T1)
is measurable, we have that θ is a bounded measurable function. For each i ≥ 2 we
have Ran(T1) ∩ Ran(Ti) = ∅ and therefore for all x ∈ Dom(T1) ∩Dom(Ti) we have

θ(T1x) = 1 > 0 = θ(Tix).
_us the result follows from _eorem 1.8.
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In the following we provide an application of _eorem 1.5 to doubly stochastic
measures vanishing outside a limb numbering system (Deûnition 1.3). Recall that a
Souslin set is a continuous image of a Borel set in a Polish space. Obviously every
Borel set is a Souslin set.

_eorem 2.6 Let X and Y be complete separablemetric spaces, equipped with Borel
probabilitymeasures µ on X and ν on Y . Suppose that there is a numbered limb system,

S =
∞
⋃
i=1

(Graph( f2i−1) ∪Antigraph( f2i)) ,

with the property that ∪∞i=1 Graph( f2i−1) and ∪∞i=1 Antigraph( f2i) are Souslin (e.g.,
Borel measurable) subsets of X × Y . If one of the following assertions holds,
(i) Dom( f2i) is Borel measurable for every i ≥ 1,
(ii) Dom( f2i−1) is Borel measurable for every i ≥ 1,
then at most one γ ∈ Π(µ, ν) vanishes outside of S.

Proof Deûne g∶Dom(g) = ⋃∞i=1Dom( f2i) ⊆ Y → X, by g(y) = f2i(y) when y ∈
Dom( f2i). By disjointness of the domains of f2i , the function g is a single-valued
function and Antigraph(g) = ⋃∞i=1 Antigraph( f2i). Similarly deûne the function

f ∶Dom( f ) =
∞
⋃
i=1
Dom( f2i−1) ⊆ X → Y ,

by f (x) = f2i−1(x) when x ∈ Dom( f2i−1). By assumptions ∪∞i=1 Graph( f2i−1) and
∪∞i=0 Antigraph( f2i) are Souslin subsets of X × Y . _erefore, Antigraph(g) and
Graph( f ) are Souslin subsets of the product space from which we obtain that both
functions g∶Dom(g) ⊆ Y → X and f ∶Dom( f ) ⊆ X → Y are Borel measurable
[8, Lemma 6.7.1].

We now show that Graph( f )∩Antigraph(g) = ∅. If Graph( f )∩Antigraph(g) /=
∅, then there exist i , j ≥ 1 and x ∈ Dom( f2i−1) and y ∈ Dom( f2 j) such that

(x , f2i−1(x)) = ( f2 j(y), y) .

Since x = f2 j(y) ∈ Ran( f2 j) ⊂ Dom( f2 j−1), wemust have i = j. Similarly, if i > 1,

y = f2i−1(x) ∈ Rang( f2i−1) ⊂ Dom( f2i−2),

from which we have i − 1 = j which leads to a contradiction. _e case i = 1 also leads
to a contradiction as Rang( f1) ∩Dom( f2k) = ∅ for all k ≥ 1.

Suppose now that the ûrst assertion in the statement holds and Dom( f2i) is mea-
surable for every i ≥ 1. _e proof for the second assertion is similar. Deûne θ∶Y → R
by θ(y) = 2−i if y ∈ Dom( f2i) for some i ≥ 1, and θ(y) = 1 if y ∉ ⋃∞i=Dom( f2i).
Since for each i ≥ 1, Dom( f2i) is measurable we have that θ is a bounded Borel
measurable function. We show that θ satisûes the assumption of _eorem 1.5. Take
y ∈ Dom(g) ∩ g−1(Dom( f )) . _us, y ∈ Dom( f2k) for some k > 1. _is implies that
g(y) = f2k(y) and since Ran( f2k) ⊂ Dom( f2k−1), we have that

f ○ g(y) = f ○ f2k(y) = f2k−1 ○ f2k(y).
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_erefore, f ○ g(y) ∈ Ran( f2k−1). Since Ran( f2k−1) ⊂ Dom( f2k−2), we obtain

θ( f ○ g(y)) = 2−(k−1) > 2−k = θ(y).
_erefore, Graph( f ) is strongly disjoint from Antigraph(g) in a measurable way. It
now follows from _eorem 1.5 that at most one γ ∈ Π(µ, ν) can be supported on

Graph( f ) ∪Antigraph(g) =
∞
⋃
i=1

(Graph( f2i−1) ∪Antigraph( f2i)) .

Remark 2.7 Hestir andWilliams [13] proved that vanishing outside a number limb
system S = ⋃∞i=1(Graph( f2i−1)∪Antigraph( f2i)) , is suõcient to guarantee extremal-
ity of a doubly stochasticmeasure, provided that f i is Borel measurable for every i ≥ 1.
_eir result was later improved by Ahmed, Kim, andMcCann [1] by showing that if
Graph( f2i−1) andAntigraph( f2i) are γ-measurable subsets of X×Y for each i ≥ 1 and
for every γ ∈ Π(µ, ν) vanishing outside of S, then at most one γ vanishes outside S.

We conclude this section by completing the proof of_eorem 1.5.

Proof of_eorem 1.5: the necessary condition If γ is an extremal point of the con-
vex set Π(µ, ν), then by themain result ofHestir andWilliams [13] γ is concentrated
on a numbered limb system S = ⋃∞i=1(Graph( f2i−1)∪Antigraph( f2i)) . Deûne func-
tions f , g and θ as in the proof of_eorem 2.6. Even though these functions may not
bemeasurable but the graph of f is strongly disjoint from the antigraph of g.
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