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Abstract
The Basilica group is a well-known 2-generated weakly branch, but not branch, group acting on the binary rooted
tree. Recently, a more general form of the Basilica group has been investigated by Petschick and Rajeev, which is
an s-generated weakly branch, but not branch, group that acts on the m-adic tree, for s, m ≥ 2. A larger family of
groups, which contains these generalised Basilica groups, is the family of iterated monodromy groups. With the new
developments by Francoeur, the study of the existence of maximal subgroups of infinite index has been extended
from branch groups to weakly branch groups. Here we show that a subfamily of iterated monodromy groups, which
more closely resemble the generalised Basilica groups, have maximal subgroups only of finite index.

1. Introduction

Groups acting on rooted trees have drawn a great deal of attention over the last couple of decades because
they exhibit prominent features and solve several long-standing problems in group theory. The initial
examples studied were Grigorchuk’s groups of intermediate word growth ([13]; answering Milnor’s
question) and Gupta and Sidki’s examples of finitely generated infinite p-groups ([17]; providing an
explicit family of 2-generated counterexamples to the general Burnside problem). Ever since, attempts
have been made to characterise and generalise the groups of automorphisms of rooted trees. Today, the
Grigorchuk groups and the Gupta–Sidki groups are known as the first examples of groups in the family
of branch groups. Branch groups are groups acting level-transitively on a spherically homogeneous
rooted tree T and having subnormal subgroups similar to that of the full automorphism group Aut T of
the tree T; see Section 2 for definitions. The groups studied in this paper belong to a more general class
of groups, the weakly branch groups, obtained by weakening some of the algebraic properties of branch
groups; cf. [2].

The Basilica group is a 2-generated weakly branch, but not branch, group acting on the binary rooted
tree, which was introduced by Grigorchuk and Żuk in refs. [14] and [15]. It is the first known example of
an amenable [4] but not sub-exponentially amenable group [15]. In contrast to the Grigorchuk and the
Gupta–Sidki groups, the Basilica group is torsion-free and has exponential word growth [15]. Moreover,
it is the iterated monodromy group of the complex polynomial z2 − 1; see [21, Section 6.12.1]. The
generators of the Basilica group are recursively defined as follows:

a = (1, b) and b = (1, a)σ ,

where σ is the cyclic permutation which swaps the subtrees rooted at the first level of the binary rooted
tree, and (x, y) represents the independent action on the two maximal subtrees, where x, y ∈ Aut T .
Recently, Petschick and Rajeev [23] introduced a construction which relates the Basilica group and
the one-generated dyadic odometer O2 (also known as the adding machine). Let m, s ≥ 2 be integers
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and let G be a subgroup of the automorphism group Aut T of the m-adic tree T . The sth Basilica
group of G is given by Bass(G) = 〈βs

i (g) | g ∈ G, i ∈ {0, 1, . . . , s − 1} 〉, where βs
i : Aut T → Aut T are

monomorphisms given by

βs
i (g) = (1, . . . , 1, βs

i−1(g)) for i ∈ {1, . . . , s − 1},
βs

0(g) = (βs
s−1(g0), . . . , β

s
s−1(gm−1))g

ε ,

where gx is the restriction of g to the subtree rooted at a first-level vertex x ∈ {0, . . . , m − 1}, and gε is the
local action of the element g at the root of T . (In ref. [23], the generators βs

i (g), for i ∈ {1, . . . , s − 1}, are
defined along the leftmost spine and the element gε is acting from the left; however, the corresponding
sth Basilica group is isomorphic to the one defined here). We obtain the classical Basilica group by
applying the operator Bas2 to the dyadic odometer as follows: let c = (1, c)σ be the automorphism of
the binary rooted tree generating the dyadic odometer. Then, the generators of the Basilica group are
given by

a = β2
1 (c) and b = β2

0 (c).

This gives a natural generalisation of the Basilica group given by Bass(Om) for every pair of integers
m , s ≥ 2. Here, Om is the m-adic odometer, which is an embedding of the infinite cyclic group into the
automorphism group of the m-adic tree T , and is generated by

c = (1, m−1. . ., 1, c)σ

where σ = (0 1 · · · m − 1) is the m-cycle that cyclically permutes the m subtrees rooted at the first level
of T . The generalised Basilica groups Bass(Om) resemble the classical Basilica group, as they are weakly
branch, but not branch, torsion-free groups of exponential word growth [23, Theorem 1.6]. They are also
weakly regular branch over their derived subgroup.

Now, as we will see below, the generalised Basilica groups lie in the set of iterated monodromy groups
of post-critically finite complex polynomials, where a polynomial f is post-critically finite if the orbit of
the critical point 0 under iterations of f is finite. Iterated monodromy groups are more naturally defined
in terms of self-coverings of topological spaces, as done in ref. [21, Chapter 5], and these groups are of
interest since they encode information about the dynamics of such self-coverings. However, below we
will only abstractly define a subfamily of iterated monodromy groups that are of interest to us, and we
only study their algebraic properties. Therefore, we refer the reader to [21] for more information about
iterated monodromy groups in general.

We note that the iterated monodromy groups of the quadratic polynomials f (z) = z2 + c have been
studied in more depth. In ref. [3], Bartholdi and Nekrashevych identified the iterated monodromy groups
of post-critically finite quadratic polynomials f (z) = z2 + c. Among those groups, we are interested in
the groups K(v), which are defined as below.

Let s ≥ 2 and v= x0 · · · xs−2 be a word over the alphabet X = {0, 1}. The group K(v) is a subgroup of
automorphisms of the binary rooted tree generated by the elements a0, . . . , as−1, which are defined as

a0 = (1, as−1)σ , ai+1 =
{

(ai, 1) if xi = 0,

(1, ai) if xi = 1,

for i ∈ {0, 1, . . . , s − 2}. The quadratic polynomial associated with K(v) can be precisely defined in
terms of v; see [3, Section 5]. Note that if s = 1, then v is the empty word, then K(∅) is just the cyclic
group Z. Notice that K(1) is the classical Basilica group. Furthermore, by setting v= 1 s′. . .1, we get that
K(v)= Bass′+1(O2), for s′ ∈N. The group K(v) has a corresponding so-called kneading sequence, by
which the symbolic dynamics of quadratic complex polynomials are usually studied; see [3] for more
information.
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The recurrence relations in the definition of K(v) above suggests that one can generalise this notion
to groups acting on the m-adic tree, for any m ≥ 2. Let v= x0 · · · xs−2 be a word in the alphabet X =
{0, 1, . . . , m − 1}. Define

a0 = (1, . . . , 1, as−1)σ , and ai+1 = (1, xi−1. . ., 1, ai, 1, . . . , 1),

for i ∈ {0, 1, . . . , s − 2}, and K(v) as the group defined by the elements a0, . . . , as−1. Then, for v= 1 s′. . .1,
we have K(v)= Bass′+1(Om).

We establish the following basic properties of the groups K(v).

Theorem 1.1. Let m, s ≥ 2 be positive integers, and let v= x0 · · · xs−2 be a word in the alphabet X =
{0, 1, . . . , m − 1}. Then for the group K(v) defined by v, the following assertions hold:

(i) K(v) is an iterated monodromy group of a post-critically finite polynomial;
(ii) K(v) is super strongly fractal and level-transitive;
(iii) K(v) is not branch, but is weakly regular branch over its commutator subgroup K(v)

′;
(iv) K(v)/K(v)

′ ∼=Z
s;

(v) K(v) is torsion-free;
(vi) K(v) is contracting;
(vii) K(v) has exponential word growth.

The above results, apart from part (ii), were known for the case m = 2; see [3, Section 3]. We note that
the fact that the groups K(v) are contracting already follows from [7], but we give a self-contained proof
which yields more information about the contracting property of the groups. The property of exponential
word growth will not be utilised in this paper, so we instead refer the reader to [2, Chapter 10] for the
definition.

In this paper, we study the maximal subgroups of K(v) for constant words v; the case of non-constant
words prove to be much more difficult and would require a different approach. The study of maximal
subgroups of branch groups was initiated by Pervova [22], where she proved that the torsion Grigorchuk
groups do not contain maximal subgroups of infinite index. Thenceforth, attempts have been made to
generalise the results and techniques from [22], for instance see [1], [20], and [10]. Among which our
interest lies in the work of Francoeur [10] (or see [9, Section 8.4]), who provided a strategy to study the
maximal subgroups of weakly branch groups. In particular, he proved that the classical Basilica group
does not contain maximal subgroups of infinite index. Following this technique, we prove that K(v), for
constant words v, do not admit maximal subgroups of infinite index.

Theorem 1.2. Let m, s ≥ 2 be positive integers, and let v= t s−1. . . t be the constant word for some t ∈
{0, 1, . . . , m − 1}. Then, the group K(v) does not admit a maximal subgroup of infinite index.

Due to the different properties of the familyK(v), the final stages of our proof differ from previously seen
results; compare Theorem 5.6. This is also the first time that maximal subgroups of a weakly branch,
but not branch, group G have been considered for a group G with more than 2 generators.

It is interesting to note that there are currently no examples of finitely generated weakly branch,
but not branch, groups with maximal subgroups of infinite index. There are only examples of finitely
generated branch groups with maximal subgroups of infinite index; see [6, 11, 19]. It remains to be
seen whether being a finitely generated weakly branch group with maximal subgroups of infinite index
implies the group is branch.

Furthermore, in all known examples of finitely generated weakly branch, but not branch, groups with
maximal subgroups only of finite index, these groups have maximal subgroups that are not normal;
compare Remark 5.8 and [8, 12]. Therefore, it is also natural to ask if there exists a finitely generated
weakly branch, but not branch, group with all maximal subgroups of finite index and normal.
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Organisation. Section 2 contains preliminary material on groups acting on the m-adic tree, and Section
3 establishes basic properties of the groups K(v), that is, we prove Theorem 1.1. In Section 4, we record
some length-reducing properties of a large subfamily of the groups K(v), and in Section 5, we prove
Theorem 1.2.

2. Preliminaries

By N we denote the set of positive integers, and by N0 the set of non-negative integers.
Let m ∈N≥2 and let T = Tm be the m-adic tree, that is, a rooted tree where all vertices have m children.

Using the alphabet X = {0, 1, . . . , m − 1}, the vertices uω of T are labelled bijectively by the elements
ω of the free monoid X∗ in the following natural way: the root of T is labelled by the empty word and
is denoted by ε, and for each word ω ∈ X∗ and letter x ∈ X, there is an edge connecting uω to uωx. More
generally, we say that uω precedes uλ whenever ω is a prefix of λ.

There is a natural length function on X∗, which is defined as follows: the words ω of length |ω| = n,
representing vertices uω that are at distance n from the root, are the nth level vertices and constitute the
nth layer of the tree.

We denote by Tu the full rooted subtree of T that has its root at a vertex u and includes all vertices
succeeding u. For any two vertices u = uω and v = uλ, the map uωτ �→ uλτ , induced by replacing the prefix
ω by λ, yields an isomorphism between the subtrees Tu and Tv.

Now each f ∈ Aut T fixes the root, and the orbits of Aut T on the vertices of the tree T are the layers of
the tree T . The image of a vertex u under f will be denoted by uf . The automorphism f induces a faithful
action on X∗ given by (uω)f = uωf . For ω ∈ X∗ and x ∈ X, we have (ωx)f = (ωf )x′, for x′ ∈ X uniquely
determined by ω and f . This induces a permutation f ω of X which satisfies

(ωx)f = (ωf )xf ω, and consequently (uωx)f = u(ωf )xfω .

More generally, for an automorphism f of T , since the layers are invariant under f , for u ∈ X∗, the
equation

(uv)f = (uf )vfu for every v ∈ X∗,

defines a unique automorphism fu of T called the section of f at u. This automorphism can be viewed
as the automorphism of T induced by f upon identifying the rooted subtrees of T at the vertices u and
uf with the tree T . As seen here, we often do not differentiate between X∗ and vertices of T .

2.1. Subgroups of Aut T

Let G be a subgroup of Aut T acting level-transitively, that is, transitively on every layer of T . The vertex
stabiliser stG(u) is the subgroup consisting of elements in G that fix the vertex u. For n ∈N, the nth level
stabiliser StG(n) = ⋂

|ω|=n stG(uω) is the subgroup consisting of automorphisms that fix all vertices at
level n.

Each g ∈ StAut T(n) can be completely determined in terms of its restrictions to the subtrees rooted at
vertices at level n. There is a natural isomorphism

ψn : StAutT(n) −→
∏

|ω|=n
AutTuω

∼= AutT × mn· · · × AutT

defined by sending g ∈ StAut T(n) to its tuple of mn sections. For conciseness, we will omit the use of ψ1,
and simply write g = (g1, . . . , gm) for g ∈ StAut T(1).

Let ω ∈ Xn be of length n. We further define

ϕω:stAutT(uω) −→ AutTuω
∼= AutT

to be the map sending f ∈ stAut T(uω) to the section fuω .
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A group G ≤ Aut T is said to be self-similar if for all f ∈ G and all ω ∈ X∗ the section fuω belongs
to G. We will denote Gω to be the subgroup ϕω(stG(uω)).

Recall that for a group G generated by a finite symmetric subset S (i.e. a set for which S = S−1), for
every g ∈ G, the length of g with respect to S is

|g| = min{n ≥ 0 | g = s1 · · · sn, for s1, . . . , sn ∈ S}.
Now assume that G is a self-similar subgroup of Aut T . Then for every g ∈ G and every n ∈N0 ∪ {0}, let


n(g) = max{|gu| | |u| = n}.
If there exist λ< 1 and C, L ∈N such that


n(g) ≤ λ|g| + C, for every n> L and every g ∈ G,

then we say that the group G is contracting with respect to S.
Let G be a subgroup of Aut T acting level-transitively. Here, the vertex stabilisers at every level are

conjugate under G. We say that the group G is fractal if Gω := ϕω(stG(uω)) = G for every ω ∈ X∗, after
the natural identification of subtrees. Furthermore, we say that the group G is super strongly fractal if,
for each n ∈N, we have ϕω(StG(n)) = G for every word ω ∈ Xn of length n.

The rigid vertex stabiliser of u in G is the subgroup ristG(u) consisting of all automorphisms in G
that fix all vertices of T not succeeding u. The rigid nth level stabiliser is the direct product of the rigid
vertex stabilisers of the vertices at level n:

RistG(n) =
∏

|ω|=n
ristG(uω) � G.

We recall that a level-transitive group G is a branch group if RistG(n) has finite index in G for every
n ∈N; and G is weakly branch if RistG(n) is non-trivial for every n ∈N. If, in addition, the group G
is self-similar and there exists a subgroup 1 �= K ≤ G with K × m· · · × K ⊆ψ1(StK(1)) and |G : K|<∞,
then G is said to be regular branch over K. If in the previous definition the condition |G : K|<∞ is
omitted, then G is said to be weakly regular branch over K.

2.2. A basic result

Here we record a general result that will be useful in the sequel. For g ∈ Aut T , recall that gε denotes the
action induced by g at the root of T .

Lemma 2.1. For a self-similar group G ≤ Aut T , let z = (z0, . . . , zm−1)zε ∈ G′. Then z0 · · · zm−1 ∈ G′.

Proof. It suffices to prove the result for a basic commutator [g, h], where g, h ∈ G. Write g =
(g0, . . . , gm−1)gε and h = (h0, . . . , hm−1)hε . For notational convenience, let us write τ = (gε)−1 and κ =
(hε)−1, and for α ∈ Sym(X) and x ∈ X we write xα for the image α(x) of x under α. As

[g, h]

= τ (g−1
0 , . . . , g−1

m−1)κ(h−1
0 , . . . , h−1

m−1)(g0, . . . , gm−1)g
ε(h0, . . . , hm−1)hε

= (g−1
0τ , . . . , g−1

(m−1)τ )(h
−1
0τκ , . . . , h−1

(m−1)τκ )(g0τκ , . . . , g(m−1)τκ )(h0τκgε , . . . , h(m−1)τκgε )τκgεhε ,

the result follows.

3. Properties of K(v)

For any two integers i, j, let [i, j] denote the set {i, i + 1, . . . , j − 1, j}. In the following sections, we fix
m, s ∈N≥2. Let X = {0, 1, . . . , m − 1} and let v= x0 · · · xs−2 be a word in X∗. Recall that the group K(v)
is generated by the elements a0, . . . , as−1, where
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a0 = (1, . . . , 1, as−1)σ , and ai+1 = (1, xi−1. . ., 1, ai, 1, . . . , 1),

for i ∈ [0, s − 2].
To prove Theorem 1.1(i), we use the following characterisation of iterated monodromy groups by

Nekrashevych [21, Theorem 6.10.8] according to the notation given in [18, Theorem 5.8]:

Theorem 3.1. A subgroup G ≤ Aut T is isomorphic to a standard action of the iterated monodromy
group of a post-critically finite polynomial if and only if G is conjugate in Aut T to a group generated
by a finite invertible automaton A with the following properties:

(1) For each non-trivial a ∈ A, there is a unique b ∈ A and x ∈ X with bx = a.
(2) For each a ∈ A and each cycle (x1 x2 · · · xn) of the action of a on X, the section axi is non-trivial

for at most one xi.
(3) The multi-set of permutations defined by the set of states of A acting on X is tree-like.
(4) Let a1 �= a2 be non-trivial states of A with ε �= v1, v2 ∈ T satisfying (ai)vi = ai and ai(vi) = vi for

i ∈ {1, 2}. Then, there is no h ∈ G with h(v1) = v2 and hv1 = h.

We refer the reader to [21] or [18] for any unexplained terminology.

Proof of Theorem 1.1(i). We will show that the above four conditions hold for K(v). Conditions (1)
and (2) of Theorem 3.1 are clear from the definition of the generators ai. For condition (3), notice that
a0 is the only generator of K(v) that acts non-trivially on X. Therefore, according to [18, Section 5.4],
the multi-set of permutations of X is given by {σ }. Furthermore, the cycle diagram associated with the
multi-set {σ } is an oriented 2-dimensional CW complex, whose set of 0-cells is X, and with one 2-cell
obtained by connecting the elements of X by the action of σ . Hence, the cycle diagram is contractible.
Thus, by [18, Definition 5.7] the multi-set of permutations defined by the set of states of K(v) acting on
X is tree-like.

For condition (4), the restriction (ai)vi = ai implies that the vi have to be at level ns for some positive
integer n. However, for any ai, after i levels, the section is a0, which does not then fix any vertex below
it. So we can never find vertices vi such that ai(vi) = vi. So (4) vacuously holds.

Lemma 3.2. The group K(v) is super strongly fractal and level-transitive.

Proof. Observe that am
0 = (as−1, . . . , as−1) and, for any i ∈ [1, s − 1] and j ∈ [0, m − 1],

ϕj

(
a

a
j−xi−1
0

i

)
= ai−1.

It follows that ϕx(StK(v)(1)) =K(v) for all x ∈ X. For n ∈N, we write n = 
s + r, where 
 ∈N0 and r ∈
[0, s − 1]. Using similar arguments with the elements

am
+1

0 , am
+1

1 , . . . , am
+1

r−1 , am


r , . . . , am


s−1 ∈ StK(v)(n),

and their conjugates, we deduce that ϕw(StK(v)(n)) =K(v) for all w ∈ Xn.
The second statement is immediate from the fact that ϕx(stK(v)(x)) =K(v) for some x ∈ X, and since

a0, and hence, K(v), acts transitively on the first layer.

Next, we record an elementary but useful result. Recall that v= x0 · · · xs−2 is a word in X∗.

Lemma 3.3. For distinct i, j ∈ [1, s − 1] with xi−1 �= xj−1, we have [ai, aj] = 1 in K(v). For i> 
 ∈ [1,
s − 1] with xi−1 = x
−1, we have [ai, a
] = 1 if xi−d �= x
−d for some d ∈ [2, 
] and [ai, a
] �= 1 otherwise.
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Proof. The first statement is a straightforward computation. For the next statement, note that for
i ∈ [1, s − 1],

[ai, a0] =
{

(a−1
s−1ai−1as−1, 1, . . . , 1, a−1

i−1) if xi−1 = m − 1,

(1, xi−1−1. . . , 1, a−1
i−1, ai−1, 1, . . . , 1) if xi−1 �= m − 1,

so a0 does not commute with any other ai. The result then follows, using the fact that

[ai, a
] = (1, . . . , 1, [ai−1, a
−1], 1, . . . , 1).

Lemma 3.4. The group K(v) is weakly regular branch over K(v)′.

Proof. We use that K(v)′ = 〈[ai, aj] | i, j ∈ [0, s − 1]〉K(v). We have[
a

a
m−1−xi−1
0

i , a
a

m−1−xj−1
0

j

]
= (1, . . . , 1, [ai−1, aj−1]),

[ai, am
0 ]a

m−1−xi−1
0 = (1, . . . , 1, [ai−1, as−1]),

for i, j ∈ [1, s − 1]. Therefore, by transitivity and fractalness, we have K(v)
′ × m· · · ×K(v)

′ ≤ψ(K(v)′).

For i ∈ [0, s − 1], let Ai = 〈aj | j ∈ [0, s − 1]\{i}〉K(v).

Lemma 3.5. For i ∈ [0, s − 1], we have K(v)/Ai
∼=Z. In particular, the elements ai have infinite order

in K(v).

Proof. We prove simultaneously for all i that K(v)/Ai
∼=Z. Assume for a contradiction that, for some

n ∈N that an
i ∈ Ai, for some i ∈ [0, s − 1]. Choose n ∈N minimal with respect to the property that an

i ∈ Ai

for some i ∈ [0, s − 1]. If i = 0, then an
0 ∈ StK(v)(1) and, in particular n ≡ 0 (mod m). We have

an
0 = (an/m

s−1, . . . , an/m
s−1),

and hence, an/m
s−1 ∈ As−1. This is a contradiction to the minimality of n. Now suppose that i �= 0. Then

by considering appropriate sections of an
i , we see that an

0 ∈ A0, which cannot happen as shown above.
Therefore, we conclude that K(v)/Ai

∼=Z for all i ∈ [0, s − 1].

Lemma 3.6. We have RistK(v)(1) = A0. Hence, the group K(v) is not branch.

Proof. Analogous to the proof of [8, Theorem 3.5(i)], we clearly have A0 ≤ RistK(v)(1) ≤ StK(v)(1) =
A0〈am

0 〉, where the last equality follows from the fact that ai ∈ StK(v)(1) for all i �= 0, and that an
0 ∈ StK(v)(1)

if and only if n ≡ 0 (mod m). So RistK(v)(1) = A0〈amn
0 〉 for some n. Since

ψ(A0〈amn
0 〉) = (As−1 × · · · × As−1)〈(an

s−1, . . . , an
s−1)〉

and as−1 has infinite order modulo As−1 by Lemma 3.5, it follows from the definition of the rigid stabiliser
that n = 0. Hence, RistK(v)(1) = A0, which has infinite index in K(v), so K(v) is not branch.

We shall adopt the convention that the subscripts of the ai’s are taken modulo s. Set S = {a±1
i | i ∈

[0, s − 1]} and then K(v)= 〈S〉. For each word w ∈ S∗, the length |w| is the usual word length of w over
the alphabet S.

Lemma 3.7. Let w be a word in S representing the identity in K(v). Then the exponent sum of ai in w
must be zero for all i ∈ [0, s − 1].
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Proof. We proceed by induction on the length of w. Let w be a non-trivial word in S representing the
identity inK(v). It is immediate from Lemma 3.5 that |w| ≥ 2 and w must contain non-trivial powers of at
least two distinct ai, aj ∈ S. For the base case |w| = 2, we have that w = aεi

i a
εj
j for distinct i, j ∈ [0, s − 1]

and εi, εj ∈ {±1}. From considering the image of w in K(v)/Ai, we obtain a contradiction to εi being
non-zero.

Assume that the result holds for all words of length n ≥ 2, and let |w| = n + 1. By realising w in K(v),
we can see that the exponent sum of a0 in w must be zero modulo m. By abuse of notation, we write

ψ(w) = (w0, . . . , wm−1),

where wi are reduced words determined by the appropriate sections of the letters of w. Since w represents
the identity in K(v), each wk also represents the identity in K(v). It follows from the definition of the

generators ai that
m−1∑
k=0

|wk| ≤ |w|. In particular, if |wk| = |w|, for some k ∈ [0, m − 1], then the wj are trivial

for all j ∈ [0, m − 1]\{k}, otherwise |wk|< |w| for all k ∈ [0, m − 1].
Assume that |wk|< |w| for all k ∈ [0, m − 1]. By the induction hypothesis, for all i ∈ [0, s − 1] the

exponent sum of ai is zero in wk for all k ∈ [0, m − 1]. Since the ai in wk are obtained from ai+1 in w, we
conclude that the exponent sum of ai+1 in w is zero for all i ∈ [0, s − 1].

Now, assume that there exists k ∈ [0, m − 1] such that |wk| = |w|. By replacing w with wk, repeatedly
if necessary, we may assume that w does involve the letters a±1

0 . Then, if w has a±1
0 as a letter, then the

total exponent of a0 is congruent to 0 modulo m. Suppose first that the total exponent of a0 is non-zero.
Since the total exponent of a0 is congruent to 0 modulo m, we can find a subword a±1

0 w′a±1
0 such that

the exponent sum of a0 in w′ is zero. By realising this subword in K(v), we immediately see a length
reduction among the sections, and it follows by induction that every section wk has exponent sum of
ai equal to zero for all i ∈ [0, s − 1]. So in particular, the case that total exponent of a0 in w is non-
zero cannot occur. So assume that the total exponent of a0 is zero. Upon considering each wk, we may
assume that the total exponent of a0 in wk is zero, else we are done by the above argument. Hence, the
total exponent of a1 in w is zero. Recursively, we deduce that the total exponent in w of any ai is zero.
The result then follows.

We proceed to prove parts (iv) and (v) of Theorem 1.1.

Lemma 3.8. The quotient group K(v)/K(v)
′ is isomorphic to the free abelian group of rank s.

Proof. For every g ∈K(v), there exist integers n0, . . . , ns−1 such that g ≡ an0
0 · · · ans−1

s−1 modulo K(v)
′.

It is enough to show that, if an0
0 · · · ans−1

s−1 ∈K(v)
′, for some n0, . . . , ns−1 ∈Z, then n0 = · · · = ns−1 = 0.

Assume that an0
0 · · · ans−1

s−1 ∈K(v)
′ for some n0, . . . , ns−1 ∈Z. It is clear that every element in K(v)

′ can
be written as a word in S and the exponent sum of each ai is zero. It follows from Lemma 3.7 that the
exponent sums of the ai’s in all words representing the same element in K(v) are the same. This, in
particular, applies to an0

0 · · · ans−1
s−1 , and hence, n0 = · · · = ns−1 = 0.

Lemma 3.9. The group K(v) is torsion-free.

Proof. It follows immediately from [8, Theorem 3.6] that K(v) is torsion-free as the quotient group
K(v)/K(v)

′ is torsion-free and the subgroup K(v)
′ is contained in StK(v)(1).

Next, we finish the proof of Theorem 1.1. Recall that for g ∈K(v), the nth level sections g0, . . . , gmn−1

of g are determined from expressing g as the product

g =ψ−1
n ((g0, . . . , gmn−1))τg,

where ψ−1
n ((g0, . . . , gmn−1)) ∈ StK(v)(n) and τg ∈ Sym(Xn).
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Theorem 3.10. The group K(v) is contracting with respect to the set of generators S, with λ= 2
3
,

L = s − 1 and C = 1.

Proof. By [8, Lemma 3.7], it suffices to prove that


s(g) ≤ 2

3
|g| + 1, for every g ∈K(v). (3.1)

We can further reduce the problem to showing that 
s(h) ≤ 2 for every h ∈K(v) of length 3. Indeed,
writing |g| = 3α + β with β ∈ {0, 1, 2} and g = h1 · · · hαf with |h1| = · · · = |hα| = 3 and |f | = β, we see
that (3.1) immediately follows from the subadditivity of 
s; cf. [8, Equation (3.3)].

Let us then consider an arbitrary element h ∈K(v) of length 3 and prove that 
s(h) ≤ 2. Observe that
h is of the form

(i) aεi
i a

εj
j aεk

k for i �= j and j �= k; or
(ii) a2εi

i a
εj
j or aεi

i a
2εj
j for i �= j; or

(iii) a3εi
i ,

where εi, εj, εk ∈ {±1}. For case (iii), it is clear that 
i+1(h) ≤ 2, since the only non-trivial ith level section
is a3εi

0 . Similarly for case (ii).
For case (i), suppose for a contradiction that 
n(h) = 3 for all n ∈N. Then note that for every n, the

element h has exactly one non-trivial nth level section, which is aεi
i−na

εj
j−naεk

k−n. As usual, the indices of the
generators are viewed modulo s, so we effectively only consider the first (s − 1)st level sections.

Consider now the non-trivial ith level section, which is aεi
0 a

εj
j−ia

εk
k−i. Suppose k = i. If εi = εk, then

clearly the (i + 1)st sections decrease in length. So suppose εi �= εk. Upon considering the only non-
trivial jth level section aεi

i−ja
εj

0 aεk
i−j, we see that 
j+1(h) ≤ 2. So we suppose that k �= i. Consider first the

case εi = 1. Recall that the non-trivial ith level section of h is a0a
εj
j−ia

εk
k−i. In order for 
i+1(h) to still be 3,

we need

aj−i = (aj−i−1, 1, . . . , 1) and ak−i = (ak−i−1, 1, . . . , 1).

If the defining word v of the group K(v) does not correspond to the above generators, then this implies
that our assumption for this case (i) does not hold, and hence, the section lengths eventually decrease,
giving us 
s(h) ≤ 2. So we proceed by assuming that v tallies with the above generators and with the
other generators singled out below.

Next, we similarly see that in order for 
s+2i−j(h) to still be 3, we need aj−ia
εj

2j−2ia
εk
j+k−2i to have exactly

one non-trivial section. Thus,

a2j−2i = (a2j−2i−1, 1, . . . , 1) and aj+k−2i = (aj+k−2i−1, 1, . . . , 1).

In particular, proceeding in this manner, we may assume that

aθ(j−i) = (aθ(j−i)−1, 1, . . . , 1)

for all θ ∈N. Now let θ = s − 1, and so ai−j = (ai−j−1, 1, . . . , 1). Observe that the only non-trivial jth
level section of h is ai−ja

εj

0 aεk
k−j. To avoid a decrease in length at the next level, we must have εj = −1 and

ak−j = (1, . . . , 1, ak−j−1). Similarly, for 
s+2j−k(h) to still be 3, we need ak−2j+ia
−1
k−ja

εk
2(k−j) to have exactly one

non-trivial section. Thus,

ak−2j+i = (1, . . . , 1, ak−2j+i−1) and a2(k−j) = (1, . . . , 1, a2(k−j)−1).

As deduced above, since ak−i = (ak−i−1, 1, . . . , 1) we also then have that

aθ(k−i) = (aθ(k−i)−1, 1, . . . , 1) and aθ(k−j) = (1, . . . , 1, aθ(k−j)−1)

for all θ ∈N. As before, we let θ = s − 1, and consider the only non-trivial kth level section of h, which
is ai−ka

−1
j−ka

εk
0 . Since
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a(s−1)(k−i) = ai−k = (ai−k−1, 1, . . . , 1) and a(s−1)(k−j) = aj−k = (1, . . . , 1, aj−k−1)

Then, we see that 
k+1(h) ≤ 2, and we are done in this case εi = 1.
The remaining case εi = −1 follows similarly. Hence, the proof is complete.

Lemma 3.11. The semigroup generated by a0, . . . , as−1 is free. In particular, the group K(v) has
exponential word growth.

Proof. We proceed as in the proof of [8, Theorem 6.1], which is based on [15, Lemma 4]. Let u and
w be two different words representing the same element in the semigroup generated by a0, . . . , as−1, and
with ρ = max (|u|, |w|) minimal. Clearly, ρ ≥ 2. Now for any word z in the semigroup, let |z|a0 denote
the a0-length in z, that is, the number of occurrences of a0 in z. Note that we have |u|a0 ≡ |w|a0 (mod m).
In the rest of the proof, we may consider the sections of u and w as defined in the proof of Lemma 3.7.

Suppose first that u contains no a0s. We may assume that w contains at least one a0. Indeed, if both u
and w have no a0’s, by replacing both words with their corresponding non-trivial sections respectively,
the condition of both words having no a0’s cannot hold indefinitely, as then both words u and w would
be the trivial word. Thus w contains at least one a0. Since |w|a0 must then be a non-zero multiple of
m, one deduces that wj, for j ∈ [0, m − 1], is a non-empty word, where ψ(w) = (w0, . . . , wm−1). Indeed,
every component of ψ(w) contains an as−1. Certainly |wj|<ρ. Therefore, u must have only one section
with a non-empty word, as otherwise, it will contradict the minimality of ρ. Suppose this section is in
the ith component, for some i ∈ [0, m − 1]. From considering the jth section of u and w, for j �= i, we
obtain a contradiction to the minimality of ρ. So the number of occurrences of a0 in u is at least one.

If the number of occurrences of a0 in u, respectively w, is at least 2, then there are at least two sections
of u, respectively w, that contain as−1. Hence, all sections of u, respectively w, have length strictly less
than |u|, respectively |w|, which contradicts the minimality of ρ. So suppose that both u and w have
exactly one occurrence of a0. Repeating this argument for the sections of u and w, we may assume that
every generator appears at most once in u and w and that the same generators appear in both u and w. In
other words, the word w is a reordering of the letters in u. Furthermore, as seen above, both u and w have
only one non-empty section, which is therefore the rightmost section. Indeed, if this is not the case, then
either u or w have more than one non-trivial section, then we contradict the minimality of ρ. Without
loss of generality, we may suppose that a0 is the ith letter of the word u, but the jth letter of the word w
where j< i. The restrictions on the sections of u imply that the first i letters of u have non-empty section
in the rightmost component, and all other letters have non-empty section in the leftmost component.
At least one of these first i − 1 letters of u appears to the right of a0 in the word w. Thus, there is a
non-empty section in the second last component, which yields a contradiction to the minimality of ρ.
Hence, we are done.

Lastly, we end this section with a result that will be useful for the final section.

Lemma 3.12. The subgroup ψ−1(γ3(K(v)) × m· · · × γ3(K(v))) is contained in K(v)
′′.

Proof. Notice first that, for i ∈ [1, s − 1] with xi−1 �= m − 1, we have

[ai, a0]a
m−2−xi−1
0 = (1, . . . , 1, a−1

i−1, ai−1).

When xi−1 = m − 1, we get

[a−1
0 , ai] = (1, . . . , 1, a−1

i−1, ai−1).

Together with Lemma 3.4, we see that the elements of the form

(1, . . . , 1, [ai, aj, ak])

are contained in ψ(K(v)′′), for i, j ∈ [0, s − 1] and k ∈ [0, s − 2].
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We have to find the elements of the form (1, . . . , 1, [ai, aj, as−1]). Observe from Lemma 3.4 that

K(v)
′′ × m· · · ×K(v)

′′ ≤ψ(K(v)′′).

Then from the Hall-Witt identity, we deduce that

1 = [aj, a−1
i , as−1]ai [ai, a−1

s−1, aj]
as−1 [as−1, a−1

j , ai]
aj

= [ai, aj, aai
s−1][as−1, ai, aas−1

j ][aj, as−1, a
aj
i ]

≡ [ai, aj, as−1][as−1, ai, aj][aj, as−1, ai] (mod K(v)
′′).

Hence, if i, j �= s − 1, from considering the product of

(1, . . . , 1, [as−1, ai, aj]) and (1, . . . , 1, [aj, as−1, ai])

together with an appropriate element from K(v)
′′ × m· · · ×K(v)

′′, we obtain

(1, . . . , 1, [ai, aj, as−1]) ∈ψ(K(v)′′).

If i = s − 1 but j �= s − 1, we will show that [as−1, aj, as−1] = 1. To this end, in light of Lemma 3.3 it
suffices to consider [as−1−j, a0, as−1−j]. Recall from the proof of Lemma 3.3 that

[as−1−j, a0] =
{

(a−1
s−1as−j−2as−1, 1, . . . , 1, a−1

s−j−2) if xs−j−2 = m − 1,

(1, xs−j−2−1. . . , 1, a−1
s−j−2, as−j−2, 1, . . . , 1) if xs−j−2 �= m − 1.

Hence, it is now clear that [as−1−j, a0, as−1−j] = 1.
If j = s − 1 but i �= s − 1, from the Hall-Witt identity, we have the equivalence

1 ≡ [ai, as−1, as−1][as−1, ai, as−1] (mod K(v)
′′).

Hence, we are done from the previous case.
The result now follows from the level-transitivity and the fractalness of K(v).

4. Length-reducing properties

As before, we have v= x0 · · · xs−2 is a word in the alphabet X = {0, 1, . . . , m − 1} and K(v) is the group
associated with v. In this section, we establish some length-reducing properties for some of the groups
K(v). Notice that for every g ∈K(v), the local action gε of g at the root is an element of 〈σ 〉. Hence,
for conciseness, we denote gε by σg. If g ∈K(v) then |g| denotes the minimal length of all words in the
alphabet S representing g. A word w ∈ S∗ is called a geodesic word if |w| = |g|, where g is the image of
the word w in K(v).

Lemma 4.1. Let g = (g0, . . . , gm−1)σg ∈K(v). Then
m−1∑
k=0

|gk| ≤ |g|.

Proof. The proof proceeds by induction on the length of g. Clearly, the result is true if |g| = 0 and
|g| = 1. Assume that |g|> 1. Let w ∈ S∗ be a geodesic word representing g. The word w can be written
as w = bw′ for some b ∈ S and w′ ∈ S∗ such that w′ is reduced. Then |w′|< |w| and w′ does not represent
g in K(v). Denote by g′ the corresponding element in K(v). Then |g′| ≤ |w′|< |w| = |g|. We obtain

(g0, . . . , gm−1)σg = g = bg′ = (b0, . . . , bm−1)σb(g
′
0, . . . , g′

m−1)σg′

= (b0g′
0σb , . . . , bm−1g′

(m−1)σb )σbσg′ ,

which implies gk = bkg′
kσb for all k ∈ [0, m − 1]. It follows by induction that

m−1∑
k=0

|gk| =
m−1∑
k=0

|bkg
′
kσb | ≤

m−1∑
k=0

|bk| +
m−1∑
k=0

|g′
kσb | ≤ |b| + |g′| ≤ |b| + |w′| = |w| = |g|.
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Lemma 4.2. Let v= x0 · · · xs−2 be a word in the alphabet X, and let g = (g0, . . . , gm−1)σg ∈K(v) with
σg = σ i for some i ∈ [1, m − 1] such that gcd (i, m) = 1. Let α0, . . . , αm−1 ∈K(v) be such that gm =
(α0, . . . , αm−1). Then |αk| ≤

m−1∑

=0

|g
| ≤ |g| for all k ∈ [0, m − 1].

Proof. Observe that

gm = (
g0g0σ i g0σ2i · · · g0σ (m−1)i , . . . , gm−1g(m−1)σ i g(m−1)σ2i · · · g(m−1)σ (m−1)i

)
.

By setting αk = gkgkσ i · · · gkσ (m−1)i , for each k ∈ [0, m − 1], we obtain

|αk| = |gkgkσ i · · · gkσ (m−1)i | ≤
m−1∑

=0

|g
| ≤ |g|,

where the last inequality follows from Lemma 4.1.

Lemma 4.3. Let v= x0 · · · xs−2 be a word in the alphabet X\{0}. Let g = (g0, . . . , gm−1)σg ∈K(v) and let
b1 · · · b
 ∈ S∗ be a geodesic word representing g. If there exist 1 ≤ r< r′ ≤ 
 such that br = a0, br′ = a−1

0 ,

then
m−1∑
k=0

|gk|< |g|.

Proof. By assumption, the word b1 · · · b
 contains a subword of the form a0wa−1
0 , where w is a non-

trivial reduced word in the alphabet S. We assume, without loss of generality, that w is a reduced word
in the alphabet S \ {a ±1

0 }. Let w represent an element h in K(v). Since b1 · · · b
 ∈ S∗ is a geodesic word,
the word w is also geodesic and so |h| = |w|. Notice that |a0wa−1

0 | = |w| + 2. Realising the word a0wa−1
0

in K(v) gives

a0wa−1
0 = (ϕ1(h), . . . , ϕm−2(h), ϕm−1(h), 1);

indeed, recall that by assumption we have

h = (1, ϕ1(h), . . . , ϕm−2(h), ϕm−1(h)).

By Lemma 4.1, we get
∑m−1

i=1 |ϕi(h)| ≤ |h| = |w|. Therefore, we conclude that
m−1∑
k=0

|gk| ≤ |g| − 2< |g|.

Lemma 4.4. Let v= 0 s−1. . . 0 and let g = (g0, . . . , gm−1)σ ε ∈K(v)with ε ∈ {±1}. Suppose b1 · · · b
 ∈ S∗ is
a geodesic word representing g. If there exist 1 ≤ r< r′ ≤ 
 such that either br = a0, br′ = a−1

0 or br = a−1
0 ,

br′ = a0, then |g0g1 · · · gm−1|< |g| if ε = 1, and |g0gm−1 · · · g1|< |g| if ε = −1.

Proof. Note that we may assume that there are no 1 ≤ i< j ≤ 
 such that bi = a−1
0 and bj = a0, as then

the desired length reduction is clear. It then follows that

w := b1 · · · b
 = ∗a0( ∗ a0)
λ· · ·( ∗ a0)( ∗ a−1

0 )
λ· · ·( ∗ a−1

0 ) ∗ if ε = 1

and

w := b1 · · · b
 = ( ∗ a0)
λ· · ·( ∗ a0)( ∗ a−1

0 )
λ· · ·( ∗ a−1

0 ) ∗ a−1
0 ∗ if ε = −1,

for some λ ∈N0 and the ∗ ∈ 〈a1, . . . , as−1〉 are arbitrary.
Let

w′ = ( ∗ a0)
λ· · ·( ∗ a0)( ∗ a−1

0 )
λ· · ·( ∗ a−1

0 ) ∗ .
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Write w′ = (w′
0, . . . , w′

m−1) and λ=μm + χ for some μ ∈N0 and χ ∈ [0, m − 1]. If μ �= 0, the first-level
sections of w′ have the following form

w′
0 = ϕ0( ∗ )(as−1ϕ0( ∗ ))

μ−1· · ·(as−1ϕ0( ∗ ))as−1ϕ0( ∗ )a−1
s−1(ϕ0( ∗ )a−1

s−1)
μ−1· · ·(ϕ0( ∗ )a−1

s−1)ϕ0( ∗ )

w′
1 = (as−1ϕ0( ∗ ))

μ−1· · ·(as−1ϕ0( ∗ ))as−1ϕ0( ∗ )a−1
s−1(ϕ0( ∗ )a−1

s−1)
μ−1· · ·(ϕ0( ∗ )a−1

s−1)

...

w′
m−1−χ = (as−1ϕ0( ∗ ))

μ−1· · ·(as−1ϕ0( ∗ ))as−1ϕ0( ∗ )a−1
s−1(ϕ0( ∗ )a−1

s−1)
μ−1· · ·(ϕ0( ∗ )a−1

s−1)

w′
m−χ = (as−1ϕ0( ∗ ))

μ· · ·(as−1ϕ0( ∗ ))as−1ϕ0( ∗ )a−1
s−1(ϕ0( ∗ )a−1

s−1)
μ· · ·(ϕ0( ∗ )a−1

s−1)

...

w′
m−1 = (as−1ϕ0( ∗ ))

μ· · ·(as−1ϕ0( ∗ ))as−1ϕ0( ∗ )a−1
s−1(ϕ0( ∗ )a−1

s−1)
μ· · ·(ϕ0( ∗ )a−1

s−1).

When μ= 0 and hence χ �= 0, we get

w′
0 = ϕ0( ∗ )

w′
1 = 1

...

w′
m−1−χ = 1

w′
m−χ = as−1ϕ0( ∗ )a−1

s−1

...

w′
m−1 = as−1ϕ0( ∗ )a−1

s−1.

Hence, a straightforward computation shows that |g0g1 · · · gm−1|< |g| if ε = 1, and that |g0gm−1 · · · g1|<
|g| if ε = −1, as required.

5. Maximal subgroups

It follows from Proposition 5.1 below together with [10, Proposition 2.21] that the group K(v) admits
maximal subgroups of infinite index if and only if it admits a proper subgroup H <K(v) such that
HN =K(v) for every non-trivial normal subgroup N �K(v). A subgroup H ≤K(v) satisfying the above
condition is called a prodense subgroup. As seen below, we prove that K(v), for a constant word v, does
not admit any proper prodense subgroup, which proves Theorem 1.2.

Proposition 5.1. The group K(v) is just non-(virtually nilpotent). Hence, maximal subgroups of proper
quotients of K(v) are of finite index.

Proof. As K(v) has exponential word growth from Lemma 3.11, it follows from Bass [5] and
Guivarc’h [16] that K(v) is not virtually nilpotent. To see that every proper quotient of K(v) is vir-
tually nilpotent, by [10, Theorem 4.10], it suffices to prove that K(v)/K(v)′′ is virtually nilpotent.
Set N =ψ−1(γ3(K(v)) × · · · × γ3(K(v))). From Lemma 3.12, we have N ≤K(v)

′′
< StK(v)(1)<K(v).

Therefore, ψ induces a homomorphism

ψ̃ : StK(v)(1)/N −→K(v)/γ3(K(v)) × m· · · ×K(v)/γ3(K(v)).

Since ψ̃ is injective and ψ̃(StK(v)(1)/N) is nilpotent (being a subgroup of a nilpotent group), we
obtain that StK(v)(1)/N is nilpotent. This implies that StK(v)(1)/K(v)′′ is nilpotent as it is a quotient
of StK(v)(1)/N. As the subgroup StK(v)(1) has finite index in K(v), the group StK(v)(1)/K(v)′′ has finite
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index in K(v)/K(v)
′′, and hence, K(v)/K(v)′′ is virtually nilpotent. The last part of the result follows

from [9, Corollary 5.1.3].

Hereafter, for g, h ∈K(v), the equivalence g ≡ h mod K(v)
′ will simply be denoted by g ≡ h. Notice

that for every z ∈K(v)
′, we have σz = 1 and K(v)

′ ≤ StK(v)(1). Recall also from Subsection 2.1 the map
ϕu for u ∈ X∗. For convenience, we introduce the following notation. For i ∈ [0, s − 2] and j ∈ [0, m − 1],
we define

δj(ai) =
{

ai if xi = j,

1 otherwise,

and extend δj to a homomorphism on S∗.

Lemma 5.2. Let v= x0 · · · xs−2 be a word in the alphabet X, and let g ∈K(v) be such that g ≡
aεs−1

s−1 · · · aε0
0 , where εi ∈ {±1}. For j ∈N0, write j = 
s + r, where 
 ∈N0 and r ∈ [0, s − 1]. If ψj(gmj

) =
(g0, . . . , gmj−1) then gk ≡ aεs−1

s−1−r · · · aε0
0−r for all k ∈ [0, mj − 1].

Proof. Since g ≡ aεs−1
s−1 · · · aε0

0 , there exists an element (z0, . . . , zm−1) = z ∈K(v)
′ such that g =

aεs−1
s−1 · · · aε0

0 z. Suppose that ε0 = 1. We have that the section of g at the vertex j is

(aεs−1
s−1 · · · aε0

0 z)j =
{
δj(a

εs−1
s−2 · · · aε1

0 )zj+1 if j ∈ [0, m − 2],

δm−1(a
εs−1
s−2 · · · aε1

0 )as−1z0 if j = m − 1.

Therefore, for j ∈ [0, m − 1], the element ϕj(gm) is equal to the product

(
δj(a

εs−1
s−2 · · · aε1

0 )zj+1

) · · · · · (δm−2(a
εs−1
s−2 · · · aε1

0 )zm−1

)·(
δm−1(a

εs−1
s−2 · · · aε1

0 )as−1z0

)·(
δ0(a

εs−1
s−2 · · · aε1

0 )z1

) · · · · · (δj−1(a
εs−1
s−2 · · · aε1

0 )zj

)
.

Since δk(a
εi+1
i ) is non-trivial for only one k ∈ [0, m − 1], we get that ϕj(gm) ≡ aεs−1

s−2 · · · aε1
0 aε0

s−1 for all j ∈
[0, m − 1], since z0 · · · zm−1 ∈K(v)

′ by Lemma 2.1. The case ε0 = −1 follows in a similar way. The result
then follows upon repeating the above process.

In the following, we denote by Sym(s) the symmetric group on [0, s − 1].

Lemma 5.3. Let v= t s−1. . . t be a constant word, where t ∈ [0, m − 1]. Let g = a
ε(s−1)π

(s−1)π · · · aε0π

0π ∈K(v)
where π ∈ Sym(s) and εi ∈ {±1}. For j ∈N0, write j = 
s + r, where 
 ∈N0 and r ∈ [0, s − 1]. Then
ϕtj (gmj

) = a
ε(s−1)π

(s−1)π−r · · · aε0π

0π−r.

Proof. Let i ∈ [0, s − 1] be such that 0 = iπ . Then

g = a
ε(s−1)π

(s−1)π · · · a
ε(i+1)π

(i+1)π aε0
0 a

ε(i−1)π

(i−1)π · · · aε0π

0π

=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(1, t−1. . ., 1, a

ε(i−1)π

(i−1)π−1 · · · aε0π

0π−1, a
ε(s−1)π

(s−1)π−1 · · · a
ε(i+1)π

(i+1)π−1, 1, . . . , 1, as−1)σ if ε0 = 1 and t> 0,

(a
ε(s−1)π

(s−1)π−1 · · · a
ε(i+1)π

(i+1)π−1, 1, . . . , 1, as−1a
ε(i−1)π

(i−1)π−1 · · · aε0π

0π−1)σ if ε0 = 1 and t = 0,

(a−1
s−1, 1, t−1. . ., 1, a

ε(s−1)π

(s−1)π−1 · · · a
ε(i+1)π

(i+1)π−1, a
ε(i−1)π

(i−1)π−1 · · · aε0π

0π−1, 1, . . . , 1)σ−1 if ε0 = −1 and t> 0,

(a
ε(s−1)π

(s−1)π−1 · · · a
ε(i+1)π

(i+1)π−1a
−1
s−1, a

ε(i−1)π

(i−1)π−1 · · · aε0π

0π−1, 1, . . . , 1)σ−1 if ε0 = −1 and t = 0.
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By taking the mth power of the element g we get

gm =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(∗, t. . ., ∗, a

ε(s−1)π

(s−1)π−1 · · · a
ε(i+1)π

(i+1)π−1as−1a
ε(i−1)π

(i−1)π−1 · · · aε0π

0π−1, #, . . . , #) if ε0 = 1 and t> 0,

(a
ε(s−1)π

(s−1)π−1 · · · a
ε(i+1)π

(i+1)π−1as−1a
ε(i−1)π

(i−1)π−1 · · · aε0π

0π−1, #, . . . , #) if ε0 = 1 and t = 0,

(∗, t. . ., ∗, a
ε(s−1)π

(s−1)π−1 · · · a
ε(i+1)π

(i+1)π−1a−1
s−1a

ε(i−1)π

(i−1)π−1 · · · aε0π

0π−1, #, . . . , #) if ε0 = −1 and t> 0,

(a
ε(s−1)π

(s−1)π−1 · · · a
ε(i+1)π

(i+1)π−1a−1
s−1a

ε(i−1)π

(i−1)π−1 · · · aε0π

0π−1, #, . . . , #)σ−1 if ε0 = −1 and t = 0.

where

∗ =

⎧⎪⎨⎪⎩
a
ε(i−1)π

(i−1)π−1 · · · aε0π

0π−1a
ε(s−1)π

(s−1)π−1 · · · a
ε(i+1)π

(i+1)π−1as−1 if ε0 = 1,

a−1
s−1a

ε(i−1)π

(i−1)π−1 · · · aε0π

0π−1a
ε(s−1)π

(s−1)π−1 · · · a
ε(i+1)π

(i+1)π−1 if ε0 = −1,

and

# =

⎧⎪⎨⎪⎩
as−1a

ε(i−1)π

(i−1)π−1 · · · aε0π

0π−1a
ε(s−1)π

(s−1)π−1 · · · a
ε(i+1)π

(i+1)π−1 if ε0 = 1,

a
ε(i−1)π

(i−1)π−1 · · · aε0π

0π−1a
ε(s−1)π

(s−1)π−1 · · · a
ε(i+1)π

(i+1)π−1a
−1
s−1 if ε0 = −1.

In particular, we have ϕt(gm) = a
ε(s−1)π

(s−1)π−1 · · · aε0π

0π−1, and the result follows recursively.

We recall that Hu denotes the subgroup ϕu(stH(u)) for a vertex u ∈ X∗. By Lemma 3.2, the group K(v)
is fractal, so K(v)u =K(v) for all u ∈ X∗.

Lemma 5.4. Let v= t s−1. . . t be a constant word, where t ∈ [0, m − 1], and let H be a subgroup of K(v).
Assume that a

ε(s−1)π

(s−1)π · · · aε0π

0π ∈ H for some π ∈ Sym(s), where εi ∈ {±1}. Then the following assertions
hold.

(i) For each n ∈N and vertex u of level ns, the subgroup Hu contains a cyclic permutation of the
word a

ε(s−1)π

(s−1)π · · · aε0π

0π .
(ii) Furthermore, if εi = 1 for some i ∈ [0, s], then for each n ∈N, there is a vertex u of level ns such

that the cyclic permutation w of a
ε(s−1)π

(s−1)π · · · aε0π

0π that is contained in Hu satisfies the following
property:

(a) if t> 0, the cyclic permutation w ends with ai on the right;
(b) if t = 0, the cyclic permutation w starts with ai on the left.

Proof. (i) Let g = a
ε(s−1)π

(s−1)π · · · aε0π

0π ∈ H. Then, 0 = iπ for some i ∈ [0, s − 1]. Observe from the proof of
Lemma 5.3 that

ϕt(g
m) = a

ε(s−1)π

(s−1)π−1 · · · a
ε(i+1)π

(i+1)π−1a
ε0
s−1a

ε(i−1)π

(i−1)π−1 · · · aε0π

0π−1

and that ϕj(gm) is a cyclic permutation of ϕt(gm) for every j ∈ [0, m − 1]. By repeating the process of
taking powers we get that ψs(gms

) = (g0, . . . , gms−1) with gτ = g, for the component τ corresponding to
the vertex ts, and gk is a cyclic permutation of the word a

ε(s−1)π

(s−1)π · · · aε0π

0π for k ∈ [0, ms − 1].
(ii) We will only consider the case t> 0, as the case t = 0 is analogous. In particular, if ε0 = 1, we

note from the proof of Lemma 5.3 that

ϕt−1(gm) = a
ε(i−1)π

(i−1)π−1 · · · aε0π

0π−1a
ε(s−1)π

(s−1)π−1 · · · a
ε(i+1)π

(i+1)π−1as−1,

and by Lemma 5.3 we see that

ϕ(t−1)ts−1 (gm) = a
ε(i−1)π

(i−1)π · · · aε0π

0π a
ε(s−1)π

(s−1)π · · · a
ε(i+1)π

(i+1)π a0.
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More generally, suppose that εj = 1 for j ∈ [0, s] and let 
 ∈ [0, s] be such that 
π = j. Writing vj = t
j· · ·t

and wj = (t − 1)t
s−j−1· · · t, we recall from Lemma 5.3 that

ϕvj (g
mj

) = a
ε(s−1)π

(s−1)π−j · · · a
ε(
+1)π

(
+1)π−ja0a
ε(
−1)π

(
−1)π−j · · · aε0π

0π−j.

Then similar to the above, we see that

ϕvjwj (g
m) = a

ε(
−1)π

(
−1)π · · · aε0π

0π a
ε(s−1)π

(s−1)π · · · a
ε(
+1)π

(
+1)π aj,

and as uj := vjwj is a vertex of level s, we have that Huj contains a cyclic permutation of a
ε(s−1)π

(s−1)π · · · aε0π

0π

that ends with aj on the right.
Now, by using Lemma 5.3 repeatedly, one can see that the result holds for level ns of T , for n> 1.

Proposition 5.5. Let v= t s−1. . . t be a constant word, where t ∈ [0, m − 1], and let g ∈K(v) be such that
g ≡ aεs−1

s−1 · · · aε0
0 , where εi ∈ {±1}. Then, there exists a vertex u of level ns in T , for some n ∈N0, and an

element g′ ∈ st〈g〉(u) such that ϕu(g′) = a
ε(s−1)π

(s−1)π · · · aε0π

0π for some π ∈ Sym(s).

Proof. The proof proceeds by induction on the length of g. Recall from Lemma 3.8 thatK(v)/K(v)′ =
〈a0K(v)

′, . . . , as−1K(v)
′〉 ∼=Z

s. Hence, if g is equivalent to aεs−1
s−1 · · · aε0

0 then |g|> s − 1, since any word
containing each of the distinct generators of K(v) has length at least s. Assume that |g| = s. Then

g ∈ {
a
ε(s−1)π

(s−1)π · · · aε0π

0π | π ∈ Sym(s)
}

and the result follows trivially by choosing u as the root vertex. Now, assume that |g|> s. Since
the exponent sum of a0 in any word representing g is ε0, we can write g = (g0, . . . , gm−1)σ ε0 with
g0, . . . , gm−1 ∈K(v). We get

gm =
{

(g0g1 · · · gm−1, g1 · · · gm−1g0 , . . . , gm−1g0g1 · · · gm−2) if ε0 = 1,

(g0gm−1gm−2 · · · g1, g1g0gm−1 · · · g2 , . . . , gm−1gm−2 · · · g0) if ε0 = −1.

For every k ∈ [0, m − 1], we set αk = ϕk(gm). It follows from Lemma 5.2 that

αk ≡ aεs−1
s−2 · · · aε1

0 aε0
s−1

for all k ∈ [0, m − 1]. Furthermore, |αk| ≤ |g| for all k ∈ [0, m − 1] by Lemma 4.2. If there exists k ∈
[0, m − 1] such that |αk|< |g|, then it follows by induction that there exists a vertex u of level ns in T ,
for some n ∈N0, and g′ ∈ st〈αk〉(u) such that

ϕu(g
′) = a

ε(s−1)π

(s−1)π−1a
ε(s−2)π

(s−2)π−1 · · · aε0π

0π−1

for some π ∈ Sym(s). Using Lemma 5.3, we get that

ϕts−1 ((g′)ms−1
) = a

ε(s−1)π

(s−1)π a
ε(s−2)π

(s−2)π · · · aε0π

0π ,

and hence, the result follows.

Assume that |αk| = |g| for all k ∈ [0, m − 1]. Since |αk| ≤
m−1∑

=0

|g
|, in particular, we get

m−1∑

=0

|g
| = |g|.

Let wg ∈ S∗ be a geodesic word representing g. Since for each i ∈ [0, s − 1] the element aεi
i contributes

aεi
i−1 in exactly one component, we can obtain words wgk representing gk by substituting aεi

i in wg with
aεi

i−1 in the appropriate component. Notice that |gk| ≤ |wgk | for every k ∈ [0, m − 1]. Moreover, the words
wgk are geodesic. Indeed,

m−1∑
k=0

|gk| ≤
m−1∑
k=0

|wgk | ≤ |wg| = |g| =
m−1∑

=0

|g
|,
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which forces that |wgk | = |gk|. Now, set

wαk =
{

wgk wgk+1 · · · wgk+m−1 if ε0 = 1,

wgk wgk−1 · · · wgk−(m−1) if ε0 = −1.

Clearly, wαk represents αk. Therefore, |αk| ≤ |wαk |. Furthermore,

|wαk | ≤
m−1∑

=0

|wg
 | =
m−1∑

=0

|g
| = |g| = |αk|.

Thus, |αk| = |wαk | and wαk is a geodesic word.
Now, we claim that in order to prove the result, it suffices to consider the situation in which for every

i ∈ [0, s − 1] there exists a unique k ∈ [0, m − 1] such that wgk contains a non-trivial power of ai. First,
we consider the case when i = 0. Assume to the contrary that there exist distinct k1, k2 ∈ [0, m − 1] such
that wgk1

and wgk2
contain non-trivial powers of a0. We can reduce to the following two cases.

Case 1: Suppose that there exist distinct k1, k2 ∈ [0, m − 1] such that wgk1
and wgk2

contain a0 and a−1
0 ,

respectively. Then for some k ∈ [0, m − 1], the word wαk contains a subword of the form a0wa−1
0 with

w ∈ S∗. If αm
k = (β0, . . . , βm−1) then, by Lemma 4.2, Lemma 4.3 and Lemma 4.4, we obtain that |β
|< |α|

for 
 ∈ [0, m − 1]. Again, the result follows by induction.
Case 2: Suppose there exist distinct k1, k2 ∈ [0, m − 1] such that wgk1

and wgk2
contain a0. Recall that

K(v)/K(v)
′ = 〈a0K(v)

′, . . . , as−1K(v)
′〉 ∼=Z

s. Hence, as the exponent sum of a1 in any word representing
g is ε1, the exponent sum of a0 in wαk is equal to ε1 for all k ∈ [0, m − 1]. This implies that there exists
k3 ∈ [0, m − 1] such that wgk3

contains a−1
0 , and we are in the previous case. Analogously, the same

argument works if both wgk1
and wgk2

contain a−1
0 .

We reduce to the case where there exists a unique k ∈ [0, m − 1] such that wgk contains a non-trivial
power of a0. By inducting on i ∈ [0, s − 1], assume that there exists a unique k ∈ [0, m − 1] such that
wgk contains a non-trivial power of ai−1. Then suppose that there exist distinct k1, k2 ∈ [0, m − 1] such
that wgk1

and wgk2
contain non-trivial powers of ai. We can find k3 ∈ [0, m − 1] such that wαk3

contains a
subword of the form a
1

i wa
2
i , where 
1, 
2 ∈Z\{0} and w ∈ S∗ with exponent sum of a0 in w is not equal to

0 mod m. Thanks to Lemma 5.2, we may replace g with αk3 . Then we find more than one wgk containing
non-trivial powers of ai−1, contradicting the induction hypothesis and hence proving the claim.

Thus, we reduce to the situation in which for every i ∈ [0, s − 1] there exists a unique k ∈ [0, m − 1]
such that wgk contains a non-trivial power of ai. An easy computation yields that wg does not contain a
subword of the form a
1

i wa
2
i , for some i ∈ [0, s − 1] where 
1, 
2 ∈Z\{0} and w ∈ S∗ with the exponent

sum of a0 in w being not equal to 0 mod m. Hence, we conclude that wg must be of the form

w1(ai1 , . . . , air )a
ε0
0 w2(air+1 , . . . , ais−1 ),

where w1 and w2 are words in the given elements, and {i1, . . . , ir, ir+1, . . . , is−1} = [1, s − 1] such that the
intersection {i1, . . . , ir} ∩ {ir+1, . . . , is−1} is empty. Consider the element αt obtained from the element g
above. Then, the corresponding wαt has the form

w1(ai1−1, . . . , air−1)a
ε0
s−1w2(air+1−1, . . . , ais−1−1),

and continuing the above procedure with this word yields the element a
ε(s−1)π

(s−1)π · · · aε0π

0π ∈ Hu for some u of
level ns in T , for some n ∈N0.

Theorem 5.6. Let v= t s−1. . . t be a constant word, where t ∈ [0, m − 1]. If H is a prodense subgroup of
K(v), then H =K(v).

Proof. Note that HK(v)
′ =K(v) as H is a prodense subgroup. Therefore, there exists an element

z ∈K(v)
′ such that as−1 · · · a0z ∈ H. By an application of Proposition 5.5, we can find u ∈ T such that Hu

contains a(s−1)π · · · a0π for some π ∈ Sym(s). We set g = a(s−1)π · · · a0π . Thanks to [10, Lemma 3.1], the
subgroup Hu is again a prodense subgroup of K(v). Without loss of generality, we replace H with Hu.
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Again, as H is prodense, for some z̃ ∈K(v)
′ we similarly have as−1 · · · a1a−1

0 z̃ ∈ H. By Proposition
5.5, there exists a vertex u at level ns, for some n ∈N, such that Hu contains an element h0 of the form

h0 = a
ε(s−1)τ0

(s−1)τ0 · · · a
ε0τ0

0τ0 ,

where τ0 ∈ Sym(s), with εiτ0 = −1 if iτ0 = 0 and εiτ0 = 1 otherwise. Now, by Lemma 5.4(i), the subgroup
Hu also contains some cyclic permutation of the element g. By abuse of notation, we replace g with this
cyclic permutation of g. We again replace H with Hu. Now H contains the elements g and h0. Repeating
this argument s − 1 times, we may assume that H contains the elements g, h0, . . . , hs−1, where

hj = a
ε

(s−1)
τj

(s−1)τj
· · · a

ε
0
τj

0τj
,

where τj ∈ Sym(s) with εiτj = −1 if iτj = j and εiτj = 1 otherwise.
For the remainder of the proof, we will assume that t> 0; the case t = 0 is analogous, as accounted for

in Remark 5.7. Appealing to Lemma 5.4(ii), we now choose a vertex v, with v of level ñs for some ñ ∈N,
such that the cyclic permutation of g that is contained in Hv ends with a0 on the right. We rename this
element g. So we have g ∈ Hv and by Lemma 5.4(i) we have a cyclic permutation of each of the elements
h0, . . . , hs−1 in Hv. By abuse of notation, we rename these cyclic permutations h0, . . . , hs−1 respectively.
As before we replace H with Hv. Now H contains the elements g, h0, . . . , hs−1, where g ends with a0 on
the right.

For each n ∈N0, let vn = t n. . . t. It follows from Lemma 5.3 that for d ∈N, ϕvds (g
mds

) = g and
ϕvds (h

mds

i ) = hi where i ∈ [0, s − 1]. Furthermore, for any element f ∈K(v) of the form

f = aε1
ι1

· · · aεb
ιb

,

for pairwise distinct ι1, . . . , ιb ∈ [0, s − 1] with b ∈ [1, s] and εi ∈ {±1}, we can consider its contribution
to Hvn . Specifically, if f ∈ StK(v)(1), we simply consider its image under ϕt. If f /∈ StK(v)(1), then we
consider ϕt(f m). We refer to this general process as projecting along the path t∞ := tt · · · . By projecting
along this path, we observe that if f ∈ Hvj , for j ∈N, then f ∈ Hvj+s ; compare the proof of Lemma 5.3.
This observation will be used repeatedly throughout the proof without special mention.

The strategy of the proof is now to consider the contributions from

〈g〉 , 〈h0〉 , . . . , 〈hs−1〉
to Hvn and to multiply them appropriately to separate the generators a0, . . . , as−1. More specifically, if
for some n ∈N, suppose we have non-trivial distinct elements α, β ∈ Hvn of the form

α = aε1
i1 · · · a

εq
iq , β = aδ1j1 · · · aδrjr

where εi, δj ∈ {±1} and 2 ≤ q, r ≤ s, with i1, . . . , iq ∈ [0, s − 1] pairwise distinct, and also j1, . . . , jr ∈
[0, s − 1] pairwise distinct. We consider two situations below, where we assume always that α̃, β̃ are
non-trivial.

(i) If α = α̃a0 and β = β̃a−1
0 β̂, then

βα = β̃a−1
0 β̂α̃a0

yields

ϕt(β̃) ∈ Hvn+1 ,

and hence

β̃ ∈ Hvn+s and a−1
0 β̂ ∈ Hvn+s .

(ii) If α = a0α̃ and β = β̂a−1
0 β̃, from

αβ = a0α̃β̂a−1
0 β̃,

we obtain

ϕt(β̃) ∈ Hvn+1 ,
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and similarly,

β̃ ∈ Hvn+s and β̂a−1
0 ∈ Hvn+s .

In other words, upon replacing Hvn with Hvn+s we have split β ∈ Hvn+s into two non-trivial parts. The
plan is to repeatedly perform such operations as in (i) and (ii) above to keep splitting the products of
generators. Eventually we will end up with a0, . . . , as−1 ∈ Hu for some u, which gives Hu =K(v) and
equivalently that H =K(v), as required.

We begin by first considering the contributions from 〈g〉 and 〈h0〉 along the path t∞ of the tree. For
convenience, write

g = ai1 · · · ais−1 a0 and h0 = aj1 · · · ajd−1 a−1
0 ajd+1 · · · ajs ,

for some d ∈ [1, s], where {i1, . . . , is−1} = {j1, . . . , jd−1, jd+1, . . . , js} = [1, s − 1].
Case 1: Suppose 1< d< s. Then we are in situation (i) from above, and it follows that

aj1−1 · · · ajd−1−1 ∈ Hv1 and a−1
s−1ajd+1−1 · · · ajs−1 ∈ Hv1 .

We will now use (the projections of) these two parts of h0 to split g into two non-trivial parts.
Let j := jd−1. We consider the contribution of aj1 · · · ajd−1 to Hvj . In other words, we project along the

path t∞ down to level j, which gives

aj1−j · · · ajd−2−ja0 ∈ Hvj .

Recalling that g = ai1 · · · ais−1 a0, we have that ir = j for some r ∈ [1, s − 1]. Then setting

β−1 := ϕvj (g
mj

) = ai1−j · · · air−1−ja0air+1−j · · · ais−1−jas−j ∈ Hvj

and

α := aj1−j · · · ajd−2−ja0 ∈ Hvj ,

it follows from situation (i) that

air+1−j−1 · · · ais−1−j−1as−j−1 ∈ Hvj+1 and ai1−j−1 · · · air−1−j−1as−1 ∈ Hvj+1 ,

so we have split g into two non-trivial parts.
We now use the two parts of g to split the parts of h0 further. For clarity, let us first project to vs. Here

in Hvs we have the elements

aj1 · · · ajd−2 aj, a−1
0 ajd+1 · · · ajs , ai1 · · · air−1 aj, air+1 · · · ais−1 a0.

The left two elements are the two parts of h0, and the right two are those of g. Without loss of generality,
we replace H with Hvs .

Subcase (a): Suppose 1< r< s − 1. Let k := i1. Then either k = jq for q ∈ [1, d − 2] or k = jq for
q ∈ [d + 1, s]. Suppose the former; a similar argument works for the latter. If q> 1, we let β−1 be the
kth level projection of aj1 · · · ajd−2 aj (as usual along the path t∞) and α be that of akai2 · · · air−1 aj, which
by (ii) gives, upon replacing H with Hvs , the following elements in H:

aj1 · · · ajq−1 , akajq+1 · · · ajd−2 aj, a−1
0 ajd+1 · · · ajs , akai2 · · · air−1 aj, air+1 · · · ais−1 a0.

If q = 1, before splitting, we have instead the following elements in H:

akaj2 · · · ajd−2 aj, a−1
0 ajd+1 · · · ajs , akai2 · · · air−1 aj, air+1 · · · ais−1 a0.

Hence, we let 
 := ir+1 and let c ∈ [2, d − 2] ∪ [d + 1, s] be such that jc = 
. We consider the 
th projec-
tion of a
air+2 · · · ais−1 a0 multiplied accordingly with that of a−1

j a−1
jd−2

· · · a−1
j2

a−1
k or a−1

js
· · · a−1

jd+1
a0. This is

situation (ii).
Subcase (b): Suppose r = 1. Then we have the following elements in H:

aj1 · · · ajd−2 , a−1
0 ajd+1 · · · ajs , aj, ai2 · · · ais−1 a0.
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If i2 �= j1, let k := j1, and we proceed according to (ii), with α being the kth projection of akaj2 · · · ajd−2

and β that of (ai2 · · · ais−1 a0)−1. If i2 = j1, we let instead k := js and consider the kth projection of
(ai2 · · · ais−1 a0)−1 multiplied with that of a−1

0 ajd+1 · · · ajs−1 ak; that is, situation (i).
Subcase (c): Suppose r = s − 1. Here we have the following elements in H:

aj1 · · · ajd−2 aj, ajd+1 · · · ajs , ai1 · · · ais−2 aj, a0.

If i1 �= j1, we let k := j1, and proceed as in (ii), taking α to be the kth projection of akaj2 · · · ajd−2 aj and β
that of (ai1 · · · ais−2 aj)−1. If i1 = j1, we instead let k := jd+1 and likewise following (ii) we consider the kth
level projection of akajd+2 · · · ajs multiplied with that of

(
ai1 · · · ais−2 aj

)−1.
We aim to continue in this manner, using newly formed parts of g to split the existing parts of h0, and

then using the newly formed parts of h0 to split the existing parts of g. Observe also that if ai, for some
i ∈ [0, s − 1], is an isolated part of g (i.e. a part of g of length one), then using (i) or (ii), one can further
split the parts of h0 to isolate ai from the parts of h0. Indeed, if ai or a−1

i occurs as an endpoint of a part
of h0, then it is clear. If ai is an interior point of a part ar1 · · · arξ aiarξ+1 · · · arξ+z of h0, then projecting to
the ith level, we have (

ar1−i · · · arξ−ia0arξ+1−i · · · arξ+z−i

)
a−1

0 ∈ Hvi ,

and thus
as−1, ar1−i−1 · · · arξ−i−1, arξ+1−i−1 · · · arξ+z−i−1

are elements of Hvi+1 , giving
ai, ar1 · · · arξ , arξ+1 · · · arξ+z

in Hvi+s . As usual, we then replace H with Hvi+s . We proceed similarly in the case when a−1
i is an interior

point in a part of h0.
Hence, we may assume that the set of length one part of g is equal to the set of length one part of h0.

Equivalently, the set of parts of g of length at least two involve the same generators that appear in the
parts of h0 of length at least two.

If there are no parts of length at least two, then all generators have been isolated, and we are done, so
assume otherwise. Suppose for now that the parts of g of length at least two are labelled as follows:

ae1 ∗ · · · ∗ af1 , ae2 ∗ · · · ∗ af2 , . . . , aeμ ∗ · · · ∗ afμ ,

for some 1 ≤μ< s, and similarly for h0:
aγ1

p1
∗ · · · ∗ aλ1

q1
, aγ2

p2
∗ · · · ∗ aλ2

q2
, . . . , aγνpν

∗ · · · ∗ aλνqν
,

for some 1 ≤ ν < s, with γj = 1 if j ∈ [1, s − 1] and γj = −1 if j = 0 and similarly for λj. Here ∗ stands
for unspecified elements in the alphabet S. Write

Eg = {(ae1 , af1 ), . . . , (aeμ , afμ )}
for the set of ordered pairs of the so-called endpoint generators. If a0 has not been isolated, it follows
that the corresponding set Eh0 of endpoint generator pairs for h0 is of the form

Eh0 = {(a−1
0 , aq1 ), (ap2 , aq2 ), . . . , (apν , aqν )},

subject to reordering the parts of h0. Indeed, else we may separate the parts further using (i). Without
loss of generality, write

Eg = {(ae1 , a0), (ae2 , af2 ), . . . , (aeμ , afμ)}.
Note that if

{p2, . . . , pν} ∪ {q1, . . . , qν} �= {e1, . . . , eμ} ∪ {f2, . . . , fμ},
we may proceed as in (i) or (ii), since then an endpoint from a part of g is an interior point in a part of
h0, or vice versa. Hence, μ= ν and

{p2, . . . , pμ} ∪ {q1, . . . , qμ} = {e1, . . . , eμ} ∪ {f2, . . . , fμ}.
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Since {p2, . . . , pμ} has less elements than {e1, . . . , eμ}, it follows that ei ∈ {q1, . . . , qμ} for some i ∈ [1,μ].
Then, we proceed as in (ii). Hence, if a0 is not an isolated part of g (equivalently of h0), then we can
continue splitting the parts of g and h0.

So suppose now that a0 has been isolated. As reasoned above, we have

Eg = {(ae1 , af1 ), . . . , (aeμ , afμ )}
and

Eh0 = {(ap1 , aq1 ), . . . , (apμ , aqμ )}
with

{e1, . . . , eμ} ∪ {f1, . . . , fμ} = {p1, . . . , pμ} ∪ {q1, . . . , qμ}.
Similarly, if

{e1, . . . , eμ}∩{q1, . . . , qμ}�=∅,

we proceed as in (ii). So we assume that

{e1, . . . , eμ} = {p1, . . . , pμ} and {f1, . . . , fμ} = {q1, . . . , qμ}.
To proceed, we now consider the element he1 defined at the beginning of the proof. Proceeding as in

(i) and (ii), we use the parts of g and h0 to split he1 into parts, and if possible, we likewise use the parts of
he1 to further split the parts of g and h0. We claim that ae1 has been isolated through this process. Indeed,
analogously to the considerations above for when a0 was assumed to be an endpoint in Eg, if we have

Ehe1
= {(ak1 , a−1

e1
), (ak2 , a
2 ), . . . , (akη , a
η )}

and

Eg = {(ae1 , af1 ), (ae2 , af2 ), . . . , (aeη , afη )},
where here η≥μ, and by abuse of notation, we still write ei for the left endpoints and fi for the right
endpoints for the parts of g. Then, as seen before, there is some fi ∈ {k1, . . . , kη} for i ∈ [1, η], and we can
proceed as in (i) or (ii). If instead (a−1

e1
, a
1 ) ∈ Ehe1

then we multiply the e1th projection of ae1 ∗ · · · ∗ af1

with that of a−1
e1

∗ · · · ∗ a
1 as in (ii). Lastly, if a−1
e1

is an interior point in Ehe1
, then we proceed as in (ii). In

other words, if ae1 is not an isolated part of g (equivalently of h0 and of he1 ), then we can always continue
splitting.

By abuse of notation, we redefine Eg to be the new set of endpoint pairs, after this further splitting of
the parts of g. If Eg �=∅, pick a left endpoint ae for some (ae, a∗) ∈ Eg. From working in a similar manner
with the element he, we can isolate ae.

Proceeding in this manner, we will end up with all individual generators.
Case 2: Suppose d = 1. Thus we have

g = ai1 · · · ais−1 a0 and h0 = a−1
0 aj2 · · · ajs .

Write i := i1 and let r ∈ [2, s] be such that jr = i. As in situation (ii), we consider instead the ith projection
of g multiplied with that of h−1

0 . We now proceed as in Case 1 with the argument using the pairs of
endpoints Eg.

Case 3: Suppose d = s. Here we proceed first using (i) and then following the argument laid out in
Case 1.

Remark 5.7. For the case t = 0, as mentioned above it is entirely analogous as compared to the case
t> 0. Whenever we had applied situation (i) in the case of t> 0, we now use situation (ii) in the case
t = 0. After the first splitting, whenever we consider new endpoints for the next splittings, where we had
considered left endpoints in the case t> 0, we consider right endpoints in the case t = 0, and vice versa.
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Remark 5.8. Akin to [8, Proposition 6.6], one can show that the group K(v) has a non-normal max-
imal subgroup of index q, for infinitely many primes q. Indeed, the group K(v) has a proper quotient
isomorphic to Wm(Z), where for G a group and m ∈N≥2, we write Wm(G) for the wreath product of G with
a cyclic group of order m. Writing L =ψ−1(K(v)′ × · · · ×K(v)

′) and N = L〈am
0 〉�K(v), analogous to

[8, Lemma 6.4] we have that K(v)/N ∼= Wm(Zs−1), which has Wm(Z) as a quotient group; compare also
Theorem 1.1(iii).
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